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Abstract

Digital Terrain Model has been used in many applications especially in Geographical Information System. However with the recent improvement in mobile devices that can support 3 Dimension (3D) content, rendering 3D based terrain on mobile devices is possible. Although mobile devices have improved its capabilities, rendering 3D terrain is tedious due to the constraint in resources of mobile devices. Furthermore, rendering DTM add more constraint and issues to the mobile devices. This paper focuses on the rendering process of DTM on mobile devices to observe some issues and current constraints occurred. Also to determine the characteristic of terrain properties that will affect the rendering performance. Experiments were performed using five datasets that derived from aerial images. The experimental results are based on speed of rendering and the appearance of the terrain surface. From these results, issues and problems that are highlighted in this paper will be the focus of future research.

Keywords: Mobile Device, Terrain Rendering, Digital Terrain Model.

1. INTRODUCTION

Terrain defined as an area of Earth’s surface with distinctive geological features that has been an
active area of research since the late 1970s until now. One of the major concepts in representing terrain surface is Digital Terrain Model (DTM). DTM is representations of continuous surface of the ground by a large number of points consist of x, y, z coordinates in an arbitrary coordinate field [1] and are obtainable via satellite, stereoscopic aerial images and contour data from geographical maps before it is saved as a certain file format. DTM has been used as one of the important component in many applications especially in the field of simulation, visualization, games and Geographical Information System (GIS).

The evolution of communication technology and hardware has made researchers in the area of GIS and interactive entertainment field such as games to shift their interest in using mobile devices as a platform. This is due to its mobility which allows user to access and manipulate data at any time and any place. Also, with the recently improved of mobile devices capabilities especially in graphics hardware that can now support 3D based content, the popularity of mobile devices is increased [2, 3]. However, in spite of its capabilities, mobile devices has several limitation like small screen sizes, low-bandwidth, colour resolution, limited processing power, small memory, critical power consumption and its limited application capabilities [2, 3]. Moreover, rendering terrain on mobile device has its own issues because terrain data is naturally large in size.

This paper focuses on the rendering process of DTM on mobile devices. A prototype of terrain rendering on mobile devices is developed and will be tested in a mobile device using five datasets to observe issues and constraints that has been addressed previously. With the experiment, these issues can be clearly understood and method to rectify the problems will be proposed in future research. Discussion of this paper is as follows: Section 2 provides related work concerning terrain rendering. Section 3 discussed the rendering process of DTM on mobile device, followed by Section 4 which provides the information of the experiment for testing purposes. Section 5 shows the result of the experiment and finally, conclusion and future works will be stated in section 6.

2. RELATED WORK

In the last decade, a lot of research and work has been done in the terrain rendering domain ranging from computer to mobile platform. There are two group of family we can identify based from all the terrain rendering method. First category of method is for terrain models that are fit in the memory while another consist of algorithms design to render large terrain data which cannot be completely loaded in memory (out-of-core technique).

**In Memory Technique**

The management of triangulated irregular network (TINs) are used in most of the approaches and the refinement of mesh in real-time is done by different strategies. Real-time continuous LOD algorithm (CLOD) an early work of Lindstrom, make used of regular-grid representation for terrain rendering [4]. This algorithm conceptually bottom-up mesh reduction defined by right triangles recursively subdivided. The mesh refinement is according to user-specific image quality metric. In parallel to CLOD, Cohen proposes a solution for ray tracing height field that used Delaunay triangulations [5]. Then in 1998, Röttger continue the earlier work of Lindstrom [6] and proposed a geomorphing algorithm to reduce the vertex popping effect [7]. Progressive meshes (PM) are introduce by Hoppe [8] and later extended its application to terrain rendering [9]. Despite the drawback of highly CPU cost, the PM solution can be expended to perform streaming. A year after Lindstrom, Duchaineau publishes Real-Time Optimally Adapting Mesh (ROAM) that proved to be an extremely popular algorithm particularly among game developer [10]. This algorithm used the combination of incremental priority-based approach with binary triangle tree (bintree) structure to optimize the mesh. According to Blow [4], the implementation of ROAM by Duchaineau is tedious. Some modification is proposed by Blow to improve the ROAM algorithm. Applying a top-down approach and a new error metric using the full three dimensions of source data in performing LOD computations to produced efficient split and merge determinations for high-detail terrain [4].
Rendering 3D graphics on mobile devices is still considered a difficult task even though with the evolution of mobile devices. Research has been done in the area of mobile rendering mostly for 3D games and 3D applications. Previous work on 3D rendering of terrain involves placing pre-computed blocks of terrain together with Perlin noise to represent random terrain on resource limited device [11]. Perlin noise is used to generate a pseudo-random appearance of natural effect. Using this effect is only a subsection of the terrain and it is stored in memory at any one time. This method reduces the amount of memory required for terrain storage.

Joachim and Jean-Eudes [12] proposed multi-resolution representation using strip mask for adaptive rendering of each visible tile. This method saved CPU and memory consumption by transferring the load on 3D graphics device. Method which consists in drawing a planar shadow under each tile is proposed to handle cracks that occurred because of the difference of mask level between two adjacent tiles. The planar shadow is made of two triangles and texture-mapped with the same texture as its corresponding tile. However, even though this technique is fast and simple to implement, it is not a perfect solution and fails in certain cases.

Few years later, Jiayang Wen [13] proposed a multi-resolution modelling to represent terrain based on quad-tree. Terrain is divided into regular tiles and represented by hierarchical quad-tree data structure. Then, level-of-detail of each tile is computed and generated dynamically by subdividing based on a set of criteria. The subdivision is according to terrain where fluctuate area is refined and even area is represented by coarse mesh. To eliminate cracks, triangles which are laid on boundary of coarse resolution tile are divided compulsively. This method to handle cracks is still not perfected yet but it is fast and simple to implement. The method proposed has frame rates between 7 to 8 frame per second (fps) by simplifying rendering scene rely on the surface of terrains but the method would not be very effective in mountain area.

**Out of Core**

In corresponding to our aim to implement terrain rendering in mobile platform, other approaches either propose to perform out-of-core rendering or streaming of the terrain models are reviewed. Out-of-core or external memory address issues related to the hierarchical nature of memory structure of modern computer (fast cache, main memory, hard disk, etc.).

It is important to manage and make the best use of the memory structure when dealing with large data structures that do not fit in the main memory. The out-of-core of the large-scale terrain system presented by Pajarola extends the restricted quadtree triangulation of Lindstrom [14] with another vertex selection algorithm and a more intuitive triangle strip construction method combine with dynamic scene management and progressive meshing [6]. A technique describe by Cignoni named batch dynamic adaptive mesh (BDAM) algorithm for out-of-core management and rendering of large textured terrain [15]. P-BDAM and C-BDAM is an article that extends BDAM which improve in the out-of-core management, data compression, spherical terrains support, a better crack-fixing method, triangle stripping and texture mapping integrated with the geometry LOD management. Regardless of GPU usage in storing BDAMs and implementation of compression, this solution is still unpractical for terrain rendering in mobile platform since they present high CPU cost.

3. TERRAIN RENDERING PROCESS

Developing terrain rendering on mobile devices can be decomposed in two phases. The first phase is to generate suitable input through series of processed in data pre-processing. The second phase is consists of processes that aim to render the terrain surface on mobile device.

**Data Pre-processing**

Firstly in order to obtain suitable results, pre-processing phase needs to be done using ArcGIS software. Pre-processing phase involved several processes to digitize the aerial images of real world data that are in raster form into vector. These aerial images are in raw format where the
images do not contain proper geo-referencing. In fact, the raw data may contain noise. To rectify this issue geo-referencing process needs to be applied which consist of scaling, rotating, translating and de-skewing images to match the desired size and position. Images that have been corrected is processed to generate Digital Terrain Model (DTM) and triangulated into TIN structure to obtain its vertex points. These points each consist of its own coordinate and elevation data in the form of XYZ coordinate where Z point is the height value. Finally, the vertex points are rearranged into a Triangulated Irregular Network (TIN) based file format and will be used as an input for the experiment.

**Rendering Process on Mobile Device**

In developing terrain rendering on mobile device, terrain surface will be represented as triangulated mesh in 3D space. The triangulated mesh is obtained from the pre-processing phase where the digitized data is produced and arrange into a TIN file. The data file is then loaded line by line into memory after the initialization of the prototype.

Once all the vertex points are loaded, process of calculation for normalization of each point is performed. The data is calculated to find the normal vector of each corresponding point. Afterwards, backface culling is executed using the normalized data to determine the visibility of polygon face as well as the removal of all faces that cannot be seen by the viewer. This process of culling unwanted vertices will reduce the time to render the terrain onto mobile device.

Finally, at the final step of the rendering process, the normalized data that has gone through the process of backface culling is rendered on the mobile device. Figure 1 illustrates the processes taken to develop terrain rendering on mobile device.
4. EXPERIMENT

After the development, the prototype will be tested on a mobile device with several terrain dataset.

Terrain Dataset

The terrain dataset is obtained from Jabatan Ukur dan Pemetaan Negara (JUPEM) which involved several aerial images of Sungai Kinta region, Perak, Malaysia, near the Banjaran Titiwangsa taken from year 1981. Several pre-processing stages need to be run through by these images before the data can be used as an input.
FIGURE 2: Aerial Images of RAW Data Before Pre-processing.

Five datasets are used as an input for the experiment. Detailed properties for these datasets are revealed in Table 1.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Terrain Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data A</td>
</tr>
<tr>
<td>Triangles / Faces</td>
<td>836</td>
</tr>
<tr>
<td>Vertex</td>
<td>460</td>
</tr>
<tr>
<td>Size on Disk</td>
<td>36Kb</td>
</tr>
</tbody>
</table>

TABLE 1: Properties of Each Data in TIN Structure Format.

Testing Platform
In this experiment, the mobile device used as a testing platform is HTC TyTN II while a computer is used for the comparison of the terrain appearance issue. Released in 2007, HTC TyTN II is a Windows Mobile Pocket PC Smartphone designed and market by High Tech Computer Corporation of Taiwan. Table 2 below list most of the important specifications for HTC TyTN II mobile device whilst configurations of the computer are in Table 3.

<table>
<thead>
<tr>
<th>Processor</th>
<th>Qualcomm MSM7200, 400MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>ROM:250MB RAM:128MB SDRAM</td>
</tr>
<tr>
<td>Display</td>
<td>2.8 inch, 240 X 320 QVGA TFT-LCD display with adjustable angle and backlight</td>
</tr>
<tr>
<td>Operating System</td>
<td>Windows Mobile 6.1 Professional</td>
</tr>
<tr>
<td>Expansion Slot</td>
<td>microSD™ memory card (SD 2.0 compatible)</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Processor</th>
<th>AMD Turion (tm) 64 X 2 TL-58, 1.60GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>RAM:1.93GB</td>
</tr>
<tr>
<td>Resolution</td>
<td>1280 x 800</td>
</tr>
<tr>
<td>Operating System</td>
<td>Windows XP</td>
</tr>
</tbody>
</table>


5. EXPERIMENTAL RESULT
This paper discussed the experimental results of rendering terrain on mobile device. The experiments were conducted using five different terrain dataset that were explained in Table 1. These results obtained from running the prototype on the mobile device with specification specified in Table 2. The experimental results and discussion are based on frame per second and the appearance of the terrain surface on the display screen measured by comparing results between on computer and on the device.
Frame per Second
In this paper, 30 second at the beginning of running the prototype is taken from the results of the experiment. Figure 4 shows the experimental results of rendering terrain on HTC TyTN II mobile device.

![Graph showing frame rates over time](image)

**FIGURE 3**: Experimental Results for HTC TYTN II Mobile Device.

Rendering process as shown in Figure 1, which includes normalization and backface culling process are to optimize the rendering speed. Normalization is used to find the normal vector of each corresponding point and then backface culling used the normalized data to determine the visibility of polygon face. Backface culling will removed all faces that cannot be seen by the viewer and will render fewer triangles thus will reduce the time to render the terrain onto the mobile device giving the results in Figure 3.

<table>
<thead>
<tr>
<th></th>
<th>Range</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>3.47</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2.90</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2.90</td>
</tr>
<tr>
<td>D</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1.17</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**Valid N (listwise)** 30

**TABLE 4**: Descriptive Statistics.

Based on Table 4, the minimum speed of frame rate for all the dataset is 1 fps. Figure 3 shows that the minimum value of 1 frame is at the beginning of timeline where the prototype in the process of loading the dataset. After the loading, all the dataset have different fps. Data A is between 3-4 fps whilst frame rate within 2-3 fps is the result after running the prototype using Data B and C as an input. Data D has a value of 1-2 fps while E which has the lowest value of 1 fps.
From Figure 3, Data A has a much higher value than other dataset. As explained in Table 1, Data A has 836 triangle and 460 vertices. Additionally, Data A only occupied 36Kb space in disk than other data. Opposite of Data A, Data E has the lowest speed of rendering of 1 fps. Properties of Data E as described in Table 1, the data has 3528 triangle, 1849 vertices and occupied 144Kb of disk space.

Result of Data B and C in Table 4 shows that both data have the same range of 2 and a maximum value of 3 fps. While in Figure 3 shows that the fps is nearly the same pattern with a difference at 19 and 25 second which the frames generated is 1 frame less than the other. Based on the properties of the dataset as shown in Table 1, Data B and C have only a difference of 52 vertices. With such little difference in vertex count, the performance of rendering speed is not affected as shown in Figure 3.

As shown in Figure 3, Data D and E have a different pattern while the range and the maximum shows in Table 4 also have a different value. Although both Data D and E have the same properties (refer Table 1), both have a difference in terms of complexity of the terrain surface. Therefore, the complexity of the terrain is one of the factors that can affect the performance of the rendering speed as shown in Figure 3. From the results observation, Data 4 is the largest in overall which lead to the outcome of the results shown in Figure 3 where the frame rate of Data 4 is lower than the others.

**Terrain Appearance**

Terrain with realistic and accurately smooth appearance is an important component in some of visualization applications mainly in GIS applications. According to Li (1990), there are three main attribute to be considered; accuracy, efficiency and economy [1]. To determine the appearance of the terrain surface, the experimental results are measured by comparing the appearance of the terrain between results on the mobile device and on computer using the same datasets. The datasets is in the format of TIN structure obtained by rearranging the vertex points derived from the pre-processing stage. Figure 3 illustrate the experimental results for five datasets; Data A, B, C, D and E. The results are obtained where on the left side is from the experiment running on computer whilst on the right is from running on the mobile device.
FIGURE 5: Comparison Based on Appearance for Data B.

FIGURE 6: Comparison Based on Appearance for Data C.

FIGURE 7: Comparison Based on Appearance for Data D.
In terms of the overall appearance, the results on both computer and mobile device are quite similar. However because of the differences in resolution between mobile device and the computer, the terrain appearance on mobile device looks flat and unrealistic. Based on Table 3, the computer has a resolution of 1280 x 800 whereas 240 x 320 is the resolution for the mobile device.

6. CONCLUSION & FUTURE WORK

In this paper, rendering process on mobile device is described and experiment was performed using HTC TYTN II mobile device with several different datasets. The experimental results shows that the performance of rendering speed even for Data A which its overall properties are much lesser and smaller than the others, has a maximum of 4 fps. This performance result of rendering only 836 triangles is still considered too low even with backface culling is used. Therefore rendering terrain on mobile devices needs to consider many aspects such as the nature of the terrain which is large in size and the complexity of the terrain data it self. Moreover, achieving the acceptable frame rate and accuracy of appearance for rendering terrain depends on how the limitation of mobile devices such as memory capacity and low CPU speed is deal with.

Future work will involve finding an appropriate method or technique that can render more accurate appearance of the terrain surface with an acceptable performance of rendering speed that suitable for limited devices such as mobile device. Towards this goal, level of detail (LOD) for speed or subdivision for accurate appearance should be implemented.
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Abstract

The scalable video coding is the extension of H.264/AVC. The features in scalable video coding, are the standard features in H.264/AVC and some features which is supporting the scalability of the encoder. Those features add more complexity in SVC encoder. In this paper, complexity evaluation of scalable video coding has been performed. Different scalable configurations were evaluated in which the encoding time and the encoded video quality have been measured. Various scalable configurations with various GOPs, frame rates, QP value, have been implemented and evaluated, which shows the scalability of video coding for various conditions. Based on these results, a low complexity algorithm has been proposed. Results show that the proposed algorithm maintained the image quality (around 0.1 dB differences) while reducing the encoding time (around 30%).

Keywords: Scalable Video Coding, JSVM Reference Software, Complexity, Encoding Time, PSNR

1. INTRODUCTION

Scalable video coding (SVC) is classified as layered video codec [1] which is the extension of H.264/AVC standard. The extension of H.264/AVC standard in a way that a wide range of spatiotemporal and quality scalability is achieved [11]. SVC-based layered video coding is suitable for different use-cases and different bitstream e.g., supporting heterogeneous devices with a single, scalable bit stream. Such a stream allows for delivering a decode-able and presentable quality of the video depending on the device’s capabilities.

In terms of spatiotemporal and quality, scalability of SVC is referred as a functionality that allows the removal of parts of the bit-stream while achieving a reasonable coding efficiency of the
decoded video at reduced temporal, Signal to Noise Ratio (SNR), or spatial resolution [3]. The scalability can be achieved in terms of temporal scalability, spatial scalability and quality scalability. Those three different types of scalability can be combined in order that the single scalable bit stream can support multitude of representations with different spatio-temporal resolutions and bit rates. The efficient scalable video coding provides benefits in many applications [4-6].

2. BASIC OF H.264/AVC

SVC was standardized as an extension of H.264/AVC [1]. It reuses some functions that have already been provided at H.264/AVC. Conceptually, the design of SVC covers a Video Coding Layer (VCL) and a Network Abstraction Layer (NAL), same as H.264/AVC was designed. VCL is representing the code of the source content (input video), the NAL is forming the VCL data in simple form and effective so that the VCL data can be utilized by many systems.

2.1. Network Abstraction Layer (NAL)

Data of the encoded video are gathered and organized into Network Abstraction Layer Unit (NALU). NALUs are the packets of data which are containing the integer number of bytes that represent the encoded video. The NALU starts with a one-byte header, which signals the type of containing data, and followed by payload data which represents the encoded video data. A set of consecutive NALU with specific properties is specified as an access unit. One decoded picture is resulted by decoding of an access unit results. A set of consecutive access units with certain properties is referred to as a coded video sequence. A coded video sequence represents an independently decodable part of a NAL unit bit stream. It always starts with an instantaneous decoding refresh (IDR) access unit, which signals that the IDR access unit and all following access units can be decoded without decoding any previous pictures of the bit stream.

For providing quality enhancement layer NALUs that can be truncated at any arbitrary point, the coding order of transform coefficient levels has been modified in a way that the transform coefficient blocks are scanned in several paths and in each path only a few coding symbols for a transform coefficient block are coded.

NALU are classified into VCL NALU and non VCL NALU. VCL NALU is the units which contain encoded slice data partitions, and non-NCL NALU is the units which contain the additional information of the encoded video. The non-VCL NALU provides additional information which can assist the decoding process in the encoder side and also some related process like bit stream manipulation or display. They are parameter sets, which are containing the infrequently changing information for a video sequence, and Supplemental Enhancement Information (SEI).

2.2. Video Coding Layer

The Video Coding Layer (VCL) of H.264/AVC is developed based on block-based hybrid video coding approach which is similar to the basic design of the previous video coding standards such as H.261, MPEG-1 Video, H.262 MPEG-2 Video, H.263, or MPEG-4 Visual. In the development of H.264/AVC, the new features are enabled in order to achieve the better performance in compression efficiency relative to any prior video coding standard [7].

In the H.264/AVC, the video frames are partitioned into smaller coding units which is called as macroblocks and slices. [8]. The video frame is partitioned into macroblocks which covers 16x16 luma samples and 8x8 samples of each of the two chroma components. The samples of a macroblock are predicted in terms of spatial or temporal, and the predicted residual signal is represented by using transform coding.

The macroblock are partitioned into the slices in which each of the slices can be parsed independently. The supported basic slices for the H.264/AVC are I-slice, P-slice, and B-slice [8]. I-slice is intra-picture predictive coding using spatial prediction from neighboring regions, P-slice is intra-picture predictive coding and inter-picture predictive coding with one prediction signal for each predicted region, and B-slice is intra-picture predictive coding, inter-picture predictive
coding, and inter-picture bipredictive coding with two prediction signals that are combined with a weighted average to form the region prediction.

For I-slices, several directional spatial intra-prediction modes are provided by H.264/AVC. The prediction signal is generated by using neighboring samples of blocks that precede the block to be predicted in coding order. In the luma component, the intra-prediction is either applied to 4x4, 8x8, or 16x16 blocks, whereas for the chroma components, it is always applied on a macroblock basis [8].

In P-slices and B-slices, variable block size motion-compensated prediction with multiple reference pictures [27] is permitted. The macroblock type signals the partitioning of a macroblock into blocks of 16x16, 16x8, 8x16, or 8x8 luma samples. The macroblock also specifies the partition into some submacroblocks. For example, a macroblock type specifies partitioning into four 8x8 blocks, then each of the macroblock can be more partitioned into submacroblocks. The submacroblocks type can be either 8x4, 4x8, or 4x4 blocks.

For P-slices, transmission of one motion vector is applied for each block and the used reference picture can be independently chosen for each 16x16, 16x8, or 8x16 macroblock partition or 8x8 submacroblock. The choosing of macroblock partition is signaled via a reference index parameter, which is an index into a list of reference pictures that is replicated at the decoder [10].

For B-slices, biprediction method is applied by utilizing two distinct reference picture lists, list 0 and list 1, and for each 16x16, 16x8, or 8x16 macroblock partition or 8x8 submacroblock. Prediction of list 0 and list 1 are referring to unidirectional prediction by using reference picture of list 0 or list 1, respectively. The bipredictive prediction mode is applied by calculating a weighted sum of a list 0 and list 1 prediction signal. In addition, special modes as so-called direct modes in B-slices and skip modes in P- and B-slices are provided, in which such data as motion vectors and reference indexes are derived from previously transmitted information [8].

2.3. Supported Entropy Coding
Supported method for entropy coding in H.264/AVC are Context-based Adaptive Variable Length Coding (CAVLC) and Context-based Adaptive Binary Arithmetic Coding (CABAC) [10]. Both methods are using context-based adaptivity to improve performance relative to prior standards. CAVLC uses variable-length codes by restricted restricted to the coding of transform coefficient levels due to the adaptivity and CABAC uses arithmetic coding and some sophisticated mechanism for employing statistical dependencies.

3. SCALABLE EXTENSION OF H.264/AVC
The most important issue of Scalable Extension of H.264/AVC are coding efficiency and complexity, and all other parts are common types in the H.264/AVC. Since SVC was developed as an extension of H.264/AVC with all of its well-designed core coding tools being inherited, one of the design principles of SVC was that new tools should only be added if it is necessary to efficiently support the required types of scalability.

3.1. Temporal Scalability
Information in bitstream provides temporal scalability by partitioning set of corresponding access units into a temporal base layer and one or more temporal enhancement layers. As a description for the temporal layer, the temporal layer is identified by a temporal layer identifier which is starting from 0 to n (number of enhancement layer). Value 0 is representing the base layer and value 1 to n which increases by 1 from one layer to next layer is representing the enhancement layer. For each natural number, the bit stream which is gained by removing all access units of all temporal layers with a temporal layer identifier is greater than forms another valid bit stream for the given decoder.
Enabling the temporal scalability in hybrid video codec can be applied by restricting motion-compensated prediction to reference pictures with a temporal layer identifier that is less than or equal to the temporal layer identifier of the predicted picture. The previous video coding standards such as MPEG-1 [11], H.262 MPEG-2 Video [3], H.263 [4], and MPEG-4 Visual [5] are also supporting temporal scalability. Specifically, in H.264/AVC the flexibility for temporal scalability was increased [6] because of its reference picture memory control.

3.1.1 Hierarchical Prediction Structures
The concept of hierarchical prediction structures for enabling the temporal scalability is achieved by combining multiple reference pictures. It means that the construction of the reference picture lists can be done by using more than one reference picture, as the concept of H.264/AVC, and the pictures with the same temporal level as the picture to be predicted can be included to the reference picture lists. The prediction structure for base layer and enhancement layers are applied differently for each layer. For the base layer, the prediction is only based on the previous picture on the particular layer, while for the enhancement layer, the prediction is based on the two surrounding pictures of a lower temporal layer. A picture of the temporal base layer and all temporal refinement pictures between the base layer picture and the previous base layer picture build a group of pictures (GOP). The hierarchical prediction structures for enabling temporal scalability can be realized with dyadic and non-dyadic case.

The hierarchical prediction structures with dyadic temporal enhancement for enabling the temporal scalability temporal enhancement layer are based on the concept of hierarchical B-pictures [22, 13]. Fig. 1(a) illustrates the case of dyadic temporal enhancement layer. As described in the figure, the encoding process of the enhancement layer is coded as B-pictures. In this case the reference picture lists 0 is restricted for the temporally preceding picture and lists 1 is restricted for the succeeding picture, with a temporal layer identifier less than the temporal layer identifier of the predicted picture. Each set of temporal layers \( \{T_0,\ldots,T_k\} \) can be decoded independently of all layers with a temporal layer identifier \( T > k \).

![Hierarchical Prediction Structures for Enabling Temporal Scalability](image-url)
Prediction structures are not only restricted to the dyadic case but also to the non-dyadic case. For example, Fig. 1(b) shows a nondyadic hierarchical prediction structure in the enhancement layer. In this example, the hierarchical prediction structure provides 2 independently decodable subsequences with 1/9th and 1/3rd of the full frame rate.

The coding delay or structural delay between encoding and decoding of hierarchical prediction structures can be adjusted by deactivating the motion compensated prediction. For example, Fig. 1(c) describes a hierarchical prediction structure with controlled coding delay, in which the motion-compensated prediction is not employed the encoding process.

3.1.2. Coding Efficiency of Hierarchical Prediction Structures
The coding efficiency of hierarchical prediction structures is based on how the value of the quantization parameters of the encoder is chosen for different layer of scalable extension of H.264/AVC. Theoretically, all pictures in the temporal base layer are going to be used as references pictures for temporal enhancement layer. Therefore, the temporal base layer should be encoded with the highest fidelity. The value of quantization parameter for each subsequent hierarchy temporal later should be in the larger value as the quality of the enhancement layer is only influencing fewer pictures in the next subsequent hierarchy temporal enhancement layer.

In order to obtain high quality encoded video, the quantization parameter value can be calculated by computationally expensive rate-distortion analysis. This process adds additional complexity in the encoder, hence increasing the computational time. To overcome a complex operation problem, some strategies can be employed to reduce the complexity of the operations. For example, as mentioned in [21], one strategy is chosen based on quantization parameter to overcome this condition. In more details, the strategy is based on quantization parameter value of temporal base layer $Q_P_o$ and the quantization parameter value of enhancement layer $Q_P_t$ is defined by $Q_P_t = Q_P_o + 3 + T$. However, the strategy is giving fluctuation result in relatively large peak signal-to-noise ratio (PSNR) inside a group of pictures (GOP). Subjectively, the reconstructed video appears to be temporally smooth without annoying temporal “pumping” artifacts.

The coding efficiency of hierarchical prediction structure can be further enhanced by changing the size of Group of Pictures (GOP) and the encoding/decoding delay (low delay and high delay). The quality of encoded video from the encoder is positioned at acceptable level video quality. The trends are valid for any video sequences (e.g. IPPP and IBBP) with different frame rate and video resolution [10].

As a conclusion, providing temporal scalability in encoding process does not provide any negative effects on coding efficiency. Some small losses in coding efficiency may be noticed when low delay application is required. For the high delay encoding, some effects can be tolerated and the usage of hierarchical prediction structures are not only provide temporal scalability, but also significantly improves coding efficiency.

3.2. Spatial Scalability
The conventional approach multilayer coding is used in SVC for supporting spatial scalable coding. The multilayer coding is the coding method which is used by previous video coding standard, such as approach of multilayer coding, which is also used in H.262 MPEG-2 Video, H.263, and MPEG-4 Visual. Each layer in multilayer coding is corresponding to a supported spatial resolution and it is referred as spatial layer or dependency identifier $D$. For base layer $D$ is 0 and for the next layer, $D$ is started from 1 increase by 1 for next spatial layer.

The pictures in different spatial layer are encoded by its layer prediction information and motion parameters, or simply called as single layer coding. The activation of inter-layer prediction, which is utilizing the information from the lower layer, is done as a mechanism in order to improve rate-distortion efficiency of the enhancement layer. It will ensure that the complexity operation of
motion-compensated prediction and deblocking are only applicable in the target layer (output picture).

In order to restrict the memory requirements and decoder complexity, SVC specifies that the same coding order is used for all supported spatial layers. The representations with different spatial resolutions for a given time instant form an access unit and have to be transmitted successively in increasing order of their corresponding spatial layer identifiers.

3.2.1. Inter-Layer Prediction

The inter-layer prediction is the mechanism in spatial scalability which utilize the information from the lower layer signal in order to increase rate-distortion efficiency of enhancement layer. The utilizing of lower layer information has been done previously by prior video coding standards, such as H.262 MPEG-2 Video, H.263, and MPEG-4 Visual. The inter-layer prediction method is assigning the reconstructed samples of the lower layer signal. The prediction signal can be produced by three methods. Those methods are motion-compensated prediction inside the enhancement layer, upsampling the reconstructed lower layer signal, and averaging such an upsampled signal with a temporal prediction signal.

Inter-layer prediction is not always using information from reconstructed lower layer samples which represents the complete lower layer information, but also the information is taken from other lower layer information, such as temporal prediction signal. The inter-layer predictor has to compete with the temporal predictor, especially for some special cases such as slow motion video and high spatial detail. The information from temporal predictor is giving the better predicted data than the data from lower layer. For giving better result and higher efficiency in spatial scalability, two additional inter-layer prediction concepts [15] have been added in SVC: prediction of macroblock modes and associated motion parameters and prediction of the residual signal.

In order to gain the better coding efficiency and high quality encoded video, the new mechanism is implemented to reach the intended goal. SVC is applying switchable mechanism which allows switching between intra and inter-layer motion prediction by receiving local signal characteristics. Inter-layer prediction can only work on a spatial layer identifier $D$ less than the spatial layer identifier of the layer to be predicted. The layer employing inter-layer prediction is referred as reference layer, and it is signaled in the slice header of the enhancement layer slices. Since the SVC inter-layer prediction concepts include techniques for motion as well as residual prediction, an encoder should align the temporal prediction structures of all spatial layers.

The interlayer motion prediction is a mechanism which is utilizing the lower layer information to predict the motion of the next picture in a video sequence. In order to activate inter-layer motion prediction by employing motion data from lower layer in spatial scalability, the new macroblock type is introduced in SVC and it is referred as reference layer skip mode. When the reference layer macroblock is inter-coded, the enhancement layer macroblock is also inter-coded. In that case, the partitioning data of the enhancement layer macroblock together with the associated reference indexes and motion vectors are derived from the corresponding data of the co-located 8x8 block in the reference layer by so-called inter-layer motion prediction.

The reference layer skip mode specifies prediction data from reference layer and encoded residual signal. The macroblock partitioning is determined by upsampling and re-aligning the partitioning of reference layer region that is covering the same area on the predicted picture. As an example, the following is the example of dyadic spatial scalability without cropping, each enhancement layer macroblock corresponds to an 8x8 submacroblock in the reference layer and the enhancement layer macroblock partitioning is obtained by scaling the partitioning of 8x8 base layer block by a factor of 2 in both vertical and horizontal.

The Inter-layer residual prediction is able to be utilized in any inter-coded macroblocks. It is signaled by a flag in which is added newly SVC macroblock which is transmitted on a macroblock
basis. The transmitted flag is 1 or addressed as true, the residual signal of reference layer is upsampled by using a bilinear filter which is applying block basis transform in order to restrict filtering in across transform block boundaries. The upsampled signal is used as information for predicting the residual signal of the current macroblock.

When an enhancement layer macroblock is coded with This mechanism is the prediction when the macroblock in enhancement layer is encoded with base mode flag equal to 1 or by using reference layer skip mode. Generated prediction signal is gained by upsampling the reconstructed intra signal of the reference layer.

To prevent complete decoding of the lower layers which can decrease coding efficiency, the inter-intra prediction is restricted to macroblocks in enhancement layer. The constrained intraprediction has to be applied in the reference layer which does not have inter-predicted samples as the data for intra prediction. By this condition, the supported layer can be decoded by a single loop decoding [16, 17] which is avoiding the inter-coded macroblocks in the reference layer.

3.2.2. **Generalized Spatial Scalability**

Spatial scalability standard for scalable video coding is similar to the previous version of video coding standard, such as H.262 MPEG-2 Video and MPEG-4 Visual. The spatial scalability is supported in spatial scalability with arbitrary resolution ratios (decreasing from one layer to another layer). The resolution between base layer and enhancement layer can be decreased as long as the ratio of the picture resolution is not changed. It means that neither the horizontal nor the vertical resolution can decrease from one layer to another layer.

The design of spatial scalability in SVC is supporting the possibility for the enhancement layer to represent only the selected area in the base layer or reference layer. Another design is the possibility for the enhancement layer to have additional content beyond the reference layer. This possibility is called as a cropping picture. It can be combined and modified on a picture-by-picture basis.

Furthermore, another SVC design for spatial scalable coding is also including the interlaced sources. All the basic inter-layer prediction concepts are maintained for spatial scalable video coding with arbitrary resolution ratios and cropping as well as for the spatial scalable coding of interlaced sources. But other extensions such as the derivation process for motion parameters as well as the design of appropriate upsampling filters for residual and intra-blocks needed to be generalized.

3.2.3. **Complexity Considerations**

Inter-layer intra prediction has a possibility to be applied only at the enhancement layer in the encoder side. The limitations are able to increase the coding efficiency [15]. Furthermore, the constraining of inter-layer prediction in the enhancement layer can significantly decrease the decoder complexity [16, 18]. This condition is called as constrained inter-layer prediction which has an intention to avoid the computationally complex and memory access intensive operations of motion compensation and deblocking for inter-coded macroblocks in the reference layer.

By these conditions, the enhancement layer can be decoded with single motion compensation loop. Referring to the complexity in the decoder side, the SVC has the smaller complexity compared to single-layer coding which all require multiple motion compensation loops at the decoder side. Additionally, it should be mentioned that each quality or spatial enhancement layer NAL unit can be parsed independently of the lower layer NAL units, which provides further opportunities for reducing the complexity of decoder implementations [19].

3.2.4. **Coding Efficiency**

The evaluation utilizes fixed bitrate for base layer and varied bitrate for enhancement layer as well as the GOP size of 16 pictures and IPPP [10]. Also the unconstrained inter-layer prediction
and decoding with multiple compensation loops was applied as an additional simulation. The first access unit was intra-coded and CABAC was used as entropy coding method.

The simulation shows that the effectiveness of a tool or combination of tools strongly depends on the sequence characteristics and the prediction structures [10]. The overall performance of scalable video coding compared to single-layer coding reduces when moving from a GOP size of 16 pictures to IPPP coding. To increase the coding efficiency, multiple loop decoding can further be applied with some significant increase in decoder complexity. The rate-distortion performance was not giving some enhancement for multiloop decoding which is using only inter-layer intra-prediction. However, it should be noted that the hierarchical prediction structures which not only improve the overall coding efficiency but also the effectiveness of the inter-layer prediction mechanisms, are not supported in these prior video coding standards.

3.3. Quality Scalability
Quality scalability is considered as a special case of spatial scalability. The case for quality scalability is lies on the identical picture sizes for base and enhancement layer in scalable video coding. The quality scalability can be defined into two quality scalability, course grain scalability (CGS) and medium grain scalability (MGS). The quality is called as CGS when the identical picture size for base and enhancement layer are supported by spatial scalable coding, and the variation of CGS approach, which allows a switching between different layers in any access units, is referred as MGS.

For CGS, the interlayer prediction as for spatial scalability is applied. Since base and enhancement layers in CGS are identical, the upsampling operation and the inter-layer deblocking are not involved in encoding process. The inter-layer intra and residual prediction are applied in transform domain. The refinement of texture information is gained by requantizing the residual texture signal in the enhancement layer with smaller quantization step size. Furthermore, the multilayer concept for CGS only allows a few selected bit rates to be supported in a scalable bit stream, since the number of supported rate points is identical to the number of layers. Finally, the multilayer concept for quality scalable coding becomes less efficient, when the relative rate difference between successive CGS layers gets smaller [10].

To increase the flexibility of bit stream adaptation and error robustness as well as improving the coding efficiency for bit streams that have to provide a variety of bit rates the MGS concept is introduced. MGS is the variation of the CGS approach which allows switching between all layers (base layer and enhancement layer). In the MGS concept, any enhancement layer NAL unit can be excluded from bit stream, and thus packet-based quality scalable coding is provided. SVC standard has the possibility to distribute the enhancement layer transform coefficients into several slices. The transform coefficients are signaled in the slice headers, and the slice data only include transform coefficient levels for scan indexes inside the signaled range. Furthermore, the information for a quality refinement picture can be distributed over several NAL units corresponding to different quality refinement layers.

4. JSVM REFERENCE SOFTWARE
The JSVM (Joint Scalable Video Model) reference software is the reference software for H.264/SVC or Scalable Video Coding standard. The software is used as the tool to evaluate the performance of scalable video coding standard and implement the proposed algorithm for scalable video coding. It is supporting the single layer coding and multiple layer coding.

The reference software is the joining project between Joint Video Team (JVT) and ITU-Video Coding Experts Group (VCEG) which is an on going standard [19]. Since the scalable video coding standard is still under development, the JSVM Reference Software is also under development and changes frequently. The JSVM Reference Software is an open source code and written in C++ code. Since the JSVM is the reference software, the source code of the software is
provided and can be accessed easily from the CVS server. The CVS server was setting up by Rheinisch-Westfälische Technische Hochschule (RWTH) Aachen.

To build the JSVM software by using Microsoft Visual Studio, it needs file with .sln extension. The .sln extension is the workspace file which is collecting all the information of the software. In order to build the software, the .sln file should match with the C++ compiler version. The .sln files are located in folder JSVM/H264Extension/build/windows. The folder is containing workspace file H264AVCVideoEncDec.sln, H264AVCVideoEncDec_vc8.sln and H264AVCVideoEncDec_vc9.sln, which is valid to Microsoft Visual Studio .NET 2003 (VC7), Microsoft Visual Studio .NET 2005/2006 (VC8), and Microsoft Visual Studio .NET 2007/2008 (VC9), respectively. In order to build the software, the .sln files should be chosen and opened in appropriate version of Microsoft Visual Studio .NET.

To build the JSVM reference software by Linux with gcc compiler needs the makefiles which act like as an workspace file in windows. In order to build the software, the gcc compiler should match with the version of software. In our project, the gcc compiler in ubuntu 8.04 was used to compile JSVM reference software. The makefile is located in the folder JSVM/H264Extension/build/linux and the corresponding sub-folders.

After building process is finish by using c compiler in windows, the binaries and libraries files are located in the folders bin and lib, respectively. For the 64 bits software, the binaries and libraries files are located in the folders bin64 and lib64. In each corresponding folders, there are two different versions for each binary and library, which is with and without "d" in the end of the file name. The files with end of “d” represent binaries or libraries that have been built in debug mode, while the files without end of “d” dot represent binaries or libraries that have been built in release mode.

4.1. PARAMETER SETTINGS
The JSVM reference software requires some configurations to perform specific encoding process. To set up the parameter in JSVM reference software, the configuration files is required in both encoding and decoding process. The configuration file is using .cfg extension. The .cfg extension files will be read by the JSVM reference software when the software is running. The configuration files are stored in folder JSVM/bin. By default, the JSVM reference software will read encoder.cfg (for encoding process) and decoder.cfg (for decoding process).

The parameter in configuration files should be defined properly in order to achieve the simulation objectives. The parameters in configuration files are both dependent and independent each other. There are two types of configuration files for encoding process, main configuration files and layer configuration files. The main configuration file is the parameter setting for the whole scalable video coding system and the layer configuration file is the parameter setting for particular layer. The number of layer configuration files is depending on the parameter setting in main configuration file.

In configuration files, all the setting up parameters should be configured properly in order to meet the objective in encoder. In both configuration files, main and layer configuration, some specific parameter must be defined and configured. The parameter in main and layer configuration files are different, the specific parameters and its value are explained in [20], JSVM reference manual. Generally, the main configuration file configures the parameters for input and output file, number of frame rate, encoder mode, number of enhancement layer, and GOP (Group of Pictures) size. On the other hand, the layer configuration file configures the video input for the respective layer, video size, and the coding process in the respective layer.

The executable file in JSVM reference software is part of the reference software used as a tool to run the encoding process and evaluate the output from the encoder. Mostly used tools are executable files for encoding, decoding, and PSNR calculation. H264AVCEncoderLibTestStatic is the executable files for encoding and generating the scalable video coding (SVC) bit stream.
H264AVCEncoderLibTestStaticd is the executable files for decoding and reconstructing the encoded video sequences. PSNRStatic is a tool to measure the PSNR between the encoded and decoded video sequences.

5. COMPLEXITY ANALYSIS IN SCALABLE VIDEO CODING

Complexity analysis is SVC encoder can be derived by two analysis approaches, i.e. time complexity and storage capacity. Time complexity is calculated by numbers of operation required to encode video by using a specific algorithm, so that some clever algorithm which is using some specific mode or features to encode has faster encoding time than full mode algorithm. On the other hand, space complexity is analyzed by approximated buffer size space approach while implementing the algorithm. The time complexity of SVC encoder will be studied and analyzed in this section.

The time complexity analysis is analyzed by two basic steps. In the first step, the number of cycles needed to execute a particular sub function in an algorithm is calculated. Then, the calculated cycles in a sub function is multiplied by the frequency in which sub function was used. Finally, time complexity is combination of all sub functions executed in the algorithm [23].

As discussed in section 3, the scalable video coding has more features that the H.264 single layer. Those extra features bring more complexity into SVC encoder than AVC encoder. The complexity in scalable video coding is because of the scalability itself in SVC encoder. Temporal, spatial and quality scalability are the component of the complexity in SVC encoder.

<table>
<thead>
<tr>
<th>GOP</th>
<th>Freq (Hz)</th>
<th>QP High</th>
<th>QP Low</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Bitrate (kbps)</td>
<td>Min BitRate (kbps)</td>
</tr>
<tr>
<td>16</td>
<td>3.75</td>
<td>76.73</td>
<td>73.96</td>
</tr>
<tr>
<td></td>
<td>7.5</td>
<td>95.92</td>
<td>92.09</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>121.38</td>
<td>115.44</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>144.85</td>
<td>134.84</td>
</tr>
<tr>
<td>8</td>
<td>3.75</td>
<td>77.9</td>
<td>74.69</td>
</tr>
<tr>
<td></td>
<td>7.5</td>
<td>95.8</td>
<td>91.58</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>120.93</td>
<td>114.53</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>144.26</td>
<td>133.78</td>
</tr>
<tr>
<td>4</td>
<td>7.5</td>
<td>96.71</td>
<td>89.6</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>121.34</td>
<td>111.9</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>144.86</td>
<td>131.35</td>
</tr>
</tbody>
</table>

TABLE 1. Scalable H.264/AVC test streams with 3 different GOP sizes
In this section, the simulation performance of encoding process and bitstream analysis using JSVM reference software will be discussed. Two different simulations are going to be part of analysis. The first simulation shows the temporal, spatial, and quality scalability in term of streamed over wireless networks, which is showing the capability of SVC encoder to provide various spatial and temporal resolution for transmitting the stream video to different types of receiver and bandwidth as well as network condition. The second simulation provides a brief analysis about encoding time comparison between high complexity encoder and low complexity encoder. The improvement showed in the second simulation is the improvement in terms of encoding time that has been reduced and it is showing the maintained encoded video quality.

For the first simulation, the JSVM reference software version 9.15 was used. In the encoding process, Foreman video test sequence was used for the evaluations. One base layer and two enhancement layers are employed for encoding process as well as two quantization parameter (QP) values. For video input, YUV Foreman sequence was used in CIF format with frame rate of 30 frames per second. The GOP size of 4, 8, and 16 were used which also automatically define the number of B, I, and P frames. The quantization parameters (QP) used were 28 and 38 as an optimal value [1] for high (QP low) and low (QP high) encoded video quality, respectively.

Temporal scalability provides the encoder capability to encode the video into different video frequencies. These are having a tendency of the streamed video to be more adapt to network conditions. As shown in Table 1, the output from the scalable video coding has different frame rate which can be selected based on current network condition. From the table, it can be seen that the smaller the value of GOPs, the smaller bitrates. This is because of the number of encoded frames become less and the bits used to encode the input video also become less.

The varieties of frequency are depicted in Table 1. The variations provide the information about temporal scalability of SVC encoder and which bitstream can be streamed over the wireless network. Once network is in a very good condition the encoded video with the highest frequency as well as best video quality will be transmitted through network, and vice versa.
Figure 2 shows the variety of bitrate of each frequency for GOP 16. The variety of frequencies show the support of encoding process in different temporal-resolutions for different network conditions. The frame rate (frequency) supported is different for different GOPs value. The higher the GOP value, the more diverge the temporal resolution. Moreover, it also shows the scalability of the encoded video for each GOPs value.

Table 1 and Figure 2 show the large variety of bitrate of the picture in the GOP16. In the GOP16, the temporal resolution can be in five different frequencies or frame rates. It is ranging from 30 Hz until 1.875 Hz, so GOP16 has more temporal scalability compare to other GOPs. The encoded video in 30 Hz frequency will be transmitted when the network is in the best condition down to 1.875 Hz when the network is in the worst condition.

**TABLE 2: Scalable Extension H.264/AVC for Low Complexity and High Complexity**

<table>
<thead>
<tr>
<th>Video</th>
<th>BDBR (%)</th>
<th>BDPSNR (dB)</th>
<th>Time Saving (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>News</td>
<td>-5.521</td>
<td>0.118</td>
<td>30.22</td>
</tr>
<tr>
<td>Foreman</td>
<td>-4.238</td>
<td>0.1</td>
<td>29.65</td>
</tr>
</tbody>
</table>

In second simulation, the analysis of the complexity of SVC was presented in term of encoding time. The time comparison between encoder with the high complexity and low complexity are showed. The encoder with high complexity showed the longer encoding time than the encoder with low complexity. Not only the encoding time, but also the quality itself will be compared between high complexity and low complexity.

The JSVM reference software version 9.15 was also used to do the second simulation process. The streaming video with YUV format, i.e. Foreman and News video sequences, were employed as the input tested video sequence to observe the output from video encoder. The frame rate of video sequences was 30 frames per second. Two layers were used, i.e. base layer and enhancement layer in different spatial resolution. Video in QCIF (177x144) resolution was used as base layer, and CIF (356x288) resolution was used as enhancement layer. The GOP 16 was used and quantization parameters (QP) used was 38.

Two encoding schemes, i.e. high complexity and low complexity algorithm, were implemented and evaluated. Performance evaluation of the encoded video is based on subjective survey and objective evaluation. Subjective survey is based on the personal opinion and objective evaluation is based on the calculation of BDBR, BDPSNR, and Time Saving. BDBR is value of different bitrate, BDPSNR is the different value of PSNR and the Time Saving shows the computation time between the high complexity and low complexity [21].

**FIGURE 3: RECONSTRUCTED IMAGE**
For objective evaluation, values for BDBR, BDPSNR, and Time Saving are shown in Table 2. The table directly shows comparison between high complexity and low complexity schemes. It can be seen that the low complexity scheme provides higher time saving for encoding time up to 30% with the negligible different PSNR of 0.100 – 0.118 dB, and 4% – 5% bit rate decreases. The statistic represent the low complexity can be used for encoding process while maintain high video quality.

For subjective evaluation, as can be seen in Figure 3, high quality encoded video is still achieved while the encoding time is significantly faster. There are some reduced qualities in the low complexity scheme but it is negligible as shown in Table 2. As mentioned in [10], the quality encoded video by SVC will become poorer when the bandwidth is low.

The main improvement from our simulation is achieving the time saving for encoding process while the encoded video quality is maintained in an acceptable quality. From the two experiments, our results are in line with other research which is studying about reducing the complexity of SVC encoder. For example, Goh [15] state, the fast mode decision by using correlation of neighbor macroblock had reduced the complexity which was represented by the time saving achievement with the negligible loss. On the other hand, Nguyen [17], also implemented the low complexity encoding by downsampling the enhancement layer, as the result, the complexity also reduced and the time saving was achieved as well as the video quality was maintained.

6. CONCLUSION

The complexity analysis of SVC has been presented, the spatio-temporal scalability and encoding time have been evaluated. At the first experiment, the spatio-temporal scalability shows capability of SVC to provide various spatio-temporal resolution used for transmitting the encoded video. At the second experiment, the encoding time represent the complexity of the system, more complexity, more time needed for encoding process. In the second experiment, the encoding time has been shown for evaluation purposes. The complexity analysis of SVC encoder is mainly analyzing the encoding time. The high complexity scheme performs longer encoding time, the low complexity scheme. The high complexity represent all features in SVC encoder was used for encoding, and the low complexity represents optimized use of the features in SVC encoder. On the other hand, the video quality in low complexity scheme has an acceptable quality and negligible PSNR difference between the reconstructed and original video (BDPSNR around 0.1dB), subjective and objective evaluation showed that reconstructed video quality was maintained and negligible reduced quality of reconstructed video was detected.
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The invitation encourages interested professionals to contribute into CSC research network by joining as a part of editorial board members and reviewers for scientific peer-reviewed journals. All journals use an online, electronic submission process. The Editor is responsible for the timely and substantive output of the journal, including the solicitation of manuscripts, supervision of the peer review process and the final selection of articles for publication. Responsibilities also include implementing the journal’s editorial policies, maintaining high professional standards for published content, ensuring the integrity of the journal, guiding manuscripts through the review process, overseeing revisions, and planning special issues along with the editorial team.


*Please remember that it is through the effort of volunteers such as yourself that CSC Journals continues to grow and flourish. Your help with reviewing the issues written by prospective authors would be very much appreciated.*

Feel free to contact us at coordinator@cscjournals.org if you have any queries.
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