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Abstract

Sentiment analysis and opinion mining are the tasks of identifying positive or negative opinions and emotions from pieces of text. The SentiWordNet (SWN) plays an important role in extracting opinions from texts. It is a publicly available sentiment measuring tool used in sentiment classification and opinion mining. We firstly discuss the development of the English SWN for versions 1.0 and 3.0. This is to provide the basis for developing an equivalent SWN for the Arabic language through a mapping to the latest version of the English SWN 3.0. We also discuss the construction of an annotated sentiment corpus for Arabic and its relationship to the Arabic SWN.

Keywords: Opinion Mining, Sentiment Analysis, WordNet, SentiWordNet, Arabic.

1. INTRODUCTION

Text mining involves the automated extraction of information from texts, often from large volumes of texts. An area of growing interest within text mining is opinion mining, which involves assessing whether a text is objective or subjective, and, if it is subjective, whether it is positive or negative [1, 2, 3, 4]. This is relevant to many tasks such as determining public opinion about a particular product, or tracking movements in public opinion in relation to questions of public policy. It involves both determining the polarity of a text (if any) and the strength of the text polarity. Texts may be weakly, mildly or strongly positive or negative and these differences can be highly relevant to the conclusions that can be drawn from the analysis.

Given the intrinsically subjective nature of opinions, assessing the quality of the results generated by any tool raises particular difficulties [1, 5].

This paper sheds light on the development of SentiWordNet (SWN) 1.0 and 3.0, a publicly available resource used in sentiment classification and opinion mining [1], and describes and compares the effectiveness of the English versions. SWN is an evolving resource that maps to
consecutive versions of WordNet (WN) [15] — a resource consisting of synsets\(^1\) that list (disambiguate) the multiple senses of words which are often ambiguous. This means that they may have multiple senses and vary in meaning by context. These disambiguated words are then glossed (explained), and it should be noted that the words in the gloss are not themselves disambiguated in the original WN.

SWN can also be applied across different languages but, as it maps to WN, it requires an appropriate version of WN for the language in question.

In the case of Arabic, this requires the development of an Arabic version of WN 3.0 that is then mapped to the English WN 3.0. In the absence of this, the development of sentiment analysis for Arabic texts will fall behind in one of the most promising areas for text mining. What is more, the existing Arabic WN 2.0 does not contain an extensive range of synsets and this inadequacy needs to be addressed rapidly. Based on this fact, this paper contributes toward presenting an Arabic SWN in relation to the latest version of the English SWN 3.0, taking into account upgrading the Arabic WN 2.0 to version 3.0.

Section 2 gives a brief summary of lexicons that are available for sentiment. Section 3 draws a brief history of SWN and discusses the English versions 1.0 and 3.0. Section 4 then outlines the preparatory steps that need to be taken to develop a version of SWN to support analysis of Arabic texts, and includes a discussion of the mapping process between the English and the Arabic versions. Section 5 discusses related work. Finally, future directions are briefly considered in the conclusion, section 6.

2. BACKGROUND
Numerous lexicons are available for sentiment analysis. There can be low or quite significant degrees of disagreement among them. It is possible to intentionally use such contrasts in solving conflicts or, alternatively, they may be accepted to be genuine areas of uncertainty.

WordNet may be utilised to determine useful lexicons from small seed sets, including in cases where the differences are not clearly encoded within WordNet.

One of the key benefits of lexical induction is the ability to include domain-specific effects. Table 1 summarises a number of lexicons and their characteristics.

<table>
<thead>
<tr>
<th>Lexicons</th>
<th>Brief Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>SentiWordNet [1, 5, 15]</td>
<td>SentiWordNet assigns positive or negative numerical sentiment values to WordNet synsets. It is available for free as long as it is not used for financial gain, with business users required to seek a license.</td>
</tr>
<tr>
<td>Liu’s Opinion Lexicon [22, 23]</td>
<td>It provides for spelling errors, morphological variation, vernacular and internet terminology.</td>
</tr>
<tr>
<td>MPQA Subjectivity Lexicon [24]</td>
<td>The Multi-Perspective Question Answering (MPQA) Subjectivity Lexicon is distributed under the GNU Public License.</td>
</tr>
<tr>
<td>LIWC [26]</td>
<td>Linguistic Inquiry and Word Counts (LIWC) is a proprietary database of classified common terms. It is priced at $90 and has categories which are very close to the ones in the Harvard General Inquirer.</td>
</tr>
</tbody>
</table>

TABLE 1: Summary of number of lexicons and their characteristics.

\(^1\) Synsets are sets of “senses” for a word that clarify the particular sense in which it can be used. The words that clarify each sense are called the “gloss”.

The aforementioned lexicons have only basic divergence in categorisation. They possess word banks that are not the same and, thus, can only be contrasted to a limited extent.

For the purposes of this paper, we have chosen SentiWordNet as a sentiment lexicon for our work, to build an Arabic version of this lexicon, as will be discussed later.

3. SentiWordNet: Brief History

Researchers have attempted to develop systems to automatically label words that indicate opinions as being either positive or negative [6,7,8]. The prior and related question of whether a word is in fact a marker of opinion or not, whether it is subjective or objective, has received less attention [9]. Early attempts involved labelling words without making distinctions between the different senses in which a word may be used, with the result that the word rather than its sense is classified. This has limitations as the same word very often has multiple senses and any system that fails to capture these variations in meaning is severely restricted in functionality and reliability.

2.1 SentiWordNet 1.0

Esuli and Sebastiani [1] attempted to address this limitation by developing a resource, SWN (version 1.0), that goes beyond simply listing and classifying a word to classify the sense in which it is being used. That is, one word may — and usually does — have multiple senses. In the WN world, such multiple senses for a word are called synsets.

In SWN 1.0, Esuli and Sebastiani augmented each WN synset by assigning a numerical score in three categories: Obj (Objective), Pos (Positive) and Neg (Negative). These mean that a synset is assessed as being either objective or subjective, and, within the subjective category either positive or negative. As this scheme is applied to synsets, it addresses the issue that the same word may have different senses that have different opinion-related properties.

The sum of the three scores is always 1.0. This allows the score to reflect the fact that a synset may have opinion-related properties to a certain degree. An example given by Esuli and Sebastiani is the synset [estimable (3)] with the sense “may be computed or estimated”. This has an Obj score of 1.0, and Pos and Neg scores of 0.0. This indicates that the sense is clearly classified as non-subjective. In contrast, the synset [estimable (1)] with the sense (gloss) “deserving of respect or high regard” has a Pos score of 0.75, a Neg score of 0.0 and an Obj score of 0.25.

In effect, this method allows senses to be classified as having multiple aspects to varying degrees. This idea was originally introduced by Kim and Hovy [8], but Esuli and Sebastiani’s SWN gives it functionality. They argue that the application of tools that grade opinion-related properties will play an important role in the future of text mining.

2.2 SentiWordNet 3.0

SWN 3.0 is a development of SWN 1.0 [5]. The intermediate development stages SWN 1.1 [11] and SWN 2.0 [12] were primarily for internal use of the developers and it is standard to compare SWN 3.0 directly with its public predecessor SWN 1.0. There are three primary differences between SWN versions 1.0 and 3.0:

a) Version 3 was developed as an annotation of WN 3.0 whereas version 1 applied to WN 2.0. This amounts to an updating of the resource, and has implications when it comes to comparing the accuracy of version 3.0 with version 1.0.
b) The main difference and the most important one for improving the accuracy of the resource is that an additional analytical stage is added after the semi-supervised learning stage associated with SWN 1.0. This is an iterative random-walk step that is carried out on the result of the semi-supervised learning algorithm.

c) In SWN 1.0, the glosses from WN 2.0 are used in the training stage, not the synsets themselves, with the result that the classifier is a gloss classifier rather than a synset classifier. In SWN 1.0, the gloss is a non-disambiguated collection of words. Esuli and Sebastiani call this a “bag of words” approach, where no attempt is made to determine the sense of the words (to disambiguate them). They are simply given a frequency-weighted score. This is different from SWN 3.0, where the development of the random-walk step requires the gloss to be disambiguated: in other words, to yield a further collection of synsets. Thus, in contrast to SWN 1.0, SWN 3.0 construction uses a “bag of synsets” approach.

A. Random-Walk step: The Concept
This step makes an assumption about relationships between words. The definiens (the words defining the word in question) is in a binary relationship with the definiendum (the word being defined). The assumption that underlies the random-walk step is that a direct link can be posited between synset 1 (S1) and synset 2 (S2), if and only if S1 occurs in the definiens of synset 2. The idea underlying this assumption is that if many words in the definiens are positive (or negative) then it is plausible that the definiendum is positive (or negative) too. This assumption allows positivity (or negativity) to, in the words of Baccianella et al. [5], “flow through the graph from the words used in the definitions to the words being defined.”

B. Difficulty in implementing the random-walk step
A major issue is that, in WN, although the definiendum is a synset, the words used in the glosses are not. That is, the definiendum is disambiguated (different senses of the word are separated out), whereas the words in the definiens are non-disambiguated (the sense in which the word is being used is not made clear). This is not suitable for the random-walk step, which implies links between the words in both definiens and definiendum. For this to work, the glosses themselves must consist of a string of synsets (disambiguated words). In the case of SWN 3.0, the Princeton WordNet Gloss Corpus\(^2\) was used to achieve this. This contains manually disambiguated glosses for WN 3.0.

C. Assessment of SentiWordNet 3.0 Including the Random-Walk step, in relation to SentiWordNet 1.0
Baccianella et al. assessed whether the addition of the random-walk step improves or reduces the accuracy of the results delivered by SWN 3.0 in comparison with SWN 1.0, which lacked this element. Both SWNs were assessed using a small manually annotated subset of WN which was then compared with the automatic annotations of the same synsets by the respective versions of SWN.

The methodology used in their assessment is described below. There are two main difficulties that the methodology had to address:

a) How to create an “objective” criterion or “gold standard” against which the results of the SWN can be compared.

b) How to make an assessment that has validity across different versions of WN.

SWN 1.0 was evaluated on Micro-WN (Op) [16] which consists of 1,105 synsets of WN 2.0 that were manually annotated for sentiment by 5 people. The methodology involved the 5 annotators

\(^2\) [http://wordnet.princeton.edu/glosstag.shtml](http://wordnet.princeton.edu/glosstag.shtml)
working together to develop a common assessment understanding, and then working individually to increase speed. All synsets were rated by more than one annotator and results averaged. As with SWN 1.0 itself, they scored for Pos, Neg and Obj with a rating that added up to 1.0. The manual results can then be compared with SWN 1.0.

The difficulty with applying the same method to an assessment of SWN 3.0 is that SWN 3.0 applies to WN 3.0, which has different synsets from WN 2.0. To make a meaningful assessment of relative accuracy, the synsets that were manually assessed in WN 2.0 must first be mapped across to WN 3.0.

Baccianella et al. acknowledge the limitations of this process. They used three tools that were applied consecutively, with a later tool only being used where an earlier one failed to produce a result. The three tools are:

a) WN sense mappings (nouns and verbs only).

b) Synset word matching (if a synset contains the same words in Micro-WN(Op) and WN 3.0, and uniquely so, then they are considered to describe the same concept).

c) Gloss similarity (the greatest similarity between glosses determines the most likely equivalence of sense). They examined some results manually and found them to be satisfactory, but recognise that the results of the mapping process have not been completely checked for correctness: this would imply a complete search of WN 3.0 synsets of the same polarity to find the best match for each word in Micro-WN(Op).

D. Issues concerning SentiWordNet 3.0

The matching process allows the results of SWN 1.0 and SWN 3.0 to be compared. The rankings for Positivity and Negativity between SWN 1.0 and SWN 3.0 that were in complete agreement with the manual ranking would have a value of 0, complete disagreement a value of 1. Thus, the lower the value, the greater the agreement.

SWN 3.0 appears significantly more reliable than version 1.0 with a 19.48% increase in ranking by positivity and 21.96% by negativity. Even given the qualifications that were discussed above, this appears to be a marked improvement.

Important issues are raised by the development of SWN 3.0:

a) It is difficult to establish a gold standard against which to measure the effectiveness of an opinion mining resource. This becomes an even greater problem as the development of the target resource (WN) changes. Comparisons are difficult and likely to become more so.

b) SWN 3.0 has evolved by an additive process, adding steps. There is room for debate whether future development will be best achieved by continuing the same process — adding steps that refine the results further — or by revisiting and refining some existing steps.

4. GENERATING ARABIC SENTIWORDNET

Arabic is a widely used language that has both economic and political importance. It is natural that tools that enable sentiments in Arabic texts to be extracted and assessed are of great interest. Existing development work has been focused on developing for Arabic the equivalent of the resources that exist for English. By adding sentiment information to the Arabic WN to generate the Arabic SWN, we have improved the set of WN-based resources for the benefit of researchers in Arabic Natural Language Processing (NLP). This has the potential to enable future opinion mining tools to be developed directly for Arabic texts.
The key initial requirement for the application of SWN to Arabic is a version of WN on which it can operate. There is an existing Arabic version of WN 2.0 [13, 14] — Arabic WN 2.0\(^3\), but not of WN 3.0.

Therefore, we built the database for Arabic SWN taking into account all the preparation levels shown in Figure 1:

a) The Arabic WN 2.0 database was upgraded to version 3.0 by mapping to the latest English WN 3.0 database.

b) The English SWN 3.0 database was also mapped to the new version of the Arabic WN 3.0 database.

c) All fields in our new database — Arabic WN 3.0 — were checked and revised with the English SWN 3.0, and then only the fields that existed in the English version (which express sentiments) were kept in the Arabic version to give us the Arabic SWN, with the rest deleted.

Through this mapping, an Arabic SWN database was generated. However, it contains fewer words and there is still a need to translate all the other fields that exist in the English version. Thus, the total number of words existing in the Arabic SWN is around 10,000, which includes verbs, adjectives, adverbs and nouns.

3.1 Approaches for using the Arabic SWN

Two different approaches can be used for developing the Arabic SWN:

a) Using the database we built as a multi-lingual setup to be applied to both English and Arabic contexts.

b) Having all synsets in the English version translated into the Arabic version – which is the approach we used in our work.

![Figure 1: Preparation step for generating Arabic SWN.](http://www.globalwordnet.org/AWN/)
3.2 The AWN-WordNet Mappings
When the AWN was constructed, each of its synsets was mapped to Princeton WordNet (for English) Version 2.0 despite two more recent versions of Princeton WordNet being released while the AWN was under construction. However, SentiWordNet provides additional annotations on WordNet version 3.0, so it was necessary to update the Arabic to English mapping to WordNet 3.0. This was done using the mapping from WordNet 2.0 to 3.0 available from http://nlp.lsi.upc.edu, which was constructed automatically using the procedure described in [30]. The mappings give a unique WN3.0 synset ID for 99.7% of WN2.0 adverb synsets, 98.77% of adjective synsets, 99.39% of noun synsets and 98.92% of verb synsets. Of the ambiguously mapped WN2.0 synsets, a majority have no AWN linkage, but some remained to be verified manually.

3.3 Methodology
Several research studies have been done on opinion mining and sentiment analysis using reviews and movies as their datasets, either in English or Arabic [20, 27, 28, 29]. For the purpose of our research, to generate a new corpus for Arabic sentiment analysis, the data was generated from Arabic social media in the form of technology blogs (2,350 sentences). Technology blogs provide various challenges:

a) Use of a foreign language (English in our case) for names of technologies, companies, software or programs.

b) Transliterations within the texts.

c) Difficulty of recognizing opinions and sentiments expressed to show users’ opinions towards these technologies and companies.

One of the purposes of building this corpus is to evaluate the sentiment coverage of the Arabic SWN. Our corpus construction methodology involves the manual detection of sentiments via manual annotation, which was carried out according to our annotation guidelines, which were:

a) Determine positive or negative words about companies.

b) Determine positive or negative words about technologies, products or systems.

c) For each sentence, each sentiment word should be detected as positive or negative and then determination is made whether the whole sentence is positive or negative.

Finally, the annotated sentiment words are compared with the words that exist in the Arabic SWN for the evaluation step (section 3.4). Tables 3 and 4 show some Arabic examples of the sentiment annotation tasks about companies and technologies, products or systems, respectively (note: all examples are translated into English for ease of understanding):

<table>
<thead>
<tr>
<th>Companies</th>
<th>A positive sentence</th>
<th>A negative sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A big step from Facebook to provide this store, which will succeed easily.</td>
<td>Kaspersky: Apple is not serious about protecting the Mac system.</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 3: Examples of the sentiment annotation tasks about companies.
TABLE 4: examples of the sentiment annotation tasks about technologies, products or systems

3.4 Discussion of Annotation Results
It was found that 31% of sentences were annotated with negative sentiment and 64% with positive. The inter-annotator agreement (IAA) is shown in figure 2.

FIGURE 2: The Inter-annotator agreement (IAA) and average agreement (Kappa statistic)

Three annotators were involved and the Kappa statistic was used to calculate IAA for each sentence: the overall result obtained was 0.45 which is considered as "moderate agreement" [17].

We intend to improve on this result by adopting a cyclic annotation approach. However, we must first establish the sentiment coverage of the Arabic SWN. We therefore carried out an evaluation step to check which annotated sentiment words occur in the Arabic SWN. We already know that the Arabic SWN includes fewer synsets than English SWN. It was established that around 5% of annotated sentiment words did not occur in the Arabic SWN. This result is clearly influenced by the size and nature of our corpus. However, taken together with the difference in the number of synsets between Arabic SWN and the English SWN, it is evident that we must expand the coverage of Arabic SWN. Returning to our cyclic annotation approach we plan to speed up and improve annotation by incorporating automatic look up of Arabic SWN to tag recognised sentiment words for validation by the annotators, which will reduce the annotation burden. We will though firstly translate the missing synsets in Arabic SWN from English SWN. As this is a translation exercise it is to be expected that there will be Arabic specific sentiment synsets that will be still missing. Some of these may be added from our corpus, once we are able to determine the complete coverage of the Arabic SWN augmented by the translated synsets.

5. Related Work
Due to the lack of an existing SentiWordNet lexicon for the Arabic language, several research studies on opinion mining and sentiment analysis for Arabic have used lists of sentiment words to cover their research needs [18, 19, 20]. Recently, a study done by Abdul-Mageed and Diab [21]
focussed on expanding a polarity lexicon of Modern Standard Arabic built manually by leveraging various existing polarity lexica for English. The utility of their expanded lexicon was not tested and moreover they focussed on adjectives.

Unfortunately, a comparison cannot be made between our Arabic SWN and previous systems because they have not yet been made available; furthermore, our database links to the original Arabic WordNet which is not the case for other previous systems.

6. CONCLUSION AND FUTURE DIRECTIONS

SWN has proved to be an effective tool for opinion mining and sentiment classification, and the improvement in effectiveness that has been achieved between versions 1.0 and 3.0 gives grounds for optimism that it provides a tool with further developmental possibilities. That is, it is flexible enough to accommodate both additional refining steps and new work on the existing steps.

In this paper, we reported efforts to generate an Arabic SWN database in relation to the English SWN 3.0. There is however a need to increase the number of words in our Arabic SWN. We plan also to refine further the annotation of our corpus to achieve a higher IAA score, especially as we plan to use this corpus for research purposes in Arabic sentiment analysis. The ranking process for positivity and negativity is another step to be taken in the near future. All these limitations above need to be resolved in future to enhance the final version of our Arabic SWN which will be made publicly available.
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Abstract

Information extraction researchers have recently recognized that more subtle information beyond the basic semantic content of a message can be communicated via linguistic features in text, such as sentiments, emotions, perspectives, and intentions. One way to describe this information is that it represents something about the generator’s mental state, which is often interpreted as the tone of the message. A current technical barrier to developing a general-purpose tone identification system is the lack of reliable training data, with messages annotated with the message tone. We first describe a method for creating the necessary annotated data using human-based computation, based on interactive games between humans trying to generate and interpret messages conveying different tones. This draws on the use of game with a purpose methods from computer science and wisdom of the crowds methods from cognitive science. We then demonstrate the utility of this kind of database and the advantage of human-based computation by examining the performance of two machine learning classifiers trained on the database, each of which uses only shallow linguistic features. Though we already find near-human levels of performance with one classifier, we also suggest more sophisticated linguistic features and alternate implementations for the database that may improve tone identification results further.

Keywords: Language Text, Mental States, Tone, Game with a Purpose, Information Extraction.

1. INTRODUCTION

One focus of information extraction research has been identifying basic semantic content (e.g., identifying who did what to whom when). Recently, however, researchers have recognized that more subtle information can be communicated via linguistic features in text (see [1] for a review), and this has spurred research in sentiment analysis [2][3][4][5][6][7][8][9], emotion and speech act identification [10][11][12], perspective identification [13][14], and deception detection [15][16][17][18][19] in language text. All of these research areas have in common the basic idea that humans have a mental state that they express in the messages they create, in addition to the basic semantic content of those messages. This mental state can be an emotion like anger or embarrassment, an attitude like confidence or disbelief, or an intention like persuasion or deception (among other things), and it is often perceived as the tone of the message. For example, in “C’mon – you should read this”, the basic semantic content is something like read(you, this) while the tone of the message is persuasive. A message’s tone is instrumental in understanding the underlying mental state (and motives) of the person who generated the message, and for predicting how this message will be interpreted by humans reading it.
While most text software is equipped with a spell checker and a grammar checker, no programs currently offer a “tone checker” – though this would be a highly desirable feature to have. As one example, it could be used to check that an email will not be interpreted in a way the sender didn’t intend, such as offensive, pushy, or stilted. One technical barrier to developing a general-purpose system dedicated to tone identification in text is a lack of reliable data on which to train it. Currently, there are no large-scale text databases annotated with tone information, and so it is difficult to know what linguistic features to use as cues. Specifically, there are few examples of the “ground truth” for tone, i.e., text annotated with human perceptions of the message’s tone. Given the success of natural language processing methods in the other information extraction endeavors mentioned above, we believe tone could also be retrievable once the relevant linguistic cues are identified.

One way to create the necessary annotated data is to make use of human-based computation [20], since humans are used to transmitting messages with specific tones and interpreting the tone of messages. We first describe a methodology for creating this kind of database that we have implemented in the form of a game with a purpose (GWAP) [21][22][23], and discuss some salient properties of the resulting database. We then present results from two machine learning classifiers trained on data from the database, which demonstrate the utility of the database, the advantage of human-based computation, and the benefits and pitfalls of using shallow linguistic features for identifying tone. We conclude with suggestions for more sophisticated linguistic features based on the current results, as well as some discussion of what constitutes the “ground truth” for tone information.

2. A RELIABLE DATABASE FOR TONE

2.1 The need for databases
In general, reliable databases are required to develop reliable machine learning algorithms. Unfortunately, few databases annotated with mental state information exist, and these are generally small in size compared to corpora generally available for natural language processing (e.g., the English Gigaword corpus [24] contains approximately 1.75 million words; the Personal Story Subset of the Spinn3r Blog Dataset [25][26] contains approximately 5.3 million words). A few recent examples demonstrate this.

The Language Understanding Annotation Corpus (LUAC) [27] includes text annotated with committed belief, which “distinguishes between statements which assert belief or opinion, those which contain speculation, and statements which convey fact or otherwise do not convey belief.” This database is meant to aid in determining which beliefs can be ascribed to a communicator and how strongly the communicator holds those beliefs. The LUAC contains only about 9000 words across two languages (6,949 English, 2,183 Arabic).

The Bitter Lemon corpus [14] is a compilation of essays on various Middle East issues, written from both Israeli and Palestinian perspectives. It is derived from a website (http://www.bitterlemons.net) that invites weekly discussions on a topic and publishes essays from two sets of authors each week. It has been used to investigate automatic classification of perspective [13][14], and contains 297 essays averaging 700-800 words each, for a total of approximately 22,000 words.

A corpus of blog posts annotated for persuasive tactics such as moral generalizations and redefinition was compiled by Anand and colleagues [11], for the purpose of training machine learning algorithms to recognize when persuasion is intended. This corpus contains 380 blog posts (as the rest of the approximately 25,000 examined did not contain easily identifiable persuasive acts). Based on estimates from the larger blog corpus from which these posts were
taken [28], there were approximately 200 words per post, leading to a corpus size of approximately 76,000 words.

The last corpus demonstrates an additional issue that surfaces when trying to find realistic examples of language expressing different mental states: It may well be that most of the available data does not actually express any of the mental states of interest. One way around this is to look for open-source data that are highly likely to express the mental states of interest by happenstance, e.g., online gaming forums with games that happen to involve deception (e.g., Mafia game forums [19]). This can often lead to datasets that may be larger in size. However, another issue remains, even in these situations where larger quantities of open-source data are available: The breadth of coverage is limited. While it may be easy to find examples of some mental states in open-source data, it is not always easy to find all the ones of interest.

Moreover, real world data sets present the basic problem of ground truth, i.e., knowing for certain which mental states were intended to be conveyed by a particular message. Human annotators can attempt to recover this information, which is the approach taken by the annotated corpora mentioned above. However, this is often a time-intensive and human-resource-intensive process.

### 2.2 Using games with a purpose

Notably, the human annotation process used for previous corpora highlights that humans are in fact able to interpret the mental state behind a message. Human-based computation can leverage this ability from the population, and use it to construct a reliable database of messages expressing different mental states. Interestingly, groups of humans are sometimes capable of producing more precise and reliable results than any particular individual in the group. This kind of “wisdom of the crowds” phenomenon has been demonstrated in many knowledge domains, including human memory, problem solving, and prediction [29][30][31][32]. Snow and colleagues [33] have additionally demonstrated that a relatively small number of non-expert annotations in natural language tasks can achieve the same results as expert annotation. This suggests that this approach on a larger scale will likely be able to yield a reliable annotation of mental state information in language, as expressed by message tone.

One approach is to use a game with a purpose (GWAP) [21] that is designed to encourage people to provide both kinds of data needed in the database: the messages expressing a particular tone and the annotation of that tone for every message. GWAPs are currently used to accumulate information about many things that humans find easy to identify (see http://www.gwap.com/gwap/ for several examples), such as objects in images [22], common sense relationships between concepts [23], belief about others’ preferences [34], and the musical style of songs [35]. Using a GWAP for message tone, we can also take advantage of human-based computation and the potential wisdom of the crowds inherent in this setup. In particular, since the collected data come from and are vetted by a large number of participants, we can gauge which messages are reliable examples of particular mental states and which are confusing examples.

We have designed a GWAP called Word Sleuth (available at http://gwap.ss.uci.edu/) that takes the form of an online game played through a web browser interface. In the context of the game, Word Sleuth encourages participants to play two different roles, which participants can freely alternate between as they desire: the message generator (called the Expressor) and the message interpreter (called the Word Sleuth). As the Expressor, participants generate messages expressing a particular tone; as the Word Sleuth, they label messages created by other participants as expressing a particular tone. Game play is asynchronous, so participants do not need a partner to play. Figures 1 and 2 show example game play for both the Expressor and Word Sleuth roles.
**FIGURE 1:** An Example of Expressor Game Play.
The first panel of figure 1 shows a sample screen for generating a persuasive message. The participant is shown a random context picture to help them generate a message, and this context picture will be shown to any interpreter attempting to interpret the generated message. Participants can choose what difficulty level they want to play, with harder difficulty levels earning them more points. The difficulty level for Expressors determines how many “taboo” words there are – these are words that the participant cannot use in the message. For the easiest level, this includes only morphological variants of the intended tone (e.g., “persuading”, “persuasion”, “persuades”, and “persuaded” for the “persuading” tone). Harder levels add additional words (3 for medium difficulty, 7 for hard difficulty) that are dynamically generated based on the messages that have previously been created for that tone – words that currently have the highest mutual information are included in the taboo list. The motivation behind taboo words is two-fold. First, the morphological variants discourage certain kinds of cheating (e.g., explicitly writing “This is a persuading message”). Second, the dynamically generated taboo words encourage participants to create more varied messages, rather than relying on a few key words.

Participants are additionally shown the other potential message tones that interpreters will have to choose from. This encourages them to make their messages unambiguously express the intended tone. Participants are also reminded that there is a mechanism for flagging poor messages – if a generator’s message is flagged as poor by enough other participants, that message is removed from game play and the generator’s expressive score is penalized. Because the intended tone type is randomly selected, it is possible to get the same type multiple times in a row when generating messages. Given this, we also give participants the option to skip creating a message – this is useful when they don’t wish to generate a message for a particular tone (perhaps because they just generated a message of that kind).

The second panel of figure 1 displays a sample follow-up for message creation. The participants can see that their activity points have increased, and are encouraged to check in later to see if their expressive score has increased. They then have the option to continue the current game mode (e.g., Expressor, hard difficulty), or change either the role or difficulty or both.

The first panel of figure 2 shows a sample screen for interpreting a message’s tone. The message, which was generated by another participant previously, is shown, along with the context picture that the generator used to create it. The difficulty level is shown, with higher difficulty levels gaining the participant more points if the message’s tone is interpreted correctly. A message’s difficulty is determined by how accurate other people have been so far at interpreting its intended tone – the third of the message set with the lowest accuracy is labeled “hard”, the middle third is labeled “medium”, and the top third is labeled “easy”. The second panel of figure 2 shows a sample screen that would appear after a message’s tone has been chosen from among the available options. The intended tone is displayed along with the interpreted tone. If they match, the receptive score is shown to increase and the receptive IQ may increase. If they do not match, the receptive score is shown to decrease and the receptive IQ may decrease. In either event, the activity points increase (with the aim of motivating continued game play). Participants also have an option at this point to flag a message if they believe it is a particularly poor example of a message expressing the intended tone. This helps to immediately weed out very poor examples from the database.
FIGURE 2: An Example of Word Sleuth Game Play.
The scoring system within the game reflects the inherent connection between the generator’s ability, the message, and the interpreter’s ability. When a message’s tone is correctly interpreted, both the generator of that message and the interpreter of that message get points added to their scores – the generator’s expressive score increases while the interpreter’s receptive score increases. In addition, the generator’s “expressive IQ” increases and the interpreter’s “receptive IQ” increases, based on z-scores of overall percent correct expressing or interpreting, respectively. When a message is not labeled correctly (whether due to the generator creating a poor message or the interpreter interpreting it poorly), no points are subtracted from the respective expressive and receptive scores – however, the expressive and receptive IQs are decreased (again, based on z-scores of percent correct expressing or interpreting). Because scores and IQs are updated only when messages are interpreted, we additionally have activity points which are increased whenever a participant either creates a message or guesses the label for a message. This is meant to particularly encourage participants to play the Expressor role, as activity points give them instant gratification for creating a message. To encourage game play in general, there are high score tables available, as well as individual achievement badges.

With enough game players, many messages expressing different tones can be created and interpreted. Given previous successes with human computation and wisdom of the crowds effects, we expect the cumulative knowledge to be quite reliable, even if a message is only labeled with a single tone (perhaps expressing that message’s most obvious tone from the perspective of the interpreter). This is because the same text can be evaluated by many different people, which can reduce the effect of idiosyncratic responses from a few individuals.

One clear advantage of the GWAP approach is the ability to target which mental states we are interested in, and subsequently create messages with those tones that are also annotated with that tone information. In this way, we simultaneously address three issues that previous databases have encountered. First, we know that nearly all our data will in fact contain at least one of the tones of interest, because the data have been generated to express those very tones. Second, we can infer tone annotations in a fairly inexpensive way – using the collective interpretations of the Word Sleuth game players. Third, we can be fairly sure of the accuracy of the annotation by using a wisdom of the crowds approach that aggregates data across multiple interpretations.

### 2.3 Creating a tone database with Word Sleuth

We decided to explore eight mental states that are indicators for different emotional states, attitudes, and intentions: deception, politeness, rudeness, embarrassment, confidence, disbelief, formality, and persuading. As of March 2012, Word Sleuth has attracted 877 online game players, with 4,157 messages generated (~48,500 words) and 29,586 interpretations of those messages (an average of about 7 interpretations per message). Participants generally played the Word Sleuth role more than the Expressor role, which has led to significantly more interpretations as compared to messages. There was no limit on message length, though more participants tended to keep messages fairly brief (approximately 11-12 words).

Averaged across messages and participants, humans were successful at mental state transmission (via message tone) approximately 74.4% of the time. That is, approximately 3 out of every 4 messages were interpreted as expressing the tone they were intended to express. This is significantly better than chance performance, which would be 1 out of 8 (12.5%), and demonstrates that humans are fairly good at transmitting message tone – though notably not perfect. Moreover, human accuracy is not evenly distributed across the different tone types, as

---

1 The messages flagged during game play as being very poor are the only data that might not be useful.
shown in figure 3. Figure 3 is a confusion matrix that shows the likelihood that a message will be interpreted as a specific tone (in the columns), given that it has been generated with that specific tone in mind (in the rows), averaged over messages and participants. In other words, figure 3 shows the conditional probability distribution \( p(\text{interpreted} | \text{generated}) \). The diagonal probabilities indicate how often a message’s tone was correctly interpreted for each tone type; this shows how often transmission of that particular mental state was successful. The total number of interpretations for each tone type is shown in the rightmost column. While the messages are chosen randomly for interpretation when participants play the Word Sleuth role, participants do have the option to skip messages they find difficult – this is what causes certain tone types, such as deception and formality, to be less represented in the dataset. In essence, this is one indication of the inherent difficulty of those two tone types.

Another indication is the accuracy of transmission – deception (0.59) and formality (0.46) are much harder to transmit correctly than the other tone types. Table 1 shows some sample messages (with the participants’ own spelling and punctuation), highlighting why some tone types may be easier than others.

<table>
<thead>
<tr>
<th>Intended Tone</th>
<th>Interpreted Tone</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>confidence</td>
<td>confidence</td>
<td>“here’s the paper! i’m positive its really good this time”</td>
</tr>
<tr>
<td>rudeness</td>
<td>rudeness</td>
<td>“You are the stinkiest person I’ve ever met.”</td>
</tr>
<tr>
<td>deception</td>
<td>persuading</td>
<td>“I recommend that you take one step forward. Don’t worry, it’s not dangerous.”</td>
</tr>
<tr>
<td>formality</td>
<td>politeness</td>
<td>“may i take the road on the left please”</td>
</tr>
</tbody>
</table>

**TABLE 1:** Sample messages created in the Word Sleuth game. The top two message tones are correctly interpreted, while the bottom two message tones are not.

Confidence (0.81) and rudeness (0.86) have the highest rates of successful transmission, as shown in figure 3, and Table 1 shows how these messages may be very distinctive. For example, the confident message uses an indicator of certainty (‘positive’), while the rude message uses the negative valence word ‘stinkiest’. In contrast to these two tone types, deception is more difficult and often confused with persuading (0.14) and confidence (0.07). This is likely because the linguistic cues overlap – when attempting deception, it may often be while in the act of persuading, and the deceiver may be attempting to appear confident in order to be believed. This appears in the example message in Table 1 – the overall message is attempting
to persuade the listener to move forward. Since it is intended as deception, the most likely part that is deceptive involves the speaker’s assessment of how dangerous the situation is (presumably, it is in fact dangerous to take a step forward). This highlights one way in which deception may be a more complex intention – it effectively involves a semantic inversion, where the opposite of the semantic content is actually true, and the participant must detect that inversion. This in contrast to the other tone types, which can be viewed as an adjusted version of the underlying semantic content (e.g., a persuasive form of read(you, this) does not change this underlying semantic content). Interestingly, while participants have difficulty detecting all the deceptive messages (that is, having good recall), their precision is fairly good (0.59/Σ(deception column) = 0.76) – i.e., when they have decided something is deceptive, it usually is.

The confusion matrix in figure 3 also shows that formality is often confused with politeness (0.35) – that is, formal messages are mistaken as polite about one third of the time. The sample message in Table 1 shows how this might happen – while the ‘may’ construction is often used to convey formality (as opposed to ‘can I’), other linguistic cues may have conveyed politeness more strongly to the interpreter, such as the ‘please’ at the end of the utterance. Precision is somewhat better (0.46/Σ(formality column) = 0.68), again showing that the messages interpreted as formal often are indeed formal. Interestingly, figure 3 also shows us that politeness is more accurately transmitted overall (0.72) and not as often confused with formality (0.13). This suggests that, though these tones do overlap, formality may be viewed by the participants as a subset of politeness. In effect, it is easier to be polite without being formal, and it seems more difficult to be formal without also being polite. This has some intuitive appeal, as a formal tone may be viewed as polite, even if the content of the message is not very polite (e.g., a complaint).

From a natural language processing standpoint, these human confusion data are useful in two ways. First, they give us a goal to aim at – we would like to eventually do as well as humans (and perhaps even better, by avoiding the confusions humans stumble over). Second, these data suggest that two tones – deception and formality – are likely to be more difficult to automatically classify.

3. LEARNING TO IDENTIFY TONE AUTOMATICALLY

To demonstrate the utility of this kind of database for developing automatic systems for tone detection, we investigated the performance of two machine learning classifiers that were trained on portions of the current database. While we realize that there are many machine learning techniques that could be used, we decided to examine one very simple classifier and one more sophisticated classifier in order to demonstrate the utility of the kind of database we have constructed.

The goal of each classifier was the same as that of the humans playing the Word Sleuth role: select the intended tone from one of the eight choices. Though the database is still small when compared to the standard corpora used for developing natural language processing systems, we nonetheless find quite good performance when using the kind of linguistic features often used in previous studies of sentiment analysis, emotion identification, perspective identification, and deception detection. Performance is enhanced when we apply a simple wisdom of the crowds measure for selecting reliable messages to train on. These promising results suggests that larger databases constructed in a similar fashion may well lead to human-level classification performance and beyond.

More broadly, we are interested in the linguistic features that are useful for tone detection in text, and how machine learning algorithms compare to human performance. In particular, if we can identify the linguistic features humans are using, we may able to increase the performance of machines to human levels. This can also help us understand why humans make the mistakes they do (e.g., on deception and formality), so that software can be designed to recognize those
mistakes. To this end, we use the classifier results to suggest more sophisticated linguistic features that may be more similar to the ones humans use.

### 3.1 Setting up the classification task

There are several considerations for any classifier approach: what data are used to train the classifier, what is a reasonable baseline to compare performance against, and what features does the classifier use to make its decision? We look at each of these in turn.

Given the relatively small size of the current database, there are two approaches regarding the data we use to train the classifiers. The first approach is to use a message regardless of how reliable it is, with the idea that the quantity of messages will make up for poor examples. An alternative approach is to only use a message if it is reliable, with the idea that better quality messages will make up for having fewer of them. The first approach will use all 4,157 messages currently available. For the second approach, we defined a simple measure that draws on the wisdom of the crowds: if a message has two or more interpretations and also has more than 50% agreement with the intended tone, it is included. This rules out messages with only one interpretation (since that doesn’t represent a crowd’s collective interpretation), and also messages where there was so much confusion that the intended tone was chosen 50% or less of the time. Applying this metric, we are left with a dataset of 1,862 messages (~21,750 words).

Turning now to reasonable assessments of baseline performance, we have two reasonable options. One is based on the task itself – given that there are 8 options, and the classifier must select one, there is a 1 in 8 chance of doing so correctly by chance (0.125). A slightly more informed baseline might be to always choose the tone type that is most frequent in the training data. For the complete dataset, this is the rudeness tone, which accounts for 570 of the 4,157 messages (0.137). For the filtered dataset, this is again the rudeness tone, which accounts for 321 of the 1,862 messages (0.172). Each dataset and its accompanying baselines are summarized in Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th># Messages</th>
<th>baseline: 1 in 8</th>
<th>baseline: most frequent in training set</th>
</tr>
</thead>
<tbody>
<tr>
<td>complete</td>
<td>all</td>
<td>4,157</td>
<td>0.125</td>
<td>0.137</td>
</tr>
<tr>
<td>filtered</td>
<td>2+ interpretations and &gt;50% agreement</td>
<td>1,862</td>
<td>0.125</td>
<td>0.172</td>
</tr>
</tbody>
</table>

**TABLE 2**: Summary of two datasets that the classifiers are trained on, including the description of messages included in the dataset, the number of messages in the dataset, and two baseline performance measures.

The next question is which features the classifiers will use. As a first pass measure, we examined a number of fairly shallow linguistic features similar to what previous studies in sentiment analysis, emotion and speech act identification, perspective identification, and deception detection have used [7][8][11][13][14][15][16][17][18][19][36]. Table 3 shows the features the classifiers had access to. These include character-level features (number of punctuation marks; proportion of punctuation marks; proportion of characters; proportion of digits), word-level features (unigrams, bigrams, and trigrams appearing more than once in the database; number of word types; number of word tokens; lexical diversity; average word length; average word log frequency; proportion of first person pronouns), and sentence-level features (number of sentences per message; average sentence length). This led to approximately 11,600 features, most of which were the unigrams, bigrams, and trigrams (only 42 were features other than these, as shown in Table 3). Some of these shallow features are coarse measures of more complex properties. For example, first person pronouns index self-reference, which is thought to decrease during deception as the deceiver puts more psychological distance between herself and the message (e.g., see [15]).
Feature type | Description | # | Implementation | Sample calculation
---|---|---|---|---
punctuation marks | ? ! ; ; , | 6 | frequency of mark | ‘c’mont! = 1 !
characters | Letters a, b, c…z, all digits, all punctuation marks | 28 | # / # character tokens | (# digits)/(total # letters, digits, punctuation marks)
n-grams | unigrams, bigrams, & trigrams appearing more than once in the database | varies | frequency of n-gram | ‘BEGIN+please’ appears once in ‘please read this’
word types | number of word types | 1 | # word types | ‘the penguin ate the fish’ = 4
word tokens | number of word tokens | 1 | # word tokens | ‘the penguin ate the fish’ = 5
lexical diversity | word type to word token ratio | 1 | # word types / # word tokens | ‘the penguin ate the fish’ = 4/5
average word length | average number of characters per word | 1 | # characters/ # word tokens | ‘the penguin ate the fish’ = 4
average word log frequency | average of the log of the normalized frequency for each word in the message that appears more than once in the database | 1 | \[ \log\left(\frac{\sum_{w \in \text{msg}} \text{freq}(w)}{\sum_{d \in \text{database}} \text{freq}(d)}\right) / \# \text{word tokens in msg} \] | same as implementation
1st person pronouns | I, me, my, mine, we, us, our, ours, myself, ourselves | 1 | # 1st person pro/ # word tokens | ‘we saw penguins’ = 1/3
sentences | number of sentences | 1 | # sentences | “what did you see? We saw penguins” = 2
average sentence length | average number of words per sentence | 1 | # word tokens in msg / # sentences in msg | “what did you see? We saw penguins” = 7/2

**TABLE 3:** Linguistic features used by classifiers. Note that for all proportion calculations, a smoothing constant (0.5) was added to the raw counts. Note also that lexical diversity values range between 0 and 1, with higher values indicating more diverse usage (each word appears around once). In addition, all bigrams and trigrams include begin-message (BEGIN) and end-message (END) markers.

### 3.2 Classifier performance

For each classifier we examined, we used 10-fold cross validation, such that the classifier was trained on the interpretations for 90% of the messages and tested on its predictions of the remaining 10% of the messages, with this process repeated 10 times (for each of the 10 folds). The results reported in table 4 represent the ability of each classifier to predict the correct interpretation for a message, averaged over all messages from the eight tone types. The first classifier selected was the Naïve Bayes classifier, which uses all available features when making its decision. This contrasts with the second classifier selected, the Sparse Multinomial Logistic Regression (SMLR) classifier [37], which uses regression analysis to identify classifier features that are particularly useful for detecting each tone type. In particular, not all features may be useful for each tone type, and this analysis allows us to downweight and possibly remove the features that are less discriminative. Two parameters in the SMLR classifier are \( \lambda \), which determines how strongly the classifier prefers to rely on a small number of features (i.e., by giving those features non-zero weight), and \( r \), the number of regression rounds. The results in table 4 are from the SMLR classifier that performed the best, using \( \lambda = 0.05 \) and \( r = 3 \).
From these results, we can make several striking observations. First, both classifiers are doing quite well compared to the best baseline, no matter which dataset they use—they are 4.3 times better than the best baseline on the complete dataset (0.585 or 0.586 vs. 0.137) and 3.8–4.1 times better than the best baseline on the filtered dataset (0.655 or 0.704 vs. 0.172). This suggests that this kind of dataset is very useful for developing tone detection systems—even fairly small datasets can yield good performance. This relates to the second observation: The SMLR classifier trained on the filtered dataset is very close to human performance already (human: 0.744, SMLR: 0.704), even when using shallow linguistic features. If we want to understand how humans interpret message tone so that we can develop software that will automatically identify unintended tones, these data suggest that even very shallow features may be useful. Third, we can see the importance of using quality messages, even at the expense of the quantity of messages. In particular, while there is equivalent performance by both classifiers on the complete dataset, both improve when using the filtered dataset, with the SMLR improving the most (from 0.586 to 0.704). This is true despite the filtered dataset having approximately a third the number of messages that the complete dataset has.

We also note that the performance of both classifiers is similar to human performance, in that some tone types are more difficult than others. Figures 4 and 5 show confusion matrices for each classifier trained on the filtered dataset.

**FIGURE 4:** Naive Bayes confusion matrix for the eight tone types investigated. The rows represent the intended tone, while the columns represent the interpreted tones. The bolded diagonal indicates the percentage of correct predictions for each tone type. The total number of messages for each tone type is shown in the rightmost column.
Similar to the human confusion matrix of figure 3, these figures show the likelihood that a message will be interpreted as a specific tone (in the columns), given that it has been generated with that specific tone in mind (in the rows), averaged over messages. In other words, these figures show the conditional probability distribution $p(\text{predicted} \mid \text{generated})$ for the Naïve Bayes classifier (figure 4) and the SMLR classifier (figure 5). The diagonal probabilities indicate how often a message’s tone was correctly predicted for each tone type. The total number of messages for each tone type is shown in the rightmost column.

We can observe some similarities in the performance of both classifiers. Similar to humans, both classifiers struggle with deception and formality. Also similar to humans, the precision of formality is very good (Naïve Bayes: $0.6/\Sigma(\text{formality column}) = 1.00$, SMLR: $0.4/\Sigma(\text{formality column}) = 0.85$), as is the precision of deception (Naïve Bayes: $0.32/\Sigma(\text{deception column}) = 0.74$, SMLR: $0.45/\Sigma(\text{deception column}) = 0.66$). However, we also see some non-human confusions in both classifiers. Unlike humans, who mostly confuse formality with politeness and persuading, we find that both classifiers are much more variable in their formality confusions – both often confuse formality with rudeness (Naïve Bayes: $0.28$, SMLR: $0.12$), for example. A similar non-human behavior occurs with politeness, which is often confused with rudeness (Naïve Bayes: $0.21$, SMLR: $0.19$), and rarely with formality (Naïve Bayes: $0.00$, SMLR: $0.02$). Deception is also more often confused with rudeness (Naïve Bayes: $0.17$, SMLR: $0.14$), unlike what humans do (Humans, figure 3: $0.05$).

We can think of two potential reasons for this non-human behavior. First, it may be that there is some kind of default in both classifiers to the most frequent message in the training set when there is uncertainty (rudeness is the most frequent tone in the filtered dataset, at 17.2%). In fact, if we look at the confusions for both classifiers with rudeness in the complete dataset (where rudeness is still the most frequent tone, but now is only 13.7% of the dataset), it turns out there’s considerably less confusion with rudeness (Naïve Bayes: deception with rudeness: $0.09$, politeness with rudeness: $0.09$, formality with rudeness: $0.05$, SMLR: deception with rudeness: $0.09$, politeness with rudeness: $0.09$, formality with rudeness: $0.05$). So, this could be a result of the small size of the filtered dataset – in particular, because there are more reliable rude messages in the filtered dataset, it becomes the default prediction, and this is not human-like.

Still, humans have even less confusion with rudeness for these tone types (Human: deception with rudeness: $0.05$, politeness with rudeness: $0.02$, formality with rudeness: $0.02$), which suggests the bias in the training set is only part of the issue. A second cause of the non-human
performance could be the particular linguistic features the classifiers are basing their decision on. While shallow linguistic features work fairly well, it may be that we can improve performance to human levels and beyond by tapping into more sophisticated linguistic features.

3.3 Linguistic features for tone

The SMLR classifier offers some insight into what features would be appropriate, as it learns to base its decision on a small number of features. Using $\lambda = 0.05$ and $r = 3$ on the filtered training set, between 497 and 1112 features of the approximately 11,600 available per tone type are given non-zero weight by the classifier. From these, we can see which are strongly weighted, and see if these can suggest useful linguistic features. Table 5 shows a selection of strongly weighted features for each tone type.

<table>
<thead>
<tr>
<th>Tone</th>
<th>Sample features with strong non-zero weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>deception</td>
<td>i+would+never (3.2), you+have+such (3.1), nope (2.7), umm (2.5), i'm+not (2.0), promise (1.9), would+never (1.9), i'+just (1.8), i+uh (1.5), i+promise (1.3)</td>
</tr>
<tr>
<td>politeness</td>
<td>lovely (4.3), fantastic (3.7), thanks (3.5), love+to (3.0), could+you+please (2.9), thank (2.9), if+you+would (2.4), prett,iest (2.3), help+you (2.2), may+i+take (-1.1)</td>
</tr>
<tr>
<td>rudeness</td>
<td>screw (4.8), filthy (3.5), loser (3.5), annoying (3.5), stupid (3.2), ugly (2.8), fat (2.6), don't+t+like (2.5), nice (-1.1), pretty (-1.3), beautiful (-1.7)</td>
</tr>
<tr>
<td>embarrassment</td>
<td>ashamed (3.6), accidentally (3.4), forgot (3.4), awkward (2.7), whoops (2.5), should+have (2.1), oh+no (1.8), 1st person pronouns (1.6), didn't+mean (1.6)</td>
</tr>
<tr>
<td>confidence</td>
<td>certain (3.4), really+good (3.3), easy (3.0), i+could (2.8), definitely (2.8), positive (2.7), i'+sure (2.5), i+look (2.3), i+can+tell (2.3), BEGIN+i+knew (2.2)</td>
</tr>
<tr>
<td>disbelief</td>
<td>can't+be (3.8), surprised (3.2), impossible (3.2), didn't+i+know (3.1), shock (3.0), unreal (2.8), no+way (2.6), outrageous (2.1), # question marks (1.4)</td>
</tr>
<tr>
<td>formality</td>
<td>honor (5.5), welcome (3.8), BEGIN+sir (3.5), mrs (3.2), may+i+take (2.5), majesty (2.7), highness (2.2), mr (2.2), may (2.1), madam (1.6), allow (1.6), pardon+me (1.4)</td>
</tr>
<tr>
<td>persuading</td>
<td>guarantee (4.8), lets (3.9), just+i+one (3.0), believe+me (2.8), you+have+to (2.8), fun (2.4), would+look (2.4), trust+me (2.4), think+you+should (2.2), try (1.9)</td>
</tr>
</tbody>
</table>

TABLE 5: A selection of features strongly weighted by the SMLR classifier ($\lambda=0.05$, $r = 3$) for each tone type. The weight given by the classifier is in parentheses after each feature, with negatively weighted features in italics.

We discuss some highlights of each tone’s features in turn. For deception, instead of finding that first person pronouns are not used, we find that they are used in conjunction with negation words like ‘not’ and ‘never’. We also find indicators of uncertainty (‘umm’, and ‘uh’), and verbs indicating intention (‘promise’). For politeness, we find that positive valence words and thanking expressions are positively weighted, in addition to turns of phrase involving some modal verbs (‘could’, ‘would’). Interestingly, we find that the modal ‘may’ is negatively weighted, presumably because here the classifier is attempting to distinguish between politeness and formality – and ‘may’ is positively weighted for formality. For rudeness, we find a fairly straightforward pattern of negative valence words being positively weighted and positive valence words being negatively weighted. For embarrassment, we find several words expressing shame or the appearance of an accident (‘ashamed’, accidentally’, awkward’, ‘whoops’, ‘oh no’). For confidence, we find many indicators of certainty (‘certain’, ‘definitely’, ‘positive’, ‘i’m sure’, ‘i knew’ ‘i can tell’), some of which use first person pronouns in them. For disbelief, we find many indicators of surprise (‘can’t be’, ‘surprised’, ‘impossible’, ‘shock’, ‘unreal’, ‘outrageous’, the number of question marks), including some that involve negation (‘didn’t know’, ‘no way’). For formality, in addition to some fixed formal expressions (‘may i’, ‘pardon me’), we also find several titles (‘honor’, ‘sir’, ‘mrs’, ‘majesty’, ‘highness’, ‘mr’). For persuading, we see indications of certainty (‘guarantee’, ‘believe me’, ‘trust me’), positive valence words (‘fun’), and coercive expressions (‘just’, ‘you have to’, ‘think you should’, ‘try’).
Perhaps most notably, the most useful features for these tone types typically are the n-grams, rather than stylometric indicators such as punctuation marks and message length. Given the particular n-grams identified by the SMLR classifier for each tone type, we now have some idea of the more sophisticated syntactic and semantic indicators for each tone. Syntactic classes could continue to include first person pronouns (deception, embarrassment, confidence) while also including negations (deception, embarrassment, disbelief) and modal verbs (politeness, embarrassment, formality, persuading). Semantic classes could include uncertainty (deception), intentions or promises (deception, persuading), social routines (politeness, formality), positive and negative valence (politeness, rudeness, embarrassment, confidence, persuading), shame (embarrassment), surprise (embarrassment, disbelief), accidents (embarrassment, disbelief), certainty (confidence, persuading), titles of address (formality), and coercion (persuading).

The suggested syntactic classes are straightforward enough to extract using defined lists, or perhaps a natural language parser such as the Stanford Parser [38]. The suggested semantic classes pose a more interesting challenge, as they may not be so straightforward to either list or extract. Fortunately, there are some existing tools that may help us make these classes more precise. If we are interested in explicit lists, the Linguistic Inquiry and Word Count database [39] was developed to examine emotional, cognitive, structural, and process components present in language. It includes lists of words that cover positive and negative valence (affective processes: positive and negative emotion), modal verbs (cognitive processes: discrepancy), uncertainty (cognitive processes: tentative), and certainty (cognitive processes: certainty). Similarly, WordNet-Affect [40] was developed to aid in emotion identification research, and includes WordNet classes that correspond to some positive valence words (‘joy’ class), some negative valence words (‘anger’, ‘disgust’, ‘fear’, and ‘sadness’ classes), and surprise (‘surprise’ class).

If we are instead interested in extracting the words and expressions of interest, we may be able to use a machine learning technique called topic modeling [41]. Topics are probability distributions over keywords that relate to a cohesive concept such as food, commerce, casual expressions, etc. These topics, and the keywords that comprise them, are identified in an unsupervised fashion from a collection of documents. Without any additional information beyond the documents themselves, topic models can use the words contained in the documents to identify both the topics expressed and which topic each word, sentence, or subsection of the document most likely belongs to. For our purposes, this is useful since we are interested in collections of words that correspond to cohesive concepts like surprise, social routines, and coercion, but which may not have explicit lists of words available. Given a topic model trained over a large enough collection of documents, we may find that a topic model can spontaneously create the list of words associated with some of the concepts of interest. For example, Pearl & Steyvers [36] trained a topic model on the Personal Story Subset of the Spinn3r Blog Dataset [25][26], and this topic model discovered a topic consisting of casual expressions, such as ‘oh’, ‘lol’, ‘yeah’, ‘stuff’, and ‘gonna’. One can easily imagine that such words would not appear in messages with a formal tone. Given a large enough collection of documents, a topic model may thus discover other concepts that are useful for tone detection. Ideally, we would simply train a topic model on messages from the tone database itself, since these are exactly the kind of language text we wish to extract cohesive concepts from. However, we will need to collect significantly more data via Word Sleuth to make this possible, since topic models require large datasets to train on (e.g., the blog entry dataset above had 5.3 million words).

3.4 The ground truth of message tone
As a final note on the success of automatic tone classification, it is worth returning to the issue of the ground truth with respect to message tone. We have assumed so far that the ground truth of a message’s tone is the generator’s intended tone. While this seems a reasonable approach, we also encountered a situation where the majority of interpreters agree on a message’s tone and it is not the generator’s intended tone. Some examples of this are shown in Table 6, where it
seems that majority opinion has converged on a tone other than the intended tone. In this case, is the “true” tone the intended tone or the majority-perceived tone? It may be that it is more reasonable to assume that the generator made a mistake, and instead that the majority-perceived tone is the true message tone. We note that this would differ from our current implementation, where the ground truth for messages in the complete dataset was the intended tone, and only messages where there was majority agreement on the intended tone were included in the filtered dataset. Instead, we could let the true tone be the majority-perceived tone, whatever that tone may be.

<table>
<thead>
<tr>
<th>Intended tone</th>
<th>Perceived tone</th>
<th>Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>formality</td>
<td>politeness (0.80)</td>
<td>“would you mind please pushing my swing?”</td>
</tr>
<tr>
<td>embarrassment</td>
<td>disbelief (0.70)</td>
<td>“I can’t believe John stood me up AGAIN, on our anniversary too.”</td>
</tr>
<tr>
<td>deception</td>
<td>rudeness (0.67)</td>
<td>“What? I’m not wearing a purple shirt. Your eyes are broken.”</td>
</tr>
<tr>
<td>confidence</td>
<td>persuading (0.63)</td>
<td>“You should go out there and be yourself in front of others!”</td>
</tr>
</tbody>
</table>

**TABLE 6:** Sample messages from the current tone database, where the majority of interpreters perceived one tone, even though the generator intended a different tone. The percentage of interpreters identifying the perceived tone are shown in parentheses after the perceived tone.

A related issue is that we have forced participants to choose a single tone to express and perceive, when in fact messages may be more naturally viewed as a mixture of tones, some more strongly expressed than others. This would account for the examples in Table 6, for instance – in each case, the perceived tone and the intended tone are both likely expressed in the message. It’s simply that the perceivers disagree with the generator about which tone is expressed more strongly. A future implementation of the Word Sleuth game could allow perceivers to indicate if a message expresses multiple tones, as well as indicating which tones are more strongly expressed. This more nuanced information could then be used to train tone identification systems.

4. CONCLUSION
We have examined the problem of tone identification, viewing it as the expression of a mental state in language text. Aware that there are few existing reliable resources of language text annotated with tone data, we described a methodology for creating such a database using a game with a purpose. We subsequently demonstrated the utility of this database, even though it is currently a small-scale one, on the problem of tone identification. Using two machine learning classifiers that operate over shallow linguistic features, we were able to obtain near human-level identification performance once we applied a simple wisdom of the crowds filter on the dataset. We also discussed some future directions for linguistic features as well as other implementations of the database that may yield better natural language processing performance. Given these initial positive results, the future of the “tone checker” seems promising.
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