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EDITORIAL PREFACE 

 
This is fourth issue of volume six of the International Journal of Computer Science and Security 
(IJCSS). IJCSS is an International refereed journal for publication of current research in computer 
science and computer security technologies. IJCSS publishes research papers dealing primarily 
with the technological aspects of computer science in general and computer security in particular. 
Publications of IJCSS are beneficial for researchers, academics, scholars, advanced students, 
practitioners, and those seeking an update on current experience, state of the art research 
theories and future prospects in relation to computer science in general but specific to computer 
security studies. Some important topics cover by IJCSS are databases, electronic commerce, 
multimedia, bioinformatics, signal processing, image processing, access control, computer 
security, cryptography, communications and data security, etc. 

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Starting with volume 6, 2012, IJCSS appears in more focused issues. Besides normal 
publications, IJCSS intend to organized special issues on more focused topics. Each special 
issue will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 

 
This journal publishes new dissertations and state of the art research to target its readership that 
not only includes researchers, industrialists and scientist but also advanced students and 
practitioners. The aim of IJCSS is to publish research which is not only technically proficient, but 
contains innovation or information for our international readers. In order to position IJCSS as one 
of the top International journal in computer science and security, a group of highly valuable and 
senior International scholars are serving its Editorial Board who ensures that each issue must 
publish qualitative research articles from International research communities relevant to 
Computer science and security fields. 

   
IJCSS editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  

 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJCSS. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJCSS provides authors with high quality, helpful reviews that are shaped to assist 
authors in improving their manuscripts.  
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Abstract 

 
Proving ownerships rights on outsourced relational database is a crucial issue in today's internet 
based application environments and in many content distribution applications. Here mechanism is 
proposed for proof of ownership based on the secure embedding of a robust imperceptible 
watermark in relational data. Watermarking of relational databases as a constrained optimization 
problem and discus efficient techniques to solve the optimization problem and to handle the 
constraints. This watermarking technique is resilient to watermark synchronization errors because 
it uses a partioning approach that does not require marker tuple. This approach overcomes a 
major weakness in previously proposed watermarking techniques. Watermark decoding is based 
on a threshold-based technique characterized by an optimal threshold that minimizes the 
probability of decoding errors. An implemented a proof of concept implementation of our 
watermarking technique and showed by experimental results that our technique is resilient to 
tuple deletion, alteration and insertion attacks. 
 
Keywords: Embedding Algorithm, Watermarking & Threshold Value 

 
 
1. INTRODUCTION 

The rapid growth of the Internet and related technologies has offered an unprecedented ability to 
access and redistribute digital contents. In such a context, enforcing data ownership is an important 
requirement, which requires articulated solutions, encompassing technical, organizational, and legal 
aspects. Although we are still far from such comprehensive solutions, in the last years, watermarking 
techniques have emerged as an important building block that plays a crucial role in addressing the 
ownership problem. Such techniques allow the owner of the data to embed an imperceptible 
watermark into the data. A watermark describes information that can be used to prove the ownership 
of data such as the owner, origin, or recipient of the content. Secure embedding requires that the 
embedded watermark must not be easily tampered with, forged, or removed from the watermarked 
data. Imperceptible embedding means that the presence of the watermark is unnoticeable in the 
data. Furthermore, the watermark detection is blinded, that is, it neither requires the knowledge of the 
original data nor the watermark. Watermarking techniques have been developed for video, images, 
audio, and text data and also for software and natural language text. By contrast, the problem of 
watermarking relational data has not been given appropriate attention. There are, however, many 
application contexts for which data represent an important asset, the ownership of which must thus 
be carefully enforced. This is the case, for example, of weather data, stock market data, power 
consumption, consumer behavior data, and medical and scientific data. Watermark embedding for 
relational data is made possible by the fact that real data can very often tolerate a small amount of 
error without any significant degradation with respect to their usability. For example, when dealing 
with weather data, changing some daily temperatures of 1 or2 degrees is a modification that leaves 
the data still usable.[8] 

To date, only a few approaches to the problem of watermarking relational data have been proposed. 
These techniques, however, are not very resilient to watermark attacks. In this paper, we present a 
watermarking technique for relational data that is highly resilient compared to these techniques. In 
particular, our proposed technique is resilient to tuple deletion, alteration, and insertion attacks. The 
main contributions of the paper are summarized as follows: We formulate the watermarking of 
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relational databases as a constrained optimization problem and discuss efficient techniques to 
handle the constraints. 
 
2. Existing System 

Watermarking in least significant bits (LSB).This technique embeds the watermark bits in the least 
significant bits of selected attributes of a selected subset of tuple’s. It uses secret key in 
watermarking. For each tuple’s a secure message, authenticated code is computed using the secret 
key and tuple’s primary key. The computed MAC is used select candidate tuple’s attributes and the 
LSB positions in the selected attributes. This technique does not provide mechanism for multi bit 
watermarks. The watermark can be easily compromised by very trivial attacks [11].  
 
2.1 Drawbacks 
This technique does not provide mechanism for multi bit watermarks. The watermark can be 
easily compromised by very trivial attacks  

 
3. Proposed System 

Watermarking embeds ownership information in digital content. Watermark describes information 
that can be used to prove the ownership of relational database. Here the embedding is hidden that 
the presence of watermarking is invisible to the user. It is not resilient to watermark attacks. Optimal 
threshold reduces probability of decoding error. Multiple embedding of watermark bits in the dataset 
increases additional security. 

 
3.1 Objective of Proposed work 
It is not resilient to watermark attacks. Optimal threshold reduces probability of decoding error. 
Multiple embedding of watermark bits in the dataset increases additional security. 

 
4. MODULE DESCRIPTION  
 
4.1 SERVER (SOURCE) MODULE 

 
• Main Form has controls like select Table Name and specify Destination System Name 

 
• DBCON –  
           This class establishes a connection to the database using SQL SERVER. 

 
• ACTION CONTROLLER –  

This class initiates the process by accessing the data table.  
 

• PARTITION –  
This class eventually divides the table records and assigns partition number   to it. 
 

• SINGLE BIT ENCODING –  
This class encodes the partitioned file by adding one bit to each record. 
 

• ENCRYPTION –  
This class gets all the encoded records and encrypts them as a whole file along the 
secret key. 
 
 

• WATERMARK SERIALIZATION – 
This class serializes (Convert The Object into file) and sends it to the destination via 
network connections. 
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4.2 CLIENT (DESTINATION) MODULE 

• MAIN FORM –  
This class receives the file from source through thread.  
 
• WATERMARK DESERIALIZE – 
This class reads the received file and convert the stream as file. 
 
• DECRYPTION –  
This class decrypts the file using the secret key. 
 
• SINGLE BIT DECODING – 
 This class gets the file as an object from the Hash Table using the key value added to   it and 

also decodes the file by removing the additional bit added to each record. 
 
• REVERSE PARTITION – 
This class merge the partitioned file or records into a single file. 
 
• DATA INSERT – 
This class reads each record and stores it in Hash Table and which in turn is inserted into the 

Database one by one using SQL SERVER. 
 

4.3 DATA PARTITIONING 
Data partitioning in relational data warehouse can implemented by objects partitioning of base 
tables, clustered and non-clustered indexes, and index views. Range partitions refer to table 
partitions which are defined by a customizable range of data. The end user or database 
administrator can define the partition function with boundary values, partition scheme having file 
group mappings and table which are mapped to the partition scheme. By using secret key the 
data set is partitioned into several non overlapping partitions.  
 
4.4 WATERMARK EMBEDDING – SINGLE BIT ENCODING 
A watermark bit is embedded in each partition by Single Bit Encoding algorithm (figure.1). 
Watermarking is a technology for embedding various types of information in digital content. In 
general, information for protecting copyrights and proving the validity of data is embedded as a 
watermark. Watermarks are added to images or audio data in such a way that they are invisible 
or inaudible Ñ unidentifiable by human eye or ear. Furthermore, they can be embedded in content 
with a variety of file formats. Watermarking is the content protection method for the multimedia 
era. 
 
4.5 OPTIMAL THRESHOLD EVALUATION 
The bit embedding statistics are used to compute the optimal threshold that minimizes the 
probability of decoding error. The optimization technique used in this experiment is pattern search 
technique (PS). PS methods are direct search methods for non-linear optimization. It starts at an 
initial point and samples the objective function at a predetermined pattern of points centered 
about that point with the goal of producing a new better iterate 
 
4.6 THRESHOLD BASED DECODING 
The statistics of each partition are evaluated, and the embedded is decoded using a threshold 
based scheme based on the optimal threshold.  The probability of bit decoding error is de.ned as 
the probability of an embedded bit decoded incorrectly. The decoding threshold T_ is selected 
such that it minimizes the probability of decoding error. The bit embedding stage is based on the 
maximization or minimization of the tail count; these optimized hiding function values computed 
during the encoding stage are used to compute the optimum threshold T. 
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FIGURE 1: Single Bit Encoding Algorithm 

 
 

4.7 ENTITY RELATIONSHIP DIAGRAM 
Entity-Relationship model (ER model for short) is an abstract and conceptual representation of 
data. Entity-relationship modeling is a database modeling method, used to produce a type of 
conceptual schema or semantic data model of a system, often a relational database, and its 
requirements in a top-down fashion. Diagrams created by this process are called entity-
relationship diagrams or ER diagrams. The ER diagram for Sender Activity and Receiver Activity 
is shown in figure.2 & figure 3. 
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FIGURE: 2 & 3 Entity Relationship Diagram-Sender Activity and Receiver Activity 

 
5. SYSTEM DESIGN 
 
5.1 INPUT DESIGN 
Input Design is the process of converting user oriented inputs to a computer based format. The 
quality of the system input determines the quality of the system output. Input design determines 
the format and validation criteria for data entering to the system. Input design is a part of overall 
system design, which requires very careful attention. If the data going into the system is incorrect 
then the processing and output will magnifies these errors. The analysis phase should consider 
the impact of the inputs on the system as a whole and on the other systems. In this project, the 
inputs are designed in such a way that occurrence of errors are minimized to its maximum since 
only authorized user are administrator can able to access this tool. The input is given by the 
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administrator are checked at the entry form itself. So there is no chance of unauthorized 
accessing of the tool. Any abnormally found in the inputs are checked and handled effectively. 
Input design features can ensure the reliability of a system and produce results from accurate 
data or they can result in the production of erroneous information.   
 
5.2 OUTPUT DESIGN 
Computer output is the most important and direct source of information to the users. Designing 
the output should proceed in an organized, well thought out manner. The right output must be 
developed while ensuring that each output element is designed so that people will find easy to 
use the system. When analysts design the output, they identify the specific output that is needed 
to meet the information requirements. The success and failure of the system depends on the 
output, through a system looks attractive and user friendly, the output it produces decides upon 
the usage of the system. The outputs generated by the system are checked for its consistency, 
and output is provided simple so that user can handle them with ease. For many end users, 
output is the main reason for developing the system and the basis on which they will evaluate the 
usefulness of the application. 
 
6.  IMPLEMENTATION 
Once the system has been designed, the next step is to convert the designed one in to actual code, 
so as to satisfy the user requirements as excepted. If the system is approved to be error free it can 
be implemented.                            
 

Screen Shots 
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Screen Shots 

 
7. CONCLUSION AND FUTURE ENHANCEMENT 
The watermarking problem was formulated as a constrained optimization problem that maximizes 
or minimizes a hiding function based on the bit to be embedded. GA and PS techniques were 
employed to solve the proposed optimization problem and to handle the constraints. Furthermore, 
the data partitioning technique that does not depend on special marker tuples to locate the 
partitions and proved its resilience to watermark synchronization errors. Development of an 
efficient threshold-based technique for watermark detection that is based on an optimal threshold 
that minimizes the probability of decoding error. The watermark resilience was improved by the 
repeated embedding of the watermark and using majority voting technique in the watermark 
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decoding phase. Moreover, the watermark resilience was improved by using multiple attributes. 
Media files can be transferred with secure and less packet loss. The ARMS system architecture 
with a focus on the extensions to the ISMA security standard to enable adaptive streaming of 
encrypted MPEG-4 content. Investigation on  various optimizations in the coding and streaming to 
improve the bandwidth utilization while minimizing the distortion experienced by the clients in 
wired and wireless networks is going. Advances in compression and an increase in affordable 
bandwidth will allow for the streaming of higher resolution video and crisper audio. Developing 
better speech to text software and more adaptive technologies in streaming will offer greater 
accessibility. 
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Abstract 

 
Students’ performance plays major role in determining the quality of our education system.  Sijil 
Pelajaran Malaysia (SPM) is a public examination compulsory to be taken by Form 5 students in 
Malaysia.  The performance gap is not only a school and classroom issue but also a national 
issue that must be addressed properly. This study aims to integrate, clean and analysis through 
automated data mining techniques. Using data mining techniques is one of the processes of 
transferring raw data from current educational system to meaningful information that can be used 
to help the school community to make a right decision to achieve much better results. This proved 
DM provides means to assist both educators and students, and improve the quality of education. 
The result and findings in the study show that automated system will give the same result 
compare with manual system of integration and analysis and also could be used by the 
management to make faster and more efficient decision in order to map or plan efficient teaching 
approach for students in the future.   
 
Keywords: Data Integration, Data Cleaning, Data Analysis, Decision Support 

 
 
1. INTRODUCTION 

Examinations serve many purposes, which are to make assessment on the effectiveness of our 
education process, and subsequently facilitate improvement on the process. Examinations also 
serve the function of differentiations among students so that different groups of student with 
unique level learning ability can be grouped together for differentiated education. 

 
Education is viewed as a critical factor in contributing to the long-term economic well-being of the 
country. Therefore, government realizes that the importance of maximizing the potential of each 
individual student, as well as the education system. In Malaysia, students generally are eligible in 
pursuing their higher education learning after finishing the secondary schools. From there, students 
have choices on how to pursuing their studies, either to join higher learning institutions such as 
polytechnic, public universities, private universities, community college or university college to enroll 
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the diploma or certificate level. On the other hand, students also may undertake the upper 
secondary program for two years in school and sit for Sijil Pelajaran Malaysia (SPM). 

 
Students’ performance plays major role in determining the quality of our education system.  Sijil 
Pelajaran Malaysia (SPM) is a public examination compulsory to be taken by Form 5 students in 
Malaysia.  The performance gap is not only a school and classroom issue but also a national 
issue that must be addressed properly [1].  As young generation, their performance in school is 
important to determine which schools that these children are streamed to further their studies 
either to daily school, boarding school, semi boarding school or religious school.  In effect, this 
will influence their career path in the future.  Factors such as gender [2,3], attendance [1,4], co-
curricular activities [5] and family background [6] may influence their performance.  

 
Generally, this study aims to integrate, clean and used that data for automated analysis through 
data mining techniques. Using data mining techniques is one of the processes of transferring raw 
data from current educational system to meaningful information that can be used to help the 
school community to make a right decision to achieve much better results. This proved DM 
provides means to assist both educators and students, and improve the quality of education. 
Unfortunately, using the traditional method not only increase the teaching load of the teachers, 
but also gives unnecessary burdens to students [7]. The result and findings in the study could be 
used by the management to make faster and more efficient decision in order to map or plan 
efficient teaching approach for students in the future. 

 
2. PROBLEM STATEMENTS 

Currently, most schools in Malaysia use Sistem Maklumat Murid (SMM) to collect their 
information related to family background, income and others as shown in Fig 1. The system 
gathered information including their names, birth certificate numbers, gender, age, parent’s name, 
parent’s job, parent’s income, guidance status and sibilings. In order to get detail information 
about students, it is important to access to ‘Borang Maklumat Murid’ (BMM). 
 
 

 
 

FIGURE 1: Interface of SMM 
 
Monthly examination marks are normally keyed-in by respective teacher and stored in Microsoft 
Excel.  Analyses such as crosstabulation and prediction model development have not been 
explored since data has been key-in independently. School in general is rich with data which is 
beneficial if the later could be used to help teacher and management understand more about their 
student background based on their performance. Due to lack of effort in integrating table or 
database between SMM and student result, this study attempts to uncover the hidden information 
within SMM data and student result. This study also takes initiative to assist teacher upload their 
data file in the server for integration and analysis purposes will be done automatically by using 
automated web based with data mining facilities. 
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3. OBJECTIVE OF STUDY 
Generally, the main objectives of this study are to perform integration, cleaning and automated 
analysis on school data management by using data mining approaches. The specific objectives 
are listed as: 

i. To integrate databases from different sources. 
ii. To preprocess data prior to mining process. 
iii. To design and implement the prototype of automated data integration. 
iv. To evaluate integrated data mining using data mining methods. 

 
4. METHODOLOGY 
The process flow of the study is illustrated as shown in Fig. 2 that consists of stage Integration, 
Extract, Cleaning. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 2: Process Flow of the study 
 

4.1 Data Integration 
The initial phase is concerned with collection of data in Microsoft Excel format that integrate 
seven technical schools in Malaysia. These technical schools include SMK BELAGA SARAWAK, 
SMK INDERAPURA PAHANG, SMK KEPALA BATAS KEDAH, SMK KUALA KETIL KEDAH, 
SMK MARANG TERENGGANU, SMK SAMA GAGAH PULAU PINANG, and SMK TENGKU 
IDRIS SELANGOR. The data will be collected manually and was assist by Jabatan Pelajaran 
Negeri of each state. These technical schools were show in table 1 below. To analyze the results, 
descriptive statistics such as frequencies, cross tabulation, and charts were used to describe the 
output.  
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TECHNICAL SCHOOLS STATE 
SMK BELAGA SARAWAK 

SMK INDERAPURA PAHANG 
SMK KEPALA BATAS KEDAH 

SMK KUALA KETIL KEDAH 
SMK MARANG TERENGGANU 

SMK SAMA GAGAH PULAU PINANG 
SMK TENGKU IDRIS SELANGOR 

 
Table 1: Technical Schools that was selected to be samples 

 
4.2 Instrument 
To make integration of that data, software SPSS 16.0 has been used to combine seven technical 
schools. The snapshot of the integration process is shown in Fig. 3. 

 
 

 
 

FIGURE 3 : Snapshot of the integration process 

 
4.3 Respondents Data 
There are seven technical schools in Malaysia that has been collected to represent as 
respondent data for this study which is SMK BELAGA SARAWAK (A), SMK INDERAPURA 
PAHANG (B), SMK KEPALA BATAS KEDAH (C), SMK KUALA KETIL KEDAH (D), SMK 
MARANG TERENGGANU (E), SMK SAMA GAGAH PULAU PINANG (F), and SMK TENGKU 
IDRIS SELANGOR (G) and all come in one format that is Microsoft Excel. These data must be 
integrated together by using SPSS 16.0 software and the flow of process was show in Fig 4 
below. 
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FIGURE 4: Flow of Integration in SPSS 16.0 Software 

 

After the integration process, this respondent data are included all technical schools together and 
691 respondent have successfully obtained. Before this samples will be process to the next 
phase which is data cleaning process, this data of all technical schools are show in   Table 2. 

 
Technical Schools Frequency % 
SMK BELAGA, SRWK 91 13.2 

SMK INDERAPURA, PHG 92 13.3 
SMK KEPALA BATAS, KDH 100 14.5 
SMK KUALA KETIL, KDH 97 14.0 

SMK MARANG, TRG 94 13.6 
SMK SAMA GAGAH, PG 118 17.1 

SMK TENGKU IDRIS, SLGR 99 14.3 
Total 691 100.0 

 
TABLE 2: Respondent Data 

 
4.4 Target 
According to Shmueli [8], the target dependent variable can be denoted as one of the attributes 
being used to predict in supervised learning. In this study, SPM attribute’s grade is used as the 
target. SPM attribute’s grade was categorized into 5 groups as shown in Table 3. 

 
SPM Grade Class 

1A ~ 2A 1 
3B ~ 4B 2 
5C ~ 6C 3 

7D ~ 8E 4 
9G 5 

 
TABLE 3: SPM Grade categorized 

 
 
 
 

A C D FEB G

All these data will be 
integrated using 
SPSS 16.0  

This respondent data 
still a raw data at this 
phase. 
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4.5 Data Cleaning 
The second phase which is extract and cleaning will be run together and will used data mining 
approach.  Database that is stored in first phase maybe will have high probability of ‘dirty data’.  
Data will be extracted from database and its need to do data preprocesses and then does 
cleaning. Data cleaning approach should satisfy several requirements. This process was carried 
out using SPSS version 16.0.  Data selection was carried out in this phase and its purpose is to 
ensure that predicting model can produce more accurate results. Table 4 shows target and 
various attributes selected before converted to the purposes analysis.  
 

Type Input Variable Domain 
Target SPM subjects 1A,2A,3B,4B,5C,6C,7D,8E,9G 

Attributes Number of family members Numeric 

Attributes Number of family member still 
learning 

Numeric 

Attributes Number of family member receive 
SPBT 

Numeric 

Attributes Family Income RM 500, RM 1200, RM 1900 

Attributes SPBT YA, TIDAK 

 
TABLE 4: The selected attributes before converted to numeric 

 
Table 5 shows target and various attributes selected after converted for this analysis process. 
Then, the raw dataset will be changing into numerical forms for experiment sake. 
 

Type Input Variable Domain 
Target SPM subjects 1, 2, 3, 4, 5 

Attributes Number of family members 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 
12, 13 

Attributes Number of family member still 
learning 

0, 1, 2, 3, 4, 5, 6, 7 

Attributes Number of family member receive 
SPBT 

0, 1, 2, 3, 4, 5, 6 7 

Attributes Total Income 1, 2, 3, 4, 5, 6 
Attributes SPBT 1, 2 

 
TABLE 5: The selected attributes after converted to numeric 

 
Meanwhile, the process of data transformation was done to ensure the data formats are in 
appropriate form that can using by SPSS 16.0 tool. (See Fig. 5 to Fig. 8) 
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FIGURE 5: Sample of raw dataset before select attributes and converted using SPSS 16.0 

 

 
 

FIGURE 6: The selected attributes 
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FIGURE 7: Process of data set conversion using Syntax SPSS in SPSS 16.0 

 

 
 

FIGURE 8: Data set after converted in SPSS 16.0 
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5. RESULT AND FINDING 
This section will illustrate the analysis and result gained from the data collected. The descriptive 
analysis has been carried out to get some information from the outcomes of each prediction 
variable aligned with the targeted output. 

 
5.1 Data Integration 
This study has illustrate how the process of data integration on data set has been applied for 
make it for the data analysis part. As you know, if the process of data integration has some error 
or fail, it will lead to the wrong analysis and wrong result. This phase is so important and it will be 
used SPSS 16.0 (Syntax) instrument to make this process done. There are seven data set which 
from technical schools in Malaysia has been selected as respondent data and need to integrated 
all together include SMK BELAGA SARAWAK, SMK INDERAPURA PAHANG, SMK KEPALA 
BATAS KEDAH, SMK KUALA KETIL KEDAH, SMK MARANG TERENGGANU, SMK SAMA 
GAGAH PULAU PINANG, and SMK TENGKU IDRIS SELANGOR. SPSS 16.0 software can be 
used manually to integrated these data but for this study purpose, it will be used Syntax editor in 
SPSS 16.0 to make it automated integration for these data. The original sources of dataset are in 
Microsoft Excel format and it will be imported to SPSS 16.0 program by using Syntax editor. The 
process of integration will be show below. 

 
 

 
 

FIGURE 9: Source code in syntax editor to import data into SPSS 16.0 

 

 
 

FIGURE 10: Dataset in SPSS 16.0 after import the data using syntax editor  

 
Fig. 9 and 10 above have show how the dataset from Microsoft Excel format will be imported 
using SPSS syntax and will produce the output in SPSS 16.0 format by automatically without 
need used the manual from SPSS . 
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FIGURE 11: Source code in syntax editor to make integration of all the respondent data 

 
Fig. 11 above is some the source code in syntax SPSS to make integration of all these dataset by 
automatically control in syntax SPSS. Fig 11 above not include all the source code in syntax 
SPSS because of the space here. So it just can show four technical schools that will integrate 
together and the output will be save to another file in SPSS format which is ‘DATA_COMBINE’ as 
show in Fig. 12 below. 

 
 

SYNTAX EDITOR : 
 
GET 
  FILE='E:\TAJUL\SPSS\SMK  BELAGA, SRWK.sav'. 
DATASET NAME Data WINDOW=FRONT. 
 
MATCH FILES /FILE=* 
  /FILE='E:\TAJUL\SPSS\SMK  INDERAPURA, PHG.sav' 
  /RENAME (AGAMA ALAMAT AM BANDAR BI BI_A BI_B BI_C BI_D BI_E BI_F BI_G BI_H BIASISWA  
    BILADIKBERADIKTERIMARMT BILADIKBERADIKTERIMASPBT 
BILADIKBERADIKTINGGALDIASRAMA BILISIKELUARGA  
    BILYANGMASIHBELAJAR BM BM_A BM_B BM_C BM_D BM_E BM_F BM_G BM_H JANT 
JARAKSEKOLAH JENISASRAMA  
    JENISBIASISWA JUMLAHPENDAPATAN KAUM MAT MAT_A MAT_B MAT_C MAT_D MAT_E 
MAT_F MAT_G MAT_H Nama  
    NAMAWARIS NEGARA NEGERI NOKP NOKPWARIS NOTEL PAKAIANSERAGAM PEKERJAAN 
PEKERJAAN_A PEKERJAAN_B  
    PENDAPATANBAPA PENDAPATANIBU PENDAPATANPENJAGA PENDO PENDO_A PENDO_B 
PENDO_C PENDO_D PENDO_E  
    PENDO_F PENDO_G PENDO_H PERKAPITA PERALATANSEKOLAH PI PI_A PI_B PI_C PI_D 
PI_E PI_F PI_G PI_H  
    POSKOD PSS RMT SCI SCI_A SCI_B SCI_C SCI_D SCI_E SCI_F SCI_G SCI_H SEJ SEJ_A 
SEJ_B SEJ_C SEJ_D  
    SEJ_E SEJ_F SEJ_G SEJ_H Sekolah SPBT STATUSMURIDANAKYATIM 
STATUSPENJAGAMURID TING TINGGALDIASRAMA  
    TUISYEN V108 WARGA YURAN = d0 d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15 d16 d17 
d18 d19  
    d20 d21 d22 d23 d24 d25 d26 d27 d28 d29 d30 d31 d32 d33 d34 d35 d36 d37 d38 d39 d40 d41 d42 
d43 d44  
    d45 d46 d47 d48 d49 d50 d51 d52 d53 d54 d55 d56 d57 d58 d59 d60 d61 d62 d63 d64 d65 d66 d67 
d68 d69  
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FIGURE 12: Output of data integration using Syntax SPSS. 

 
5.2 Data Analysis 
Data analysis for this study is involved of descriptive and predictive analysis that will be handling 
using Syntax SPSS code in SPSS 16.0. All the process in analysis part will be done by 
automatically using Syntax SPSS.  
 
5.3 Descriptive Analysis 
The collected data in this study has been processed using Syntax SPSS in SPSS version 16.0 to 
produce the experimental results. The analysis is divided into five main factors, such as number 
of family members, number of family member still learning, number of family member receive 
SPBT, family income and SPBT . 
 
5.4 Number Of Family Members 
The number of family members is one of the attribute of dataset that will be analyzed to see how 
it can influence the SPM result of student in technical schools. Initial analysis is done to make 
sure there is no missing value in the collected data. The analysis is shown below: 
 

 

Statistics : 
 

NUM_FAMILY_MEMBERS 

 N Valid 691 

Missing 0 
 

Syntax SPSS Code : 
 
GET 
  
FILE='E:\TAJUL\DATA\DATA_COMBINE.sav'
. 
DATASET NAME DataSet1 
WINDOW=FRONT. 
 
FREQUENCIES 
VARIABLES=NUM_FAMILY_MEMBERS 
  /ORDER=ANALYSIS. 

 
TABLE 6: Frequency data of Number of family members and source code in Syntax SPSS 
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Table 6 denotes there is no missing value for this attribute for used in the experiment and it was 
generate using Syntax SPSS code. In this attribute, there are 691 students whose number of 
family member’s distribution is shown in Table 7. 
 

 

 

 

Syntax SPSS Code: 
GGRAPH 
  /GRAPHDATASET NAME="graphdataset" 
VARIABLES=NUM_FAMILY_MEMBERS 
COUNT()[name="COUNT"]  
    MISSING=LISTWISE REPORTMISSING=NO 
  /GRAPHSPEC SOURCE=INLINE. 
BEGIN GPL 
  SOURCE: s=userSource(id("graphdataset")) 
  DATA: NUM_FAMILY_MEMBERS=col(source(s), 
name("NUM_FAMILY_MEMBERS"), unit.category()) 
  DATA: COUNT=col(source(s), name("COUNT")) 
  COORD: polar.theta(startAngle(0)) 
  GUIDE: axis(dim(1)) 
  GUIDE: legend(aesthetic(aesthetic.color.interior), 
label("NUM_FAMILY_MEMBERS")) 
  SCALE: linear(dim(1), dataMinimum(), 
dataMaximum()) 
  SCALE: cat(aesthetic(aesthetic.color.interior), 
sort.natural()) 
  ELEMENT: 
interval.stack(position(summary.percent(summary.perc
ent(COUNT,  
    base.all(acrossPanels())))), 
color.interior(NUM_FAMILY_MEMBERS)) 
END GPL. 

 
TABLE 7: Number of family members 

 
Table 7 has shown the number of family members from 0 to 13 persons. The highest percentage 
of the number of family members is 6 persons with 24.9% and the lowest percentages of the 
number of family members are 13 persons with 0.3%. The breakdown of the relationship between 
number of family members and each SPM’s subject is evidently shown in Table 8. 
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Syntax SPSS : 
CROSSTABS 
  /TABLES=BM_SPM BY NUM_FAMILY_MEMBERS 
  /FORMAT=AVALUE TABLES 
  /CELLS=COUNT 
  /COUNT ROUND CELL 
  /BARCHART. 

 
TABLE 8: Number of family members versus BM 

 
The number of family members of 6 persons shows their contribution in score with all grades for 
subject Bahasa Malaysia (BM).  There are 2 students that get grade 2A, 3 students get grade 3B, 
5 students get grade 4B, 5 students get grade 5C, 6 students get grade 6C, 28 students get 
grade 7D, 18 students get grade 8E and 24 students get grade 9G. The overall of this group of 
number family members of 6 persons was contribute for score in all grades are around 92 
students. This process is automated generate using Syntax SPSS in SPSS 16.0. 

 
This process need to continue for attributes number of family member still learning, number of 
family member receive SPBT, family income and SPBT. But it will not be show in this study 
because this study just wants to proof of focus on automated analysis that are automatically 
generate using Syntax SPSS and will be publish on web base data analysis result as show below 
(Fig 13 ~ Fig 14). 
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FIGURE 13: Main page on Data Analysis web based. 

 

 
 

FIGURE 14: Description analysis on Number of family members versus BM 

 
6. CONCLUSION 
This study summarized the examination factors such as exam results and other factors such as 
SPM’s subject, number of family members, number of family member still learning, number of 
family member receive SPBT, family income and SPBT that contribute to students’ academic 
achievement in the future. These all factors show strong relationship between each other. The 
descriptive analysis was used to describe the frequency and cross tabulation between variables 
in this study. 

 
As this study has illustrated, there is a potential of developing a system for centralizing the 
secondary technical schools student data.  It also possible to perform automated descriptive 
analysis online that could reduce the time required to process the marks and perform manual 
analysis. The study also demonstrates that it is possible to integrate the proposed system with 
statistical analysis package in order to deliver intelligent business solutions. 
 
 
Another finding from the study indicates that the analysis obtained could be used by the school 
management to make a suitable plan for their students’ academic achievement program in the 
future. In addition, other data mining techniques like association rule also can be used to 
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measure the association between attributes. The finding could be used to further enhance the 
strength of each attribute with description variables and among attributes or independent 
variables. 
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Abstract 

 
As a result of integration of many techniques such as grading, clustering, utilization computing 
and resource's sharing, cloud computing has been appeared as multi element's composition 
technology, it offers several computing services such as IaaS (infrastructure as service), PaaS 
(platform as service) and SaaS (software as service) based on pay as you use  rule, but 
nevertheless, and because of cloud computing end users participate in computing resources (co_ 
tenancy) , and by which infrastructure computing can be shared  by a number of users, and as a 
result to this feature, some security challenges has been existed and one of the most serious 
security threats is flooding attack, which prevent other users from using cloud infrastructure 
services, that kind of attack can be  done by a legitimate or illegitimate cloud computing users. 
To overcome this problem various approaches have been proposed based on Artificial 
intelligence and statistical methods, but most of them concentrate on one side of problem and 
neglect the other aspects. 
In our proposed approach, the focusing will be more in overcoming the problem in all its aspects, 
in attack detection stage covariance matrix statistical method will be applied and to determine 
attack source TTl (Time_to_Life) value counting method will be used, and the attack prevention 
will be based on Honeypot method, and initial simulation to this approach using UML class 
diagram and sequence diagram showed where our proposed framework can be done in cloud 
environment. 
 
Keywords: Flooding based denial-of-service (DDoS) attack, Covariance matrix, TTl, Honeypot, 
cloud computing, virtual machine. 
 

 
 

1. INTRODUCTION 
Because of current powerful computing capabilities (CPU, memory, storage media) and also as a 
result to networking capabilities such as grade [1] and cluster  computing [2] and due to 
vitalization techniques [3] as in Figure 1, cloud computing services have taken a place in modern 
computing technology. Cloud computing can be defined as in [4] “Cloud computing is TCP/IP 
based high development and integrations of computer technologies such as fast microprocessor, 
huge memory, high-speed network and reliable system architecture." 
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FIGURE 1: cloud computing virtualization 
 

In this paper, we first present a general background about cloud computing architecture after that  
cloud computing challenges will be highlighted, then we will start in literature  review and related 
works which concentrate on DoS detecting and prevention method, finally  we describe our 
proposed defense framework and initial simulation, we use flooding based  attack and DoS attack 
interchangeably . 
 

2. CLOUD COMPUTING ARCHITECTURE 
The cloud computing as new technology help the end user to reducing required computing effort 
to achieve his goals .and because of cloud computing services provided to the user such as IaaS 
(infrastructure as a service) [5], the end user is no longer needs to purchase computer equipment 
necessary to accomplish his goal, but he can rent all equipment he needs then use them as much 
as he needs. 
 
In addition to IaaS provided by cloud computing providers, computer application developers can 
take advantage of the multiple development platforms available on the cloud to develop their own 
applications and deployed them online, which is known as PaaS( platform as the service) [6] . 
In addition to IaaS and PaaS services, the end user can use several application's software in 
different fields available on cloud by so-called SaaS (software as  services)[7], and cloud 
computing application software provided  by   main cloud providers  can  reduce the cost of rent 
or purchase those applications to the end user. 
 
Although these services offered by cloud computing provides, but the most important shortage in 
cloud services is the security side which is mentioned in details in [8-11], and one of the most 
serious security problem in cloud computing is related to availability of cloud infrastructure, 
because of many cloud user can share the same infrastructure, that can cause security threat 
such as denial of service attack [10-16]. 
 

3.CLOUD COMPUTING CHALLENGES 
Cloud computing implementation is facing several challenges in different aspect [17] and 
According to the survey conducted in 2008 by IDC survey about cloud computing challenges, 
cloud computing security challenges is on the top most threat to cloud [18], and became well 
known that cloud computing paradigm is a kind of virtualization environment with another 
technology such as grade and clusters and distributed computing, all these technologies has his 
own security disadvantages. In addition to the threats coming from cloud component, therefore 
securing issues is not related to cloud just but also related to other technologies and most 
dangers threat to cloud is vitalization security. 
 
And one of the potential attacks to cloud virtualization system is neighbor attacks as in Figure 2, 
which by any virtual machine can attack its neighbor in same physical infrastructures and thus  
prevent it from providing its services or, which has been known as denial of service attack DoS 
attack as has been existed in AWS Amazon [19], that kind of attack can effect on cloud 
performance in general and can cause financial Losses [20] and can cause harmful effect in other 
servers in same cloud infrastructure as in [10]. 
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FIGURE 2: Flooding Dos attack in cloud environment 

 
4.  LITERATURE REVIEW and RELATED WORK 
Denial of service attack poses as one of the most networks famous attacks, by which one victim 
machine can receive more than its capacity and so other end users requests cannot be served by  
server, and in the cloud environment, that kind of attack can be most harmful than unclouded 
environment because of VMs neighboring  and resource sharing in cloud computing environment, 
so one virtual machine can be used as a source of denial of service attack to another virtual 
machine in same infrastructure and for overcome this security threat , several kind of flooding 
DoS attacks detecting and prevention approach has been suggested, and every one propose  a 
method  to detect or prevent this  attack . 
 

4.1 DETECTNG METHODS 
Several kinds of flooding DoS attacks detecting approach has been suggested [21], One of these 
methods has proposed a kind of pattern generation for spatial-temporal traffic pattern in the 
application layer according to document popularity and also Access Matrix and behavior of web 
access. This method depends on semi-Markov modeling, and potential DoS attack is identified by 
entropy of document popularity, which matching the model [22]. 
 
In [23] The study pays more attention to service violations as an indicator to DoS attack, then the 
author explains comparison study to different kind of network monitoring techniques in terms of 
overhead, finally some of the parameters have been proposed to help in choosing the best 
monitoring schema according to the requirements and amount of overhead and Permittivity. 
 
In [24] the author proposed framework to detect and trace back the source of attack, the first 
stage could detect two kinds of attack, logical and DoS/DDoS ,Neural networks used to discover 
logical attacks while DoS/DDoS can be recognized by CUSUM algorithm and for track backing 
attack, sources hash tracer is used then the second component  of framework is  prediction 
model which focuses on recognize  of malicious  behaviors for network traffic . 
 
In [25] this research queuing theory model has been suggested to detect DoS attack on line, the 
proposed approach depends on two models , the first is to detect abrupt change based on some 
of the parameter and second model is the signal generation module which used for further 
processing. 
 
In [26] the author has studied the dependency of web page attributes to detect new kinds of 
application layer attack then multiple principal component analysis is adapted as modeling 
method to model normal web browsing behaviors and finally, the author conducted some 
experiments to prove his model. 
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In [27] the author has developed a simulation to forecast numbers of zombies used in DDoS 
attack ,the forecasting depend on a polynomial regression model, and several statistical 
measures have been used for performance evaluation, and NS2 has been utilized as simulation 
platform and the result has been proven that this detection approach can forecast the number of 
zombies used in DDoS attack efficiently with low error percentage and prediction  number of 
zombies in a DDoS Attack using Polynomial Regression Model.  
 
in[28] this research paper, packet flows analysis for some network protocol has been suggested 
to detect DDoS attack and for normal behavior forecasting Gaussian parametric mixture has been 
utilized finally and for detect DDoS attack queue approach has been implemented, and the 
results showed that these detecting methods have accepted. 
 
In [29] the author suggest using several computers working together hosted in a cloud to 
monitoring and analysis network traffic in same time and identify potential attack and for 
achieving that internet network can be used to link all detection devices systems together. 
 
in [21] covariance-matrix statistical approach has been used for  flooding based DoS attack  
detection, covariance-matrix  depend on study and monitor of  network traffic features correlativity 
changes and compare the covariance matrix  of normal traffic and any new observed traffic and 
classify the comparison results according predefined threshold and finding  the degree of 
anomaly of new captured traffic and  normal traffic profile, and implementation of this approach 
has proven more accuracy and efficiency  through simulation  experiments to two  of most 
famous flooding based attack  Neptune and Smurf attacks , and in addition to high accuracy to 
this approach  ,it can also detect second order of  features  which can be possible attack finally  
covariance-matrix  can be summarized in three spaces,  captured traffic space ,which content  
TCP dump data format and covariance-matrix  space and lastly  decision  space which decide 
about the traffic either attack traffic or normal traffic as in Figure 3 
  

 
 

FIGURE 3:  Covariance matrix detecting approach spaces 
 

In [30] The author suggested framework depend on sharing IDS warring alerts with each other by 
set up IDS client tool and estimate the most dangerous attack according to the number of voting 
obtained by IDS client and simulation of this model has been done in snore environment, and the 
result has shown that this approach can protect a network from one point of failed 
 

4.2 Prevention Methods 
In [31] the author suggests a new approach to mitigate of flooding attack based on users' 
behavior's history using hidden markov modeling after traffic filtering process and also the author 
determined the implementation requirement such as firewall and access control setting, and for 
prove effectiveness of this approach DDoS simulation has been done . 
 
In [32] the author proposes   connected firewall to internet trap attack packets before its arrival to 
its victim. In [14]the author of this paper suggest  a prevention strategy  to  avoid DDoS attack 
that targets application by shifting any cloud application under attack to another virtual machine in 
another physical server. 
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In [33] the author analysis DDoS attacks in random flow network environment, he suggests using 
this model to evaluate DDoS prevention frameworks, and the simulation has shown the 
relationship between multi matrixes inferred from the model.  
 
In [34] research paper author suggested a new congestion control mechanism in computer 
networks to protect it from DDoS attack, this approach depended mainly on filtering mechanism 
based on time factor, and the author proposed using this protection method before applying 
queue management rules, and performance of this method using NS2 has done according to IP 
traces reported in http://www.nlnar.org 
 
In [35] this paper  proposed a bandwidth based DDoS prevention method by classify the traffic 
into three kinds, first is normal, attack and suspicious traffic, attack traffic is restrictive and the if 
the victim confirmed that arrived traffic is suspicious, then it determines the source of attack to 
block attack traffic coming from.  
 
In [36] the requirements of the DDoS attack prevention system have been suggested, and the 
author suggested also DDoS attack prevention platform integration process  
 
In [36] the author suggest finding and prevent TCP Spoofed IP address attack to mitigate TCP 
SYN flooding attack through TCP specific probing procedure, which forces the end user to modify 
windows size in packet retransmission through three handshake process in TCP protocol , 
previous work in mitigate TCP SYN flooding rely on count of SYN flag sent by same IP, but it was 
weak in order to preventing this attack because attackers using Spoofed IP so needing to this 
way of preventing TCP Spoofed IP address attack is very necessary  
 
In [37] the author of this paper suggests three procedures to reduce TCP syn attack effects, 
firstly, utilized router as DoS defense then reduces SYN attack effects by blocking TCP, involving 
Trusted Platform Module in network infrastructure and Finlay using Certified System Defense. 
 

5. PROPOSED FRAMEWORK 
Proposed framework depends on covariance matrix mathematical modeling with three stages, 
firstly training stage then detecting and prevention stages as the following:   
 

5.1 Training Stage 
The first stage is monitoring income network traffic in virtual switch using any flow traffic tool such 
as wireshark[38] or snort [39] , in normal case or without attack, the traffic behavior has normal 
data distribution but with attack traffic  data distribution change into  abnormal form, this 
assumption can be as rule in detecting process. 
 
First stage in detecting stage is summarizing all packets traffic in matrix values form, after that 
matrix is converted into a covariance matrix (normal traffic profile), finally resulted matrix is stored 
for further analysis as in Figure 4. 
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FIGURE 4: DoS attack detecting (Training stage) 

 
5.2 DETECTING AND PREVENATOIN STAGES 
In these  stage,  covariance matrix resulted from new captured traffic is compared with profile of 
normal traffic(covariance matrix of normal traffic),  whenever the result matrix is all zero's values 
that mean no attack and whenever the resulted matrix not all zeros value and the anomaly 
degree values more than a predefined threshold, that mean attack has happened and thus 
detecting signal appears and  focus will move into the stage of network protection by finding out 
attack source IP address.  
And to find attack source IP address, number of nodes that attacker pass through until reach 
victim side is counted by counting value of TTL (Time _to_Life)[40]. After determining the source 
of attack, all IP address used by an attacker is blocked using honypot network which pings all IP 
address used by attacker and whenever there is a replay, all responded IP address is blocked 
[14]. 
 
Then finally when the attack has been known, the legitimate traffic to victim's virtual machine is 
shifted to same virtual machine but in another physical machine [14], because cloud computing 
environment located multiple copies for one virtual machine to strengthening reliability of 
computing as in Figure 5 
 



Mohd Nazri Ismail, Abdulaziz  Aborujilah, Shahrulniza  Musa & AAmir  Shahzad 
 

International Journal of Computer Science and Security (IJCSS), Volume (6) : Issue (4)                      232 

 
 
 

FIGURE 5: DoS attack prevention stage 
 

6. PROPOSED FRAMEWORK TEST BED 
To implement the proposed framework, simple cloud environment can be built, which consists of 
three web server virtual machine and user can access to web server by internet gateway and 
virtual switch as in Figure 6 
 

 
  

FIGURE 6: Framework experiment test bed 

 

7.  IMPLEMENTATION 
Proposed   framework can be simulated Initially in conceptual level , using class and sequences 
UML diagrams  [41] and Covariance mathematical model can be involved in cloud environment 
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simulating to  detect  flooding DoS attack  as in Figure 7 and Figure 8 and all detailed of 
simulation in [40].  
 

 
 

FIGURE 7: Class diagram to cloud environment 
  

 



Mohd Nazri Ismail, Abdulaziz  Aborujilah, Shahrulniza  Musa & AAmir  Shahzad 
 

International Journal of Computer Science and Security (IJCSS), Volume (6) : Issue (4)                      234 

 

 
FIGURE 8: Sequence diagram to cloud environment 

 
8.  CONCLUSION 
Finlay we can conclude that as cloud computing can offer new computing benefits, but it faces 
high risks, specifically in the security side where DDoS attack can make cloud service 
unavailable, and several methods have suggested but most of them give more attention to one 
side either detecting or track backing or prevention, our new frame work focuses on all aspects of 
the problem.  Simulation part we give a conceptual view to location of the covariance matrix in 
cloud computing environment using class and sequences UML diagram and   In future work we 
plan to performance the simulation mentioned above and implement the proposed frame work in 
real cloud environment and determine some constraints such as on line detecting constraints and 
also detecting the attack in different cloud environment such as private, public and hyper 
environment. 
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Abstract 

 
Classification of software security vulnerability no doubt facilitates the understanding of security-
related information and accelerates vulnerability analysis. The lack of proper classification not 
only hinders its understanding but also renders the strategy of developing mitigation mechanism 
for clustered vulnerabilities. Now software developers and researchers are agreed on the fact that 
requirement and design phase of the software are the phases where security incorporation yields 
maximum benefits. In this paper we have attempted to design a classifier that can identify and 
classify design level vulnerabilities. In this classifier, first vulnerability classes are identified on the 
basis of well established security properties like authentication and authorization. Vulnerability 
training data is collected from various authentic sources like Common Weakness Enumeration 
(CWE), Common Vulnerabilities and Exposures (CVE) etc. From these databases only those 
vulnerabilities were included whose mitigation is possible at the design phase. Then this 
vulnerability data is pre-processed using various processes like text stemming, stop word 
removal, cases transformation. After pre-processing, SVM (Support Vector Machine) is used to 
classify vulnerabilities. Bootstrap validation is used to test and validate the classification process 
performed by the classifier. After training the classifier, a case study is conducted on NVD 
(National Vulnerability Database) design level vulnerabilities. Vulnerability analysis is done on the 
basis of classification result.  
 
Keywords: Security Vulnerabilities, Design Phase, Classification, Machine Leaning, Security Properties 

 
 
1. INTRODUCTION 
Developing secure software remains a significant challenge for today’s software developers as 
they still face difficulty in understanding the reasons of vulnerabilities in the existing software. It is 
vital to be able to identify software security vulnerabilities in the early phases of SDLC (Software 
Development Lifecycle) and one of early detection approaches is to consult with the prior known 
vulnerabilities and corresponding fixes [1]. Identification of candidate security vulnerability pays a 
substantial benefit when they are deals in early phases like requirement and design phases of the 
software [2]. Classification of vulnerabilities is fruitful in understanding the vulnerabilities better 
and classification also helps in mitigating group of vulnerabilities. Identifying and mitigating 
security vulnerabilities is no doubt a difficult task therefore taxonomy is developed that can 
classify vulnerabilities into classes and this will help designer to mitigate cluster of vulnerabilities. 
There are number of approaches of taxonomy development in past, like [3,4,5,6] etc, but no one 
ever propose any taxonomy that classify design level vulnerabilities on the basis of security 
properties. We have already proposed a taxonomy in [7], as shown in Table 1.0 (a) in which,  
priori classification is proposed and vulnerabilities are classified manually. But in this classification 
there is chance of ‘Hawthorne Effect’, it also largely depends on the expertise of the classifier. 
Therefore here we are creating a classifier that can classify a vulnerability data automatically. 
Machine learning is now a popular tool in the automation task. Researchers have explored the 
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use of machine learning techniques to automatically associate documents with categories by first 
using a training set to adapt the classifier to the feature set of the particular document set [8]. 
Machine learning is a relatively new approach that can be used in classifying vulnerabilities. 
Therefore here Classifier is proposed, that classifies vulnerabilities on the basis of previously 
identified vulnerability and can help designer to place vulnerability in the predefined vulnerability 
classes that are based on the security properties of the software. Therefore mitigation mechanism 
can be applied for the whole class of vulnerabilities. In this classifier, first data pre-processing is 
done like text stemming, stop word removal, case transformation then SVM (Support Vector 
Machine) is used for the final classification with the regression model. Several conclusions are 
drawn after applying a classification. At last using this classifier NVD (National Vulnerability 
Database) vulnerabilities are classified and analyzed.  
 

 
First Level  

 
Second Level Third level Fourth Level 

 

 
 
 
 
 
 
 
 
 
 
 
 
Access 
Control 

Access Control 
at Process 
Level 

Authentication  Missing Authentication  procedure 
Insufficient Authentication  procedure 
Wrong Authentication  procedure 

Authorization  Missing Authorization procedure 
Insufficient Authorization procedure 
Wrong Authorization  procedure 

Audit & logging  Missing Audit and logging 
Insufficient Logging or Audit of 
information  
Wrong Audit or Logging of information  

Access Control 
at 
Communication 
Level 

Secured Session 
Management  

Missing Secured Session 
management  
Insufficient Secured Session 
Management 
Wrong Secured Session Management 

Secured 
Information Flow  

Missing Encryption of Sensitive Data 
During Transmission 
Insufficient Encryption of Sensitive 
Data during Transmission 
Wrong Encryption of Sensitive Data 
during Transmission 

Exposures 
leading to 
Access 
Violation 

Exposures in 
Error Message 

Missing  Secured Error Message 
Insufficient Secured Error Message 
Wrong Secured Error Message 

Predictable 
Algorithm 
/sequence 
numbers/file 
names 

Missing Randomness in the Random 
Sequence Ids 
Insufficient Randomness  in the 
Random Sequence Ids 
Wrong Randomness in the Random 
Sequence Ids or Wrong Choice of File 
Name 

User Alertness Missing User Alerting Information 
Insufficient User Alerting Information 
Wrong User Alerting Information 

 
TABLE 1.0 (a): Taxonomy of Design Level Vulnerabilities 

 
While considering the number of classes in the proposed classifier, we consider only ‘access 
control at process level’ and ‘access control at communication level’ and all the other type of 
vulnerabilities are considered in the ‘Others’ class. Because ‘exposure leading to access violation’ 
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class covers a large domain of vulnerabilities and needs a separate study, therefore after 
exploring the domain of this class, we exclude this from the classifier and will consider for the 
future work.  
Rest of the paper is organized as follows, in section 2, related works in the vulnerability 
classification is discussed, and then in section 3, the development process of vulnerabilities 
classification model is explained in detail. Classification of vulnerabilities using developed 
classifier is done in section 4. Conclusion and future work are discussed in section 5.  

 
2. RELATED WORK 
There are many classification approaches using machine learning techniques like [9] proposed 
uses a ontological approach to retrieving vulnerability data and establishing a relationship 
between them, they also reason about the cause and impact of vulnerabilities. In their ontology 
vulnerability management (OVM), they have populated all vulnerabilities of NVD (National 
Vulnerability Database), with additional inference rules, knowledge representation, and data-
mining mechanisms. Another relevant work in vulnerability classification area is done by [10], they 
proposed a CVE categorization framework that transforms the vulnerability dictionary into a 
classifier that categorizes CVE( Common Vulnerability and Exposure) with respect to diverse 
taxonomic features and evaluates general trends in the evolution of vulnerabilities. [11], in their 
paper, entitled “Secure software Design in Practice” presented a SODA (a Security-Oriented 
Software Development Framework), which was the result of a research project where the main 
goal had been to create a system of practical techniques and tools for creating secure software 
with a special focus on the design phase of the software. Another approach of categorizing 
vulnerabilities is that of [12]. In their paper [12], they looked at the possibilities of categorizing 
vulnerabilities in the CVE using SOM. They presented a way to categorize the vulnerabilities in 
the CVE repository and proposed a solution for standardization of the vulnerability categories 
using a data-clustering algorithm. [13], proposed SecureSync, an automatic approach to detect 
and provide suggested resolutions for recurring software vulnerabilities on multiple systems 
sharing/using similar code or API libraries. There are many other vulnerability classification 
approaches like [14,15,16], but all the above mentioned approaches are either to generic in 
nature or they cannot be used to classify vulnerabilities on the basis of security properties of the 
software. Therefore in this research work we are proposing a classifier that is developed using 
machine learning techniques and is very specific to the design phase of the software. In the next 
section, a development stage of the classifier is explained.  

 
3.0 DESIGN LEVEL VULNERABILITIES CLASSIFICATION MODEL 
Software vulnerability databases are essential part of software security knowledgebase. There 
are a number of vulnerability databases that exchanges software vulnerability information 
however, its impact on vulnerability analysis is hindered by its lack of categorization and 
generalization functionalities [10]. To extract useful and relevant information from these 
databases, lots of manual work is required. For example, if software developer wants to know 
about the most common and severe vulnerability prevailing in a current software in a particular 
period of time then he has to study all the vulnerability descriptions published during that period, 
then he has to classify those vulnerability based on his own criteria and then he has to check the 
severity rating provided by various experts. This is very unreliable, tedious and protracted task. 
Using a proposed classification model, researchers and developers can easily classify design 
level vulnerabilities and identify a mitigation mechanism in the form of design pattern, in the early 
phases of the SDLC. The classification results with severity rating can further be used to calculate 
the risk of vulnerability occurrence at the design phase of the software. 
 
Automated text classifier is basically used to classify the text in the predefined classes. An 
abstract view of the classifier is shown in Fig 3.0 (a). In proposed design level vulnerability 
classifier, first text is pre-processed using various processes like tokenization, case 
transformation, stop-word removal and stemming, then SVM (Support Vector Machine) is used to 
classify the text and finally bootstrap validation is used to test and validate the results. The 
development process of the classifier is explained in Fig 3.0 (b).  
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FIGURE 3.0 (a): Abstract Vulnerability Classifier 

 
The vulnerability categorization framework proposed by [10] is similar to this design level 
classifier. But Chen’s framework is a generalized categorization framework that is developed to 
classify all the vulnerabilities of CVE, on the bases of classification categories of BID, X-force and 
Secunia. The training data in their framework is also taken from these vulnerabilities databases 
only.  
 

 
 

FIGURE 3.0 (b): Design Level Vulnerabilities Classification Process 

 
In our design level vulnerability classifier, only design level vulnerabilities are classified and in 
training data only those identified vulnerabilities are considered which can be mitigated at the 
design level of the software. Moreover the classes are defined on the basis of security properties 
of the software like authentication, authorization etc., which are generally considered while 
developing the security design patterns of the software. Therefore after classification 
developers/researchers can priorities prevailing vulnerabilities class before choosing security 
design pattern. 
 
3.1 Feature Vector Creation 
The vulnerabilities in the CVE are defined in the natural language form. Therefore only way to 
identify a feature vector using the vulnerability description is the frequency of keywords in the 
description. Therefore feature vector are identified by the keywords used in the description of the 
vulnerabilities. To make vulnerability description into a structured representation that can be used 
by machine learning algorithms, first the text will be converted into tokens and after stemming and 
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stop word removal, and case transformation. There are five steps in the feature creation process, 
specified as follows: 
a). Tokenization 
b). Case Transformation 
c). Stopword elimination 
d). Text stemming of CVE entries 
e). Weight Assignment 
 
a).Tokenization 
The isolation of word-like units form a text is called tokenization. It is a process in which text 
stream is to break down into words, phrases and symbols called tokens [17]. These tokens can 
be further used as input for the information processing. In order to convert text in machine 
learning form, first the raw text is transformed into a machine readable form, and first step 
towards it is a tokenization. As shown in Fig. 3.1 (a), the raw text is first feed to the pre-processor, 
convert the text in the form of tokens then further morphological analysers are used to perform 
required linguistic analysis.  
 

 
 

FIGURE 3.1 (a): Text transformations before linguistic analysis 

 
In order to feed vulnerability description in machine learning process, the textual description of 
vulnerability is first converted in the form of tokens. In Table 3.1 (a), a vulnerabilities description is 
shown after tokenization.  
 

 
 

TABLE 3.1 (a): Tokenization of Vulnerabilities 
 
 

Vulnerability ID Vulnerability Description  Vulnerability Description after  
Tokenization 

CVE-2007-0164 Camouflage 1.2.1 embeds password 
information in the carrier file, which allows 
remote attackers to bypass authentication 
requirements and decrypt embedded 
steganography by replacing certain bytes 
of the JPEG image with alternate 
password information. 

Camouflage, embeds, password, 
information, in, the, carrier, file, 
which, allows, remote, attackers, 
to, bypass, authentication, 
requirements, and, decrypt, 
embedded, steganography, by, 
replacing, certain, bytes, of, the, 
JPEG, image, with, alternate, 
password, information. 
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b). Case Transformation 
When raw text is retrieved for processing from any source, then it contains words in both upper 
case as well as lower case. The machine learning algorithms reads words in different cases as 
different words. In order to transform all the words in the same case, Case transformation 
process is used. Case transformer, transforms all characters in a document to either lower case 
or upper case, respectively. In our case we have transformed all the words in the document in 
lower case. 
 

 
TABLE 3.1 (b): Case Transformation of Vulnerabilities Description 

 
c). Stop word Removal 
Stop word elimination is a process of removing those tokens that are considered as only for 
grammatical function without adding new meaning to sentences they involve [18]. The stop word 
list generally consists of articles, case particles, conjunctions, pronouns, auxiliary verbs and 
common prepositions. There is no unique list of stop words which is always used. There are 
number of lists that are proposed by different researchers. A list of 418 stop word is used by 
Chen [10]. A similar stop word list is used in information retrieval systems Snowball [19] and 
Lemur [20].The vulnerability description after stop word removal is shown in Table 3.1 (c) 
 
 

Vulnerability ID Vulnerability description  after 
tokenization and case transformation 

Vulnerability description after 
Stopword Removal 

CVE-2007-0164 camouflage, embeds, password, 
information, in, the, carrier, file, which, 
allows, remote, attackers, to, bypass, 
authentication, requirements, and, 
decrypt, embedded, steganography, by, 
replacing, certain, bytes, of, the, jpge, 
image, with, alternate, password, 
information. 

camouflage, embeds, password 
,information, carrier, file, allows, 
remote, attackers, bypass, 
authentication, requirements, 
decrypt, embedded, 
steganography, replacing, bytes, 
jpge, image, alternate, password, 
information. 

 
TABLE 3.1 (c): Stop word removal from vulnerabilities 

 
d). Text Stemming 
Uses of stemming algorithms in modern information retrieval (IR) systems are common these 
days. Stemming algorithms are helpful for free text retrieval, where search terms can occur in 
various different forms in the document collection. Stemming makes retrieval of such documents 
independent from the specific word form used in the query [21]. To extract the information from 
vulnerability description, stemming algorithm can be used, so that text can be easily transformed 
into a machine readable form. Porter stemming algorithm is one of the popular algorithms that is 
generally used in the information retrieval process.  Porter's algorithm consists of 5 phases of 
word reductions, applied sequentially. Within each phase there are various conventions to select 
rules, such as selecting the rule from each rule group that applies to the longest suffix. In the first 
phase, this convention is used with the following rule group [22]:  
Rule             Example 

Vulnerability 
ID 

Vulnerability Description  Vulnerability Description after  
Case Transformation 

CVE-2007-
0164 

Camouflage, embeds, password, 
information, in, the, carrier, file, which, 
allows, remote, attackers, to, bypass, 
authentication, requirements, and, 
decrypt, embedded, steganography, by, 
replacing, certain, bytes, of, the, JPEG, 
image, with, alternate, password, 
information 

camouflage, embeds, password, 
information, in, the, carrier, file, 
which, allows, remote, attackers, 
to, bypass, authentication, 
requirements, and, decrypt, 
embedded, steganography, by, 
replacing, certain, bytes, of, the, 
jpge, image, with, alternate, 
password, information 
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SSES  SS  caresses caress 
IES I  ponies poni 
SS SS caress caress 
S  cats cat 
The vulnerability description after applying porter stemming algorithm is shown in Table 3.1 (d). 

 
 

 
TABLE 3.1 (d): Stemming of words in Vulnerabilities Description 

 
e). Weight Assignment 
After text stemming, the next step is a weight assignment of each word of vulnerability 
description. The simplest approach is to assign the weight to be equal to the number of 
occurrences of term ‘t’  in document ‘d’. This weighting scheme is referred to as term frequency 
and is denoted ‘tf t,d’  with the subscripts denoting the term and the document in order [22]. It is 
normally computed as follows.  
 

tft,d   =   ft,d  / maxk fk,d                                                           Eq. 3.1 (e.1) 
 

where 
ft,d  is the frequency (number of occurrence of the term ‘t’ in document ‘d’ ) and  
maxk f k,d (maximum number of occurrences of any term) 
Thus, the most frequent term in document ‘d’ gets a TF as 1, and other terms get fractions as 
their term frequency for this document. But the disadvantage of using a term frequency is that, in 
this all the terms are considered equally important. In order to avoid this bias, term frequency and 
inverse document frequency (tf-idf) weighting is used. The IDF for a term is defined as follows 
[23].  

Idft,d        =         log | D |  
              
                     |  {d: t Є d} |                                            Eq. 3.1 (e.2) 

 
where 

• | D | : the total number of documents   
 

•  : number of documents where the term t appears (i.e., ) 
 
 

As defined in [22], the tf-idf weighting scheme assigns the term ‘t’ a weight in document ‘d’ given 
by  
 

tf-idft,d  =  tft,d  .  idft 
 
In other words, term frequency-inverse term frequency assigns to term ‘t’ a weight in document ‘d’  
is  

• high when term occurs many times within a small number of documents ; 

Vulnerability ID Vulnerability Description  Vulnerability Description after  
Text Stemming 

CVE-2007-0164 Camouflage 1.2.1 embeds password 
information in the carrier file, which allows 
remote attackers to bypass authentication 
requirements and decrypt embedded 
steganography by replacing certain bytes 
of the JPEG image with alternate 
password information. 

camouflag emb password inform 
carrier file allow remot attack 
bypass authent requir decrypt 
embed steganographi replac byte 
jpeg imag altern password inform 
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• lower when the term occurs fewer times in a document, or occurs in many documents;  

• lowest when the term occurs in virtually all the documents. 
 

            
     Words         
 
 
Row No.  

abil  
abs
enc 

Accep
t 

Access accoria account 
actio
n 

… 

1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 … 

2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 … 

3 0.0 0.0 0.0 
0.069434622
98821593 

0.0 0.0 0.0 
… 

4 0.0 0.0 0.0 
0.120849276
3637866 

0.0 0.0 0.0 
… 

5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 … 

6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 … 

7 0.0 0.0 0.0 
0.071144256
6706304 

0.0 0.0 0.0 
… 

8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 … 

9 0.0 0.0 0.0 
0.129932379
10966035 

0.0 0.0 0.0 
… 

10 0.0 0.0 0.0 
0.079183463
69069837 

0.0 
0.2787299435
038924 

0.0 
… 

… … … … … … … … … 

 
TABLE 3.1 (e): Example set of feature vector with their tf-idf 

 
Now after implementing all the above processing we get each vulnerability description as a 
vector, weight that is calculated on using tf-idf formula. Example set of ten rows is shown in table 
3.1 (e). This vector form will be used in the scoring and ranking of vulnerabilities. 
 
3.2 Categorization Using Support Vector Machine 
Text categorization is the process of categorizing text documents into one or more predefined 
categories or classes. Differences in the results of such categorization arise from the feature set 
chosen to base the association of a given document with a given category [24]. There are a 
number of statistical classification methods that can be applied to text categorization, such as 
Naïve Bayesian [25], Bayesian Network [25], Decision Tree [26, 27], Neural Network [28], Linear 
Regression [29], k-NN [30]. SVM (support vector machine) learning method introduced by [31], 
are well-founded in terms of computational science. Support vector machines have met with 
significant success in numerous real-world learning tasks [25]. Compared with alternative 
machine learning methods including Naive Bayes and neural networks, SVMs achieve 
significantly better performance in terms of generalization [32, 33]  
 
SVM classification algorithms, proposed by Vapnik [34] to solve two-class problems, are based 
on finding a separation between hyperplanes defined by classes of data, shown in Figure 3.2 (a). 
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FIGURE 6.2.2: Example of SVM hyper plane pattern 

 
This means that the SVM algorithm can operate even in fairly large feature sets as the goal is to 
measure the margin of separation of the data rather than matches on features [24]. The SVM is 
trained using pre-classified documents.  
 
As explained in [34], for a given set of training data T = {.xi, yi} (i = 1,…, m), each data point  .xi Є 
Rd with d features and a true label yi Є Y = {l1, . . . , lk}. In case of binary classifier, label set is Y 
= {l1 = −1, l2 = +1}, it classifies data point in positive and negative by finding separating 
hyperplane. The separating hyperplane can be expressed as shown in Eq. 3.2 (a). 
 

 

w · .x + b = 0 --------------------------------------------------------------------------Eq 3.2(a)      
      

 
where w Є R

d
 is a  weight vector is normal to the hyperplane, operator (·) computes 

the inner-product of vectors w and x and b is the bias. Now we want to choose the ‘w’and ‘b’ to 
maximize the margin, or distance between the parallel hyperplanes that are as far apart as 
possible while still separating the data. These hyperplanes can be described by the equations 
 

 

w · .x - b = 1--------------------------------------------------------------------------Eq 3.2 (b) 
 

 
and 
 

 

w · .x - b = -1-------------------------------------------------------------------------Eq 3.2 (c) 
 

 
In the case that the label set Y = {l1 = 1, . . . , lk = k} and k > 2, a multiclass SVM learning model 
is built with two approaches in the proposed framework: multiclass-to binary reduction and 
multiclass-optimization methods [10]. In the multiclass-to-binary reduction method, the learning 
problem in question is reduced to a set of binary classification tasks and a binary classifier is built 
independently for each label lk with the one-against-rest training technique [35]. When more than 
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two classes are involved then regression model is used. regression model builds a classifier 
using a regression method which is specified by the inner operator. For each class i a regression 
model is trained after setting the label to (+1)  if the label equals i and to (-1) if it is not. Then the 
regression models are combined into a classification model. Here we are using SVM 
classification model, therefore Regression model is combined into SVM. In order to determine the 
prediction for an unlabeled example, all models are applied and the class belonging to the 
regression model which predicts the greatest value is chosen.  
 
3.3 Identification and Preparation of Training Data 
There are number of public and private vulnerability databases that classify vulnerabilities on 
different bases like cause, phase of occurrence, product specific etc. the list is shown in Table 3.3 
(a). But they all are too generic in nature. The CWE (Common weakness Enumeration) [36] is a 
vulnerability database and portal in which each vulnerability is specified with its type, mitigation, 
phase of introduction and security property it belongs to. Therefore it is a best place from where 
vulnerability data can be collected on the basis of phase of introduction and the security property 
it belongs to. Fig 3.3 (a) is screenshot of the CWE window, it is showing a information that each 
entry of CWE contains. In this we are interested in only those vulnerabilities that can be mitigated 
in the design phase of the software. But in CWE the vulnerabilities are divided into number of 
classes and number of examples are given in the description of each class. In order to collect the 
training data from CWE, we explore the required security class, then collect vulnerability example 
from each class. Almost all the examples that are used in CWE are from CVE (Common 
Vulnerability and Exposure).Maximum possible numbers of examples are collected from the CWE 
for the training set.  

 
S. No. Database Name URL 

1.  Common  Vulnerability and Exposures http://cve.mitre.org/ 
2.  Common Weakness Enumeration http://cwe.mitre.org/ 

3.  Computer Associates Vulnerability 
Encyclopedia 

http://www3.ca.com/securityadvisor/vulninfo/br
owse.aspx 

4.  Dragonsoft vulnerability database http://vdb.dragonsoft.com 
5.  ISS X-Force http://xforce.iss.net/xforce/search.php 
6.  National Vulnerability Database http://nvd.nist.gov/ 
7.  Open Source Vulnerability Database http://www.osvdb.org/ 

8.  Public Cooperative Vulnerability Database https://cirdb.cerias.purdue.edu/coopvdb/public/ 
9.  Security Focus http://www.securityfocus.com/vulnerabilities/ 

 
TABLE 3.3 (a): Vulnerability Database with their URLs 
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FIGURE 3.3 (a): CWE Vulnerability Class Description Window 

 
After the exhaustive search of CWE vulnerability classes, the number of vulnerability examples 
that are collected, are shown in Table 3.3 (b).  While collecting data from CWE, at most care is 
taken to include only those vulnerability classes where the time of introduction is specified as 
“design phase” 
 
 
 
 
 
 
 
 
 

 
TABLE 3.3 (b): Number of training data identified under each class 

 
3.4 Testing and Validation 
After the collection of training data, a SVM learning model can be built.  But SVM is basically a 
binary classifier. As we have multiple classes with |Y |>2, the learning 
 
problem is decomposed into |Y | binary classification tasks with the multiclass-to-binary reduction 
method, and subsequently |Y | binary classifiers are built with the one-against-rest training 
method that essentially transforms the learning task for category li of Y into a two-class 
categorization by treating data points with label li in the training data as positive examples and the 
remaining data points as negative examples [10]. We are using Rapidminer tool to implement the 
SVM. Regression model is used to classify the data into multiple class. After supplying the data 

S. No. Vulnerability Class Number of 
Training data 

1. Authentication 54 
2. Authorization 50 
3. Audit and Logging 36 
4. Secure Information Flow 31 
5. Secure Session Management 24 

Vulnerability 
is introduced 

at the Design 

phase of the 

SDLC 

Examples 

from CVE, 

that can be 

included in 

training set of 

authentication 

vulnerabilitie
s 
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regression model, bootstrap validation is used to validate the classification. Fig 6.2.4 (a) is 
showing the screen shot of rapid miner while implementing bootstrap validation. 
 

 
 

FIGURE 3.4 (a): Screen shot from ‘Rapidminer Tool’, while implementing bootstrap validation 

 
3.5 Bootstrap Validation 
The bootstrap family was introduced by Efron and is first described in [37]. In this method, for 
given dataset of size n a bootstrap sample is created by sampling n instances uniformly from the 
data. There are several bootstrap methods. A commonly used one is the 0.632 bootstrap. As 
explained in by Han and Kimber in their book ‘Data Mining: Concepts and Techniques’ [38], in 
this method, suppose we have ‘d’ tuples. The data set is sampled ‘d’/6 times, with replacement, 
resulting in the bootstrap samples or the training set of d samples. The data tuple that are not 
included in the training, forms the test set. Now the probability for each tuple to be selected is 1/d, 
and the probability of not being chosen is  (1- 1/d).We have to select d times, so the probability 
that a tuple will not be chosen during this whole time is (1-1/d)d. If d is large, the probability 
approaches e

-1
 = 0.368. Thus, 36.8% of tuples will not be selected for training and thereby ends 

up in the test set, and the remaining 63.2% will form the training set. 
 
The sampling procedure can be recorded k times, where in each iteration, we can use the current 
test set to obtain the accuracy estimate of the model obtained from the current bootstrap sample. 
The overall accuracy of the model is then estimated as  
  

                  k 
Acc (M) = Σ (0.632 X Acc (Mi)test-set + 0.368 X Acc(Mi)train_set)                Eq. 3.5 (a) 
                  i=1  
 

 
where Acc (Mi)test-set is the accuracy of the model obtained with the bootstrap sample ‘i’ when it is 
applied to the test set ‘i’. Acc(Mi)train_set is the accuracy of the model obtained with bootstrap 
sample ‘i’ when it is applied to the original set of the data tuples. The bootstrap method works well 
with the small data set. 
 
The whole process that is followed in making the classifier is shown in Figure 3.5 (a). the rapid 
miner data mining tool is used that have almost all the available data-mining process in the form 
of operators. First of all training data is feed to the regression model that is integrated with SVM, 
then ‘Apply Model’ operator is used to apply the created model and performance operator is used 
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to measure the performance of the classifier. As an output, the confusion matrix is be obtained 
that will show the accuracy of the classifier. 
 

 
 
FIGURE 3.5 (a): Classification Model using Bootstrap Validation  

 
The confusion matrix that is obtained after the application of the classifier is shown in Table 3.5 
(a) and the 3D- graphical representation of the confusion matrix is shown in Fig 3.5 (b). 

 

Accuracy: 94.52% +/- 1.85% (mikro: 94.48%) 
 

TABLE 3.5 (a): Confusion Matrix 

 
 

True 
 
 

Pred. 

True 
Authorization 

True 
Others 

True Secure-
Information-

Flow 

True 
Audit 
and 

Logging 

True 
Authentication 

True Session-
management 

Class 
Precision 

Pred. 
Authorization 

177 2 0 0 4 0 96.72% 

Pred. Others 0 139 0 0 2 0 98.58% 

Pred. Secure-
Information-

Flow 
0 0 131 0 0 0 100.00% 

Pred. Audit 
and Logging 

0 4 0 128 7 0 92.09% 

Pred. 
Authentication 

2 16 0 6 189 0 88.73% 

Pred. Session-
management 

0 4 0 0 3 92 92.93% 

Class Recall 98.88% 84.24% 100.00% 95.52% 92.20% 100.00%  
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FIGURE. 3.5 (b): Confusion matrix in the form of 3D Graph 

 
All most all the classes have class precision value above 90%. The accuracy rate of about 90% 
makes the classifier quite accurate (Han and Kamber, 2006). The overall accuracy rate of 
developed classifier is 94.5 %. 
 
As shown in Table 3.5 (a), the class precision of ‘authentication class’ is only 88%, because the 
keywords used in the authentication class are common to other classes also. For example the 
vulnerability description mainly consist of words like ‘unauthenticated user’, ‘not allowed 
authenticated user’, etc, which actually don’t indicate the cause as authentication, but classifier 
gets confused due to the frequent use of theses terms in other classes also, which affect the 
performance of classifier. But overall accuracy of the classifier is acceptable, which is 94.5%.  
 

4.0 CLASSIFICATION RESULTS  
Now using this design level ‘Vulnerability Classification Model’ the vulnerabilities can be classified 
into six classes. In NVD (National Vulnerability Database), total 427 vulnerabilities are identified 
as design level vulnerabilities till February 2009. Now in order to classify these vulnerabilities in 
our predefined six classes, vulnerabilities first need to be feed in the classifier, then predicted 
values can be used for further analysis. After feeding 427 design level vulnerabilities in the model, 
the example set of the predicted values that is obtained is shown in Table 4.0 (a). The screenshot 
from Rapidminer during the application of the classifier is shown in Fig.4.0 (a) and the final 
number of classified vulnerabilities is shown in Fig.4.0 (b). From the classification results it is 
clear that out of 427 vulnerabilities that are classified as design level vulnerabilities, 117 are 
actually not design level vulnerabilities. From remaining vulnerabilities, Authentication and 
authorization related vulnerabilities are most prevailing one, constituting about 53% of total 
vulnerabilities.   
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C* 
 

V.N
o. 
 
 

Confidence 
(Authorizati

on) 

Confidence 
(Others) 

Confidence 
(Secure 

Information 
Flow) 

Confidence 
(Audit and 
logging) 

Confidence 
 

(Authenticati
on) 

Confidenc
e 

(Session 
Managem

ent) 

Prediction 

1 
-

0.70382212
6777 

-
0.74117964

80 

-
0.05035211

037 
1.0 

-
0.995248931

575 
0.0 

Audit and 
Logging 

2 
-

0.46653638
8761 

1.0 
-

1.04654845
455 

-
0.54866717

509 

-
0.733920948

135 
0.0 Others 

3 
-

0.80392399
6569 

-
0.56403681

66 

-
0.61342764

113 

-
0.39066602

401 
1.0 0.0 

Authentica
tion 

4 
-

0.92738005
8636 

-
0.80057971

24 

-
0.56610700

139 

0.01646968
988 

1.0 0.0 
Authentica

tion 

5 
-

0.63117841
7772 

-
0.72385838

954 

-
0.99080223

010 

-
0.45735700

877 
1.0 0.0 

Authentica
tion 

6 
-

0.67407254
0417 

-
1.03283405

41 

-
1.03255019

721 

0.32822280
439 

1.0 0.0 
Authentica

tion 

7 
-

1.02248907
1514 

-
0.93112276

32 

-
0.13558666

871 
1.0 

-
0.563459046

881 
0.0 

Audit and 
Logging 

… … … … … … … … 
… … … … … … … … 

 
TABLE 4.0 (a): Sample dataset from classification result 

 
Percentage of Authentication is 30%, which makes it most important property to be mitigated at 
the design phase of the software. Authorization constitute 23.2% of all the vulnerabilities, which 
makes it second most important security attribute to be 
 

 
 

FIGURE 4.0 (a): Screenshot from rapid miner, while implementing the final model 
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The percentage of ‘audit and logging’, ‘secure information flow’ and ‘session management’ are 
18%, 15% and 12% respectively, which makes them almost equally important. 
 

Vulnerability Class Count Percentage Percentage 
excluding Others 

Authentication 96 22.48244 30.96774 
Authorization 72 16.86183 23.22581 

Audit and Logging 56 13.11475 18.06452 
Secure-Information-Flow 47 11.00703 15.16129 

Session-management 39 9.133489 12.58065 
Others 117 27.40047 0.0 
Total 427 100 100 

 
TABLE 4.0 (b): Number of vulnerabilities classified under each class 

 
These vulnerability classification data can be used with the severity rating to calculate the risk of 
vulnerability occurrence at the design phase.  

 
5.0 CONCLUSION AND FUTURE WORK 
As discussed in the previous sections, study of known vulnerabilities is very useful tool for the 
developer. Our approach is in the direction of identifying, classifying and learning from known 
vulnerabilities. So that these vulnerabilities can be avoided in the next generation of the software. 
In available vulnerability databases, there is no information about the vulnerability cause or the 
SDLC phase in which they can be removed. Using our proposed classification model, developer 
would be able to classify any vulnerability from any vulnerability database. The classification 
model will tell the developer whether the vulnerability be mitigated at the design level? If 
vulnerability is identified as a design level vulnerability then it will classify the identified 
vulnerability in security feature. After knowing the class of security feature, designer can adapt 
necessary design patterns that can prevent these vulnerabilities in the new under-developed 
software. The accuracy of the classified is found to be satisfactory and it can be used to classify 
future vulnerabilities. Classifying ‘exposure leading to access violation’ class of vulnerabilities is 
one of the prompt future works that can be done. The classification results can further be used to 
calculate the security risk at the design phase of the software. After risk calculation, mitigation 
mechanisms in the form of design patterns can be identified and thus designer will be able to 
mitigate security vulnerabilities at the design phase of the software. Another future work that can 
be done is the creation of tool that can automate the task of vulnerability classifications. After this 
classification our prompt objective will be to identify, analyze and classify design patterns that can 
be adapted in order to avoid vulnerabilities in the new software. 
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Abstract 

 
E-government and corporate servers will require higher performance and security as usage 
increases. Zero copy refers to a collection of techniques which reduce the number of copies of 
blocks of data in order to make data transfer more efficient. By avoiding redundant data copies, 
the consumption of memory and CPU resources are reduced, thereby improving performance of 
the server. To eliminate costly data copies between user space and kernel space or between two 
buffers in the kernel space, various schemes are used, such as memory remapping, shared 
buffers, and hardware support.  However, the advantages are sometimes overestimated and new 
security issues arise. This paper describes different approaches to implementing zero copy and 
evaluates these methods for their performance and security considerations, to help when 
evaluating these techniques for use in e-government applications. 
 
Keywords: Zero Copy, Network Security, Security/Performance Tradeoffs 

 
 

1. INTRODUCTION 
In addition to growth of corporate servers, there has been tremendous interest and growth in the 
support of e-government services. This includes remote access to public information, databases, 
forms, guidance, training materials as well as access to personal information such as treasury 
holdings, social security, income taxes, and government benefits. In addition, e-government also 
supports internal access to government documents, support of paperless offices and workflow 
improvement and communication support for critical services including first responders in 
emergencies. Cost-effective e-government solutions will require use of shared organizational 
servers, such as cloud servers, and high performing computers that can provide users with timely 
and secure access to information. Unfortunately, we have found that there is often a disconnect 
between marketed performance-improving solutions and security needs. This paper addresses 
one “performance-improving” technology with respect to security needs. We have found that 
some of the solutions that have been proposed and implemented will not work with security 
technologies, such as encryption. The understanding of the impact of performance-improving 
solutions on security is important when comparing vendors' performance benchmarks and claims 
when evaluating systems for purchase, and is important for developers to understand when 
making implementation decisions. 
 
Therefore, the intent of this paper is to bring to light an example of security concerns that we 
believe should be addressed in the development process and in security requirements such as 
those specified by US Federal Acquisition Regulation (FAR) Part 39.101 and OMB Circular A-130 
while supporting e-government efforts such as those specified in the “E-Government Act of 2002”. 
Similar regulations exist in other countries or in corporate policies. Corporations and governments 
in the market for servers should pay careful attention to performance benchmarks developed by 
vendors. 
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For example, the FAR Part 39.101 requires that agencies identify their requirements pursuant to: 
best management practices for energy-efficient management of servers and Federal data centers 
and shall include the appropriate information technology security policies and requirements. 
Energy-efficient management often translates into performance, since a data-center can use a 
lesser number higher performing servers to do the same work, and with less energy. As we 
discuss in this paper, we need to be aware of the tradeoff between some performance 
technologies and security technologies. We believe there is a need for the development of a set 
of benchmarks or at least checklists/configuration guides that enable the acquisition officers and 
developers to make the most appropriate choice of technologies given the security needs of the 
application environment. 
 
1.1 Performance and Security 
As demand for higher performance computers grew, CPU designs developed from single core to 
dual-core, quad-core or even hexa-core. However, a quad-core processor does not indicate that 
the performance of the overall system is four times the performance of a single core processor. 
The performance of the system is limited by many other factors, such as access to system 
memory. According to Brose [1], CPU processing power improves about 50% each year, while 
the memory only has an average 35% increment at the same amount of time

1
. Improvement in 

memory usage is increasingly a critical factor for system performance. This is especially 
important for network applications, such as severs, which transfer a lot of data, and cannot 
benefit from cache size increases. 
 
Servers used by industry and government are critical not only for their performance, but also their 
security. To make the government more transparent, web servers for the public are used to 
inform the public about new policies and the latest news from the government. What's more, the 
servers used among governmental employees must be secure enough to avoid leaking 
information and to prevent hacking. Therefore, severs used by government must ensure their 
efficiency and security. 
 
Traditionally, in server environments, such as servers used in e-government, when sending data 
to a network, data is loaded from disk and transferred to a network card buffer. The whole 
procedure consumes a lot of CPU cycles and memory bandwidth, for data must be copied 
between application memory space and kernel memory space. However, most of these data 
copies are redundant and can be minimized by implementing zero copy techniques. Zero copy is 
a name used to refer to a variety of techniques which help reduce useless memory accesses, 
usually involving elimination of data copying. By implementing zero copy, less data copies are 
needed when data is transferred between buffers. This helps reduce the number of unnecessary 
memory accesses and CPU consumption, and therefore enhance overall system performance. 
 
1.2 Zero copy for Performance 
In recent years, there have been a number of studies regarding zero copy and different kinds of 
zero copy techniques have been applied. Zero copy can be classified into two groups: (1) reduce 
data copies between devices (disk or network card) and kernel buffers, and (2) reduce data 
copies between kernel buffers and application buffers. 
 
Typically, data copies between devices and kernel buffers can be reduced by using DMA (Direct 
Memory Access). DMA allows special purpose hardware to read or write main memory without 
involving the CPU, which greatly reduces CPU consumption and also eliminates redundant data 
copies between device and kernel buffers.  
 
Zero copy can also reduce the number of copies between user memory space and kernel 
memory space. Several different approaches have been proposed to solve this problem, and they 
are all called zero copy. For example, memory mapping is used to map the user buffer to the 

                                                   
 
1
 This means that relative to CPU speeds, memory performance is cut in half every 7 years. 
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kernel buffer; in LyraNET, a modified sk_buff structure can be used to eliminate data copies; 

and buffers can be shared, so stored data can be referenced via pointers. In addition, some 
system calls in Linux support zero copy by reducing data copies such as the sendfile() and  

splice() system calls. Instead of copying data, descriptors are appended to buffers in sendfile. 

The system call splice() sets up a data transfer path between different buffers in kernel 
memory. 
 
However, in addition to performance benefits of zero copy techniques, it is important to 
understand the security implications of using those techniques. This is important for commercial 
servers as well as e-government systems. 
 
Zero copy helps reduce the number of data copies and context switches which improves the CPU 
performance. But it also causes some new problems that we have to understand. This paper 
focuses on analyzing different zero copy techniques which are used to reduce the data copies in 
TCP/IP transmission, which are being implemented in many commercial servers which could end 
up being used by government offices to gain better performance. 
 
The remainder of this paper evaluates the use of zero copy for performance in secure 
environments as is laid out as follows. The traditional data transfer approach and security issues 
are presented in Section 2 and zero copy techniques are described in Section 3. Problems 
caused by zero copy are examined in Section 4; this section also discusses security issues 
relating to zero copy techniques, which will help developers and acquisition offices in determining 
the appropriate use of this technology. 
 

2. BACKGROUND 
2.1 Traditional Data Transfer Method 
Traditionally, if a user/server application wants to send data to a network, the data is read from 
disk to kernel memory, then stored in a buffer allocated by the user application in user memory, 
then sent to the kernel buffer associated with the network stack, and finally sent to the network 
interface card (NIC) for transfer over the network. Although the whole procedure needs only two 
system calls -- read() and write(), from the view of kernel, it is quite inefficient, even if DMA 
is supported by hardware. The traditional data transfer method is shown in Figure 1. We will 
examine this approach step by step to illustrate the CPU copies

2
 and context switches. 

 
First, if the data is not cached in a kernel buffer, the kernel needs to load the data from disk to a 
kernel buffer. For this step, DMA is typically used, which allows this first copy to consume little 
CPU resources. However, extra effort is needed to manage the DMA copy. Then, the data needs 
to be transferred into the buffer allocated by the application in user memory. This step is 
completed by the read() call, which, is typically done by a CPU copy in a kernel function such 

as copyout() or copy_to_user() [1]. Also, the read() system call needs a context switch 

from user mode to kernel mode. After copying data to the application buffer, the read() system 
call returns, which causes another context switch from kernel mode to user mode. 
 
From the application buffer to the corresponding network stack in the kernel buffer the data needs 
to be transferred using a user-to-kernel copy function, such as copyin() or 

copy_from_user() [1]. This kernel buffer is not the same buffer used for the initial fetch from 
disk. It is a new buffer which is associated with the network stack. Data is packetized according to 
the Internet protocol in the network stack. For this step, the use of the write() system call 

generates a context switch from user mode to kernel mode. Finally, the prepared data are sent 
from the kernel buffer to the buffer on the network interface card, and then transferred over the 
network. This fourth copy can be done using DMA. Although no CPU copy is needed, the 
returned write()system call forces another context switch from kernel back to user mode.  

                                                   
 
2
 We use the term CPU copy to refer to any time the CPU reads a memory cell and writes a result back out. 
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FIGURE 1: Traditional Data Transfer 

 
2.2 Secure Communications 
For secure communication across the network, applications will encrypt data packets. Depending 
upon the security mechanism used, encryption could occur at a high level or low level of the 
network stack. Servers and secure network applications often use SSL (Secure Socket Layer) for 
secure communication. 
 
There are two aspects to SSL that can slow down system processing. The first is the negotiation 
of the encryption key and authentication. These processes typically use modular arithmetic over 
very large numbers and take a good amount of CPU time. There are hardware accelerators, such 
as SSL cards, that allow an application to offload this computation load. This set up of the 
encryption is beyond the scope of this paper. The second aspect is the actual encryption of the 
data. This requires applying an encryption algorithm to all of the data, reading the results from 
one buffer and writing them to another buffer (labeled security processing in Error! Reference 
source not found.). Even with CPU help, data copies are needed, for example in 2010 Intel 
introduced the AES instruction set extension to support fast encryption, and utilize 128-bit 
registers in the Intel architecture. These instructions require CPU access to the data and hence 
require a CPU copy. 
 
In addition to encrypted communication, some security system requires filtering or guarding by 
the application. Typically this occurs in a secure communications environment where messages 
are being transmitted between different security domains. The concepts of zero copy still work, 
but the source is often another network device and not a disk. Filtering also occurs when data 
retrieved from a database is filtered before release. In these situations, the application needs to 
read and review the information before making the decision whether to allow the information to go 
out (labeled security processing in Error! Reference source not found.). We also have to make 
sure that no unauthorized processes get access to the sensitive information. As we examine 
different zero copy techniques, we will have to see if they provide any performance enhancement 
in encryption or filtering secure environments. 
 

3. ZERO COPY TECHNIQUES 
There are at least four data copies and four context switches during the data transmission in the 
traditional data transfer approach. According to Huang et al [2], in addition to the costs of data 
copies, software interrupts consume a great portion of CPU usage, for interrupts are generated 
for each packet. As we see, some of the data copies are redundant and some of the context 
switches between user mode and kernel mode can be eliminated by avoiding calling the read and 
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write system calls separately. As a result, zero copy techniques are implemented to reduce the 
unnecessary data copies and improve the CPU performance. Many different schemes are used 
to help implement zero copy techniques, such as memory remapping, shared buffers, different 
system calls, and hardware support. 
 
3.1 Dynamic remapping 
Dynamically remapping memory can eliminate the data copies between the application buffer and 
kernel buffer. As Error! Reference source not found. shows, firstly, data loaded from disk is 
stored in a kernel buffer by DMA copy. Then the pages of the application buffer are mapped to 
the kernel buffer, so that the data copy between kernel buffers and application buffers are 
omitted. 
 
According to Stancevic [3], to remap the memory, the Linux mmap()system call will be called 

instead of the read() system call. After data are copied to the kernel buffer by DMA copy, the 

system call write() causes the data to be copied from the kernel buffer to another socket buffer 

in kernel address space. This means that the original copies from kernel buffer to application 
buffer and following copies from application buffer to socket buffer are substituted by only one 
data copy directly from kernel buffer to socket buffer. Then data will be copied to the network card 
buffer by DMA. Dynamic remapping needs three CPU copies (two DMA copies and one CPU 
copy) and four context switches, since the system calls mmap() and write() are made during 

data transmission. 
 
In an environment requiring encryption, unless the kernel supports an encrypt-while-copy 
operation, we must allow the user application to copy data from the kernel buffer to the socket 
buffer. In a filtering situation we must allow the user application to process the data.  
Therefore, unless we can link the application buffer to both the kernel buffer and the socket 
buffer, and have the security routine read from one to the other, we will get no savings using 
dynamic remapping. We also have to make sure that no other process can get access to the 
kernel buffer and bypass the security routine. 
 

 
 

FIGURE 2: Data copy using memory remapping. 

 
3.2 Shared Buffer in Kernel Memory Space 
In INSTANCE-buffer [4], a memory area is shared in kernel space. As Error! Reference source 
not found. shows, there is a buf structure in the kernel buffer and buf.b_data is a pointer 
which points to the shared memory region which is in kernel memory space. Data fetched from 
disk are transferred to the shared memory area according to the b_data pointer. Furthermore, in 

the socket buffer, the m_data pointer in the mbuf structure points to the shared memory area. 

Therefore, data are copied from the memory pointed by mbuf.m_data to the buffer on the 

network card. According to Halvorsen and Jorde et al [4], the INSTANCE-buffer scheme allocates 
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the shared memory region and the structures (buf and mbuf) statically, which means the time 

cost for allocating memory and variables is reduced. 
 
In a secure environment, this technique will cause problems. To encrypt, we have to read the 
data from the source buffer and write it to a destination buffer. Even if we can encrypt in place, 
there will still need to be a read and write of data. A simple filter process will work as long as we 
can be sure that data is not sent out to the network card without the filter approving the message, 
but we cannot use a complex filter that modifies the data. In high-assurance systems this may not 
provide enough separation and isolation control. 
 

 
 

FIGURE 3: Shared buffer with structures. 

 
3.3 Shared Buffer Between User and Kernel 
In Linux, the sk_buff structure contains all the control information about individual network 

packets. Data sent to the network are copied to one or more sk_buff buffers. In LyraNET [5], 

the original sk_buff structure is modified to an enhanced copy elimination sk_buff structure, 
which eliminates the data copy by just passing the address of the data buffer. According to 
Chiang and Li [5], the modified sk_buff structure includes a new array with two elements, 

named dataseg, to record addresses for data without copying the data. 

 
LyraNET is focused on reducing the data copies from user buffer to kernel buffer and from kernel 
buffer to network card. Using the enhanced copy elimination sk_buff structure, information 

about the protocol headers is copied to the network card and then data can be retrieved correctly 
according to the pointers and the data length stored in the modified sk_buff. LyraNET also 
uses DMA to copy data from the socket buffer to network card (Figure 4). 
 
In a secure environment the security routine will have to copy data from the shared data region 
into a new region upon encryption. Filtering requires a CPU read of the data, but may not require 
a write. The system will have to ensure that the shared region is not available to the socket buffer 
until after it has been approved. 
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FIGURE 4: Shared user and kernel buffer 

 
3.4 Sendfile 
According to Stancevic [3], in Linux kernel version 2.1, the sendfile() system call was 
introduced to simplify the transmission of data over the network and between two local file 
descriptors. As Figure 5 shows, when calling the sendfile() system call, data are fetched from 

disk and copied into a kernel buffer by DMA copy. Then data are copied directly from the kernel 
buffer to the socket buffer. Once all data are copied into the socket buffer, the sendfile() 
system call will return to indicate the completion of data transfer from the kernel buffer to socket 
buffer. Then, data will be copied to the buffer on the network card and transferred to the network. 
 
The sendfile() method is much more efficient than the combination of read() and write() 

system calls [6]. Compared with the traditional data transmission method, it replaces the read() 

and write() system calls, which reduces the number of context switch from four to two. 

Compared with dynamic remapping, sendfile() reduces the costs for virtual memory 
management. However, it still needs three data copies (two DMA copies and one CPU copy) to 
finish the data transmission. 
 

This approach to zero copy bypasses the application completely, avoiding any application specific 
security routine or CPU processing of the data, making encryption and filtering impractical. 
 

 
 

FIGURE 5: Data transfer using sendfile. 
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3.5 Sendfile With DMA Scatter/gather Copy 
The method that enhances the sendfile() system call with DMA scatter/gather copy can 

eliminate the CPU copy between kernel buffer and socket buffer found in the sendfile() 
method. Different from the DMA which maps each buffer one by one and then do the operation, 
DMA scatter/gather copy maps the whole list of buffers at once and transfer them in one DMA 
operation [7]. In this method, support from hardware is needed, for the network interface gathers 
data from various memory spaces (Figure 6). When calling sendfile(), data on disk are 
loaded into a kernel buffer using DMA transfer. Then, only the buffer descriptor is sent to the 
socket, instead of coping all of the data to the buffer. The descriptor contains information about 
the length of the data and where it is. Using this information, header and trailer of the data packet 
can be generated. Then by using the DMA scatter/gather operation, the network interface card 
can gather all the data from different memory locations and store the assembled packet in the 
network card buffer. 
 
Hardware which supports DMA scatter/gather copy eliminates the CPU copy between kernel 
buffer and socket buffer. It means that no CPU copies occur during the data transmission from 
disk to network card, which helps to increase the performance of the CPU. Only one system call, 
sendfile(), is made in this approach, so there are only two context switches. Additionally, 
since hardware supports the DMA scatter/gather operation, data in memory are not required to be 
stored in consecutive memory spaces. 
 
This approach to zero copy bypasses the application completely, avoiding any application specific 
security routine or CPU processing of the data, making encryption and filtering impractical. 
 

 
 

FIGURE 6: Sendfile and DMA scatter/gather copy. 

 
3.6 Splice 
According to the Linux man page [8], the Linux 2.6.17 kernel has a new system call, splice(). 

This call takes two file descriptors and an integer as parameters. It copies data, which size is 
specified by the integer, from one file descriptor to the other file descriptor using a pipe. By doing 
this, it does not need to copy data between kernel space and user space.   
 
When using this approach, data are copied from disk to kernel buffer first.  Then the splice() 
system call allows data to move between different buffers in kernel space without the copy to user 
space, for only file descriptors are transferred. In some zero copy implementations, splice()is 

called to move data from the kernel buffer to socket buffer which is also in kernel space. Then 
data are copied from the socket buffer to the network card buffer by DMA transfer. The system 
call splice eliminates the data copy between kernel buffer and socket buffer.  
 
Unlike the method sendfile() with DMA scatter/gather copy, splice() does not need 

support from hardware. In addition, two context switches are bypassed compared to the 
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traditional method, therefore only two context switches are needed. Instead of coping data to an 
application buffer, splice() works as a pipe between two kernel buffers to allow direct data 

transfer. However, there must be two file descriptors opened to both the input and output devices 
(Figure 7).  
 
Fall and Pasquale [9] indicated that, in the best case, the performance of using splice() is at 

1.8 times than the maximum throughput of the traditional data transfer method. This approach to 
zero copy bypasses the application completely, avoiding any application specific security routine, 
making encryption and filtering much more difficult. 
 

 
 

FIGURE 7: Data transmission using splice. 

 

4. POTENTIAL PROBLEMS AND SECURITY CONCERNS 
The implementation of zero copy technique helps to decrease overhead so as to release CPU 
cycles. Redundant data copies are reduced which saves more CPU and memory resources. 
However, the benefits of zero copy are sometimes overestimated, for the implementation of zero 
copy brings other new problems which may nullify the improvement of the system. For example, 
memory mapping needs costly virtual memory operations, the method of sendfile() with DMA 

scatter/gather copy needs support from hardware to gather data from various memory locations. 
In addition, zero copy techniques ignore or even introduce security concerns as well. 
 
4.1 Dynamic Remapping Problem 
Dynamic remapping uses mmap() instead of the read() system call, which reduce one copy 
during the data transmission. However, data might be modified by the user program while being 
prepared for transmission, this may cause security problems. 
  
This problem can be prevented by implementing the Copy-on-write (COW) technique. COW is a 
simple technique. When the pages of the application buffers are mapped into kernel space, these 
pages can be written by the user. After the mmap() system call returns, both application and 
socket buffers can then only read the kernel buffer. The user can then start writing to the kernel 
buffer when the write() system calls return, which means the required data are sent to socket 

buffers. COW is implemented when using page remapping. It helps to ensure that while data is 
transferring, write permission is controlled. So the content of the physical memory page cannot be 
changed. However, COW is a costly event which consumes more CPU resource than a simple 
CPU copy [10]. 
 
4.2  Pre-allocated Buffer Problem 
Some zero copy techniques use pre-allocated buffers to store data. By using pre-allocated buffer, 
the costly virtual memory operations are done only once. In addition, the pre-allocated buffer 
eliminates the exchange of the size of data between sender and receiver, but it causes another 
problem: the pre-allocated buffer space in receiver might be exhausted. If the receiver's pre-
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allocated buffers are exhausted, the receiver has to wait until some buffers are usable. According 
to Yamagiwa et al [11] even if there are a lot of pre-allocated buffers, the receiver still might be 
exhausted since these buffers cannot be paged out. 
 
4.3 Sendfile System Call Problem 
According to Brose [1], the sendfile() interface requires two file descriptors. The first one is a 
readable memory mappable file such as regular file or a block device. The second one can be a 
writable file or a network socket. The sendfile() system call can only transmit data which has 

specified length. The other disadvantage of the sendfile approach is that it is hard to implement 
sendfile() on the receivers' end, for network transfers are asynchronous and the 

sendfile() system call is not a standard system call among different Linux or UNIX systems. In 

some systems, sendfile() is routed to the transferto() system call, which makes the 
implementation of this approach more difficult. 
 
4.4 Sendfile With DMA Scatter/gather Copy Problem 
The method that uses sendfile() with DMA scatter/gather copy enhances the performance of 

the CPU by avoiding CPU copies. Since data can be copied from various memory areas to the 
network card buffer by DMA scatter/gather copy, which is supported by hardware, cache 
coherency is not required anymore. However, according to Brose [1], the source buffer may be a 
part of the page cache, which means it is available for the generic read functionality and may be 
accessed in traditional way as well. As long as the memory area can be accessed by the CPU, 
the cache consistency has to be maintained by flushing the caches before DMA transfers. 
 

5. CONCLUSION 
 
5.1 Zero-Copy Impacts 
Over the past decade we have seen tremendous growth in e-government services at the state 
and federal level. The OMB report “FY 2009 Report to Congress on the Implementation of The E-
Government Act of 2002” highlights federal agencies' efforts to implement e-government. These 
activities have included performance enhancing and cost saving consolidation of services into 
server farms and clouds, and increased availability of private and secure information. There are 
other reports that highlight similar efforts by the states. These reports indicate that there is a 
growth in the use and availability of e-government. 
 
Vendors developing solutions for data servers will use new technologies if they can increase 
performance, such as zero copy. Although the implementations of zero copy techniques help 
reducing the redundant data copies between the kernel memory space and user memory space, 
they also bring us new problems. Memory remapping approach needs virtual memory operations 
and COW which might nullify the improvement of the CPU performance. When using the pre-
allocated buffer or static buffer, size of the buffer becomes a problem. Because the buffer 
overflow attack and the condition that the buffers are exhausted need to be considered. 
 
Therefore, the implementation of zero copy techniques regard to network is limited by many 
factors. That is why zero copy techniques have not been widely adopted in the operating 
systems. Although these new techniques need more evaluation, zero copy is worth analyzing and 
implementing carefully for critical e-government services. Removing redundant CPU copies can 
improve the performance of servers, and this is especially useful for commercial and government 
servers which require high efficiency. The advantages and disadvantages of different zero copy 
techniques are compared in  
TABLE 1. Any zero-copy technique that bypasses the application will limit the ability to perform 
security processing. Therefore the sendfile() and splice() system calls are not 

recommended for use in applications that require security processing. The right most column 
indicates whether security processing can be used with each zero-copy technique, providing 
some performance improvement. 
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 CPU 

copy 
DMA 
copy 

System 
call 

Context 
switches 

Advantages and disadvantages App-level 
security 

processing 
Traditional 
data 
transfer 

2 2 read 
write 

4 Redundant data copies consume 
many CPU cycles. 
2 system calls cause 4 context 
switches. 
Large consumption of memory 
bandwidth. 

Yes 

Memory 
remapping 

1 2 mmap 
write 

4 Needs costly virtual memory 
operations. 
Needs COW to be implemented 
which costs a lot.  

Yes 

Shared 
buffer 
(INSTANCE
-buffer) 

0 2  0 Buffers need to be released after 
using. 
Pre-allocated buffer reduces the 
exchange of the data size, since 
the buffer size is fixed. 
Pre-allocated buffer needs less 
virtual memory operations, for the 
virtual memory operations only 
used when creating the buffer. 

Yes 

LyraNET 1 2 read 2 Need costly virtual memory 
operations. 
LyraNET still needs data copy from 
kernel buffer to application buffer. 

No 
 

Sendfile 1 2 sendfile 2 Reduces the costs for virtual 
memory management. 
Sendfile hard to implement due to 
asynchronous network transfers. 
Sendfile system call is not a 
standard system call among 
different Linux or UNIX systems. 

Yes 

Sendfile 
with DMA 
scatter/gath
er copy 

0 2 sendfile 2 Reduces the costs for virtual 
memory management. 
Needs hardware which supports 
DMA scatter/gather copy. 
Sendfile hard to implement due to 
asynchronous network transfers. 
Sendfile system call is not a 
standard system call among 
different Linux or UNIX systems. 

No 
 

Splice 0 2 splice 2 When using splice system call, 
there must has two file descriptors 
which opened to both the input and 
the output devices. 

No 
 

 

TABLE 1: Comparison of different zero copy techniques. 

 
5.2 Understanding the Implications 
To better understand the implications of security on performance improving solutions, we 
recommend that the acquisition officer evaluate the proposed solution using questions similar to 
the following list: 
 
1) Will the server need to provide encrypted communication? 

a) Can the encryption be performed at the connection-level by dedicated hardware, or will 
you need application-level processing? 
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b) Will the server need to provide multiple encryption services, supporting different 
algorithms and protocols? 

2) Will the service need to provide application-level security processing/filtering on the data 
being serviced? 
a) Will that processing be service specific (same processing for all users) or user-specific? 
b) Will the service require multiple filtering processes? 

3) Does the server need to support multiple concurrent services (such as cloud servers)? 
4) Does the proposed solution support the level of encryption and application processing 

required? 
 

The answers to these questions will help acquisition officers and developers better understand 
the expected use cases of the system and better evaluate the use of performance-improving 
technologies such as zero-copy. Any system that requires the examination or processing of the 
contents of the message, such as encryption, or filtering will require either a hardware solution, or 
application-level processing.  
 
A hardware solution, such as a cryptographic hardware module, allows the use of all of the zero-
copy techniques by passing the data packet directly to the cryptographic hardware. However, if 
the system supports multiple encryption services, a hardware solution may become impractical, 
thus forcing the system to rely on an application-level software solution. 
 
Any software-based solution that requires access to the full data packet, cannot utilize the zero-
copy features with a “no” in the final column of TABLE 1, Lyrannet, Sendfile with DMA 
scatter/gather copy and Splice. Other techniques will allow application level security processing. 
 

We believe that it would be beneficial to develop a set of benchmark scenarios that address 
encryption and filtering technologies at the connection and application level and the recommend 
that the vendors provide performance data with respect to these benchmarks. This can be done 
to help address a wide-variety of proposed performance-improving technologies, which may not 
work well for security-enabled environments, contrary to vendor’s claims. 
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Abstract 

 
Two types of flow where examined, pressure and combination of    pressure and Coquette flow of 
confined turbulent flow with a one equation model used to depict the turbulent viscosity of 
confined flow in a smooth straight channel when a finite element technique based on a zone 
close to a solid wall has been adopted for predicting the distribution of the pertinent variables in 
this zone and examined even with case when the near wall zone was extended away from the 
wall. The validation of imposed technique has been tested and well compared with other 
techniques. 
 
Keywords: Pressure Flow, Combination of Pressure and Couette Flow, Expanding the Near Wall 
Zone. 

 
 
1. INTRODUCTION 

The Navier-Stockes equations governing fluids motion are known to apply in a wide range of 
applied computer science and engineering disciplines. Due to the complexity of these equations 
an analytical solution is intractable and during the last three decades, attention has been focused 
on the numerical simulation of flow process, the so called computational fluid dynamics (CFD). 
This has been developed and used with confidence to solve a large range of flow problems 
especially where experimentation is extremely difficult to obtain.   It is known that when a fluid 
enters a prismoidal duct the values of the pertinent variables change from initial profile to a fully 
developed form, which is thereafter invariant in the downstream direction. The analysis of this 
region, which is known as developing region, has been the subject of extensive studies. 
Numerous theoretical and experimental works are available on laminar flow [1-4], but this is not 
the case of turbulent flow are still few since it has not been possible to obtain exact analytical 
solutions to such flows. Therefore, an effective technique is required to model the variation of the 
pertinent variables near a solid boundary, where the variation in velocity and kinetic energy, in 
particular, is extremely large near such surfaces since the transfer of shear form the boundary 
into the main domain and the nature of the flow changes rapidly. Consequently, if a 
conversational finite element is used to model the near wall zone (N.W.Z.), a significant grid 
refinement would be required. Indeed, in most situations this would be so fine as to be 
impractical. 
 
Several solution techniques have been suggested in order to avoid such excessive refinement [5-
7]. A more common approach is to terminate the actual domain subject to discretisation (main 
domain) at some small distance away from the wall, where the gradients of the independent 
variables are relatively small, and then use another technique to model the flow behavior in the 
NWZ. In this paper, a different near wall zone modeling techniques is used to simulate turbulent 
flow in a smooth straight channel. 

 
2. GOVERNING EQUATIONS 

The investigation of this paper is related to steady - state incompressible two dimensional 
turbulent flow of a Newtonian viscous fluid with no body forces acting. For such a situation, the 
Navier-Stokes (N-S) equations associated with this type are, 
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Where i,j= 1,2. ui, p are the time - averaged velocities and pressure respectively, ρ is the fluid 

density, µe is the effective viscosity which is given by µe = µ + µt,  µ and µt are the molecular 
viscosity and turbulent viscosity,  respectively. The flow field must satisfy the continuity equation, 
which may be written as: 
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Equation (1) and (2) cannot be solved unless the turbulent contribution to 
µ e be provided. The 

simplest model is via an algebraic formula [8] which has limited application and therefore this 
model is not adopted in the present work, but an alternative (Prandtl [9]-kolmogorov [10]) model is 
used in which, 
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Where k is the turbulence kinetic energy, 
1µ  is the length scale which is taken as 0.4 times the 

normal distance from the nearest wall surface. The distribution of k can be evaluated by transport 
equation; 
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Where E= µρ 1/2/3
kC D , kt σµ /

 is the turbulent diffusion coefficient, 
σk  is the turbulent prandtl 

or Schmidt number and CD is a constant. The governing equations 1, 2 and 4 are called the one-
equation (k-l) model. Within the main domain the governing equations have been discretised by 
using the standard finite element method [11] and Galerking weight residual approach is adopted 
to solve the discretised equations. The flow domain is divided into quadratic 8-noded elements 
used to define the variations in velocity and kinetic energy and kinetic energy, and 4-noded 
elements used for pressure. Within the near wall zone, either conventional finite element can be 
used, however an excessive mesh refinement was needed which is expensive in computer time 
and memory, or universal laws [12] to bridge from a solid boundary to the main domain (Figure 
1). In the present work, a finite elements technique has been adopted, using one-dimensional 
normal to the wall (Figure 2). 
 

3. BOUNDARY CONDITIONS 
In the present work, two types of turbulent flow are considered. These are pressure and pressure 
plus Couette flow. In both, fully developed Dirichlet conditions are assumed on all variables 
upstream. No slip condition were imposed on solid boundaries and tractions updated 
downstream. Tractions are given by, 
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4. RESULTS AND DISCUSSION 
Two examples were used to validate the imposed wall element technique was tested and 
comparisons made with other accepted techniques and experimental results [14] when fully 
developed turbulent flow is considered in a parallel-sided duct of width D, which is taken as 1.0, 
and L is the channel length. Compatible fully developed velocity and kinetic energy profiles were 
imposed as initial upstream values and outlet values from the previous iteration used as new 
approximation to the values at the inlet until a converged condition is satisfied. Different Reynolds 
number based upon the width of the channel of 12.000, 50.000 and 70.000 were considered. 
 
The first example was concerned with an analysis of pressure flow where both walls of the 
channel are fixed. Figure 3 shows convergent velocity profiles at the outlet which clearly shows 
that the velocity values obtained by universal profiles have some discrepancy from those 
obtained from the advocated technique. Figures 4 shows the results obtained from the adoption 
of the presently advocated technique exhibits excellent agreement with the correct solution which 
resulted from the complete mapping. These are, superior to those obtained using universal laws. 
Figure 5 shows excellent agreement between the imposed technique and experimental results 
[14].  Figure 6 refer to the kinetic energy, which prove once more, the “correct” values are 
remarkably close to those obtained from the proposed technique. 
 
The next stage was concerned with the validation of the wall element technique in an extended 
near wall zone when the interface located at 0.48D and 0.47D from the symmetric line as shown 
in Figures 7-8. These figures show the downstream velocity and kinetic energy.  Obviously the 
results obtained from the adoption of 1-D elements in one direction is still the most advantageous 
owing to the number of elements used in the near wall zone. 
 
The second example was concerned with an analysis of combining pressure and Couette flow, 
with the lower surface stationary and upper surface moving at a constant speed. Fully developed 
turbulent velocity profiles and turbulent kinetic energy distribution were obtained and presented in 
Figure 9 and 10, respectively, these show comparisons with universal laws and experimental 
results [14]. As conclusion, the validity of the wall element technique has been tested and 
approved previously [15-16]. In the present work, this validity has been tested again and 
approved again that the location of the near wall zone limit does not seem to affect the values of 
the pertinent variables. This is a distinct advantage over the universal law approach where strict 
limits must be placed on the location the interface, and once more, the results obtained from the 
adoption of the wall element technique are significantly better than those obtained using the 
universal laws, and compare favorably with experimental results. 
 
 

 
 

FIGURE 1: Boundary conditions when the mesh is terminated at small distance away from the wall. 
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FIGURE 2: One-dimensional elements in one-direction normal to the wall used in the N.W.Z. 
 

 
 

FIGURE 3: Turbulent velocity profiles for fully-developed flow, at flow, 8D downstream, L=8D, Re=50.000. 
 

 
 

FIGURE 4: Turbulent velocity profiles for fully-developed at 8D downstream, L=8D, Re=12.000. 
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FIGURE 5: Turbulent velocity profiles for fully-developed flow, at 8D downstream, L=8D, Re=50.000. 

 

 
FIGURE 6: Kinetic energy profiles for fully-developed turbulent flow, at 8D downstream, L=8D, Re=12.000. 

 

 
FIGURE 7: Downstream fully developed velocity profiles for turbulent flow when the N.W.Z. is extended up 

to 0.47D. 
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FIGURE 8: Downstream fully-developed kinetic energy profiles for turbulent flow when the N.W.Z. is 

extended up to 0.47D. 

 
FIGURE 9: Velocity profiles for fully-developed for turbulent flow with fixed lower surface and moving upper 

surface, Re=70.000. 
 

 
FIGURE 10: Fully-developed kinetic energy profiles for turbulent flow with fixed lower surface and moving 

upper surface Re=70.000. 
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5. CONCLUSIONS 
The utilization of empirical universal laws is not valid since these laws are only really applicable 
for certain unidimensional flow regimes, and the general use of 2-D elements up to the wall is not 
economically viable. Therefore to avoid such an excessive refinement, these methods have been 
replaced by introducing a wall element technique, based on the use of the finite element methods 
which has shown an excellent results, when the fully-developed flow considered for both types of 
flow pressure and combination of pressure and Couette. 
 
Again, the validation of the wall element technique in an extended near wall zone has shown 
more advantages comparing to the use of universal laws. Therefore, the imposed technique can 
be used with confidence for fully-developed turbulent flow. 
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Abstract 

 
Smartphones are increasingly used to perform mCommerce applications whilst on the move. 50% 
of all Smartphone owners in the U.S. used their Smartphone for banking transactions in the first 
quarter of 2011. This is an increase of nearly 100% compared to the year before. Current 
techniques used to remotely authenticate the client to the service provider in an mCommerce 
application are based on “static” authentication factors like passwords or tokens. The fact that the 
client is on the move, whilst using these mCommerce applications is not considered or used to 
enhance the authentication security. This paper is concerned with including client’s geographical 
location as an important authentication factor to enhance security of mCommerce applications, 
especially those requiring robust client authentication. Techniques to integrate location as an 
authentication factor as well as techniques to generation location-based cryptographic keys are 
reviewed and discussed. This paper further outlines restrictions of location as an authentication 
factor and gives recommendations about correct usage of client’s location information for 
mCommerce application’s authentication on Smartphones. 
 
Keywords: Authentication, Location, mCommerce Applications, Security, Smartphone. 

 

 
1. INTRODUCTION 

Smartphones are becoming a major part in everybody’s daily life. All kinds of activities, including 
banking or financial mCommerce transactions (e.g. online shopping), are nowadays performed 
online via Smartphone applications whilst on the move. 50% of all Smartphone owners in the U.S. 
used their Smartphone for banking transactions in the first quarter of 2011. This is an increase of 
nearly 100% compared to the year before [1]. However, most of the techniques used to 
authenticate the client towards the remote authenticator (i.e. the bank offering a financial service) 
in these mCommerce applications still base upon classic (and static) authentication factors like 
passwords, tokens or biometrics. The fact that the client is on the move, whilst using these 
mCommerce applications is not considered or used to enhance the authentication security. 
 
Reliable client authentication and data protection are still major concerns for mCommerce 
application providers because the classical authentication factors are open for hackers. As a 
result, mCommerce application providers restrict access, on average, to 30% of possible services 
to their clients via Smartphone applications [2]. 
 
This paper a) reviews techniques that use location as an authentication factor, and b) makes 
recommendations how location can be used to enhance the security of mCommerce applications 
requiring robust client authentication. This shall encourage mCommerce application providers to 
offer more services via Smartphone application to their clients. 
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The rest of this paper is organised as follows. Section 2 gives technical background information 
about methods to determine the location of Smartphones. Section 3 reviews techniques that use 
location as an authentication factor. In section 4, the use of location to generate cryptographic 
keys is discussed. Section 5 outlines restrictions of location as an authentication factor and 
makes recommendation towards a secure and reliable usage of location information in 
authentication. Finally, section 6 concludes the findings studied in this paper. 

 
2. TECHNICAL BACKGROUND OF METHODS TO LOCATE SMARTPHONES 

Three localisation techniques are commonly used to establish the location of Smartphones [3]. 
These techniques vary in the provided location accuracy (i.e. how exact can the technique 
determine the Smartphone’s location?) as well as the availability (i.e. does the technique cover 
the complete earth or only urban areas? Is the technique available indoors or does the client have 
to be outdoors to determine his/her position?). 
 
2.1 Global Positioning System (GPS) 
GPS-based positioning [4] has become the positioning technique mostly used on Smartphones. 
All new developed Smartphones feature a GPS receiver. GPS positioning is based on the 
reception of signals continuously transmitted from satellites. These signals contain the precise 
time the message was sent, as well as the location in orbit of the satellite. The GPS receiver uses 
the received signals of four or more satellites to calculate the current position based on 
trilateration. When outdoors, current GPS receivers onboard Smartphones are able to reduce the 
positional error to few meters [5]. However, GPS requires a line of sight to the satellites. Because 
of that, GPS can not be used (or the use is limited and the position becomes imprecise) indoors 
or in urban areas with many high glass-front buildings, where a direct line of sight to the satellites 
is not available. New satellite systems are rolling out such as GLONASS, and Galileo. These 
systems offer more enhanced signals and will provide better localisation accuracy than GPS. 
 
2.2 Wi-Fi-based Positioning 
Wi-Fi-based positioning uses Wi-Fi access points (Wi-Fi APs) to determine the position of the 
Smartphone. Wi-Fi APs continuously transmit beacons, including an AP identifier, to their 
surrounding area to inform potential Wi-Fi clients, such as a Smartphone, about their existence. 
Over the last years, several databases of APs and their corresponding geographical locations 
were collected by companies like Skyhook [6]. The Smartphone can use the AP identifier 
enclosed in the beacons and these databases, via an internet link, to determine the locations of 
the surrounding APs, by searching the identifier in the database. Depending on the number of 
APs in range, the achieved location accuracy of Wi-Fi-based positioning can vary between a few 
to 100 meters. Wi-Fi-based positioning can be used indoors as well as outdoors, as long as the 
AP transmitted beacon can reach the Smartphone. However, the number of available APs differs 
greatly between urban and rural areas, making Wi-Fi-based positioning a technique to be mainly 
used in big cities with lots of existing and known APs [5]. APs are also used to transport needed 
aiding information to the GPS device onboard the Smartphone. This helps the GPS receiver to fix 
much quicker. 
 
2.3 Cellular Network Based Positioning 
Cellular network based positioning use trilateration techniques to calculate the current 
Smartphone location [7]. The cellular network is divided into cells, in which each cell has a unique 
identifier (cell-ID). Depending on the trilateration technique used to determine the current phone 
location (e.g. U-TDOA [8]) and the cell size, cellular network based positioning accuracy can 
range between 50 metres to a few kilometres [5]. 
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3. LOCATION AS AN AUTHENTICATION FACTOR IN REMOTE 
AUTHENTICATION 

 

3.1 Classic Authentication Factors 
Classic authentication factors are mostly used to authenticate the client towards the remote 
authenticator in mCommerce applications. Classic authentication factors can be categorised into 
three groups [9]: 
 
1) Knowledge-based, or “something you know” 

Knowledge-based authentication factors rely on a memorised piece of information, e.g. PIN or 
password. Long and random passwords can offer a high level of security in authentication 
systems. However, in practice, clients have huge difficulties to memorise random and strong 
passwords. This often results in the use of short passwords that are therefore simple to guess 
and do not provide high authentication security. 

 
2) Object-based, or “something you have” 

Object-based authentication factors rely on physical possessions, e.g. tokens. A token has the 
advantage over a knowledge-based authentication factor that clients do not need to memorise 
anything. This eliminates the risk of attackers guessing passwords easily because simple 
passwords are used. However, the main security drawback of physical tokens is that, when 
lost or stolen, an attacker gains unauthorised access. 

 
3) Identity-based, or “something you are” 

Identity-based authentication factors, i.e. Biometrics rely on the uniqueness of physiological 
(e.g. fingerprint, facial features) or behavioural (e.g. hand-writing, speech) characteristics of a 
client. Biometric-based authentication offers two advantages over the other classic 
authentication factors: 

1) A client does not need to remember or carry anything. 
2) Biometrics verify the de facto client and not only knowledge of a password or 

possession of a token, i.e. the genuine client needs to be present at the biometric 
sensor. 

 
Biometric authentication systems are not perfect and their security can also be undermined. 
For example, the genuine client’s biometric can be replaced in the biometric template 
database or a biometric sample can by replayed by an attacker. 

 
These classic authentication factors can be used to define the “who” of an authentication attempt. 
They define neither the “where” nor the “when” of the attempt, two similarly important properties 
of secure remote client authentication, for example to tackle distance or replay attacks. Thus, 
location (to define the “where”) and time (to define the “when”) should be integrated as further 
authentication factors, to define all these properties in remote client authentication. 
 
3.2 Location as an Authentication Factor 
Location was integrated into authentication systems as a factor to “ground” authentication 
attempts [9]. This “grounding” reduces the risk of distance attacks, because an attacker cannot 
claim to be at a location, the attacker actually does not is [10]. To achieve “grounding”, a unique 
identifier (digital signature) was derived from a GPS-based location and real-time on a specialised 
location signature sensor (LSS). The generated digital signature was then combined with further 
authentication data in such a way that it stamps the data with location and time information in a 
forgery-proof way. The security and uniqueness of the LSS digital signature bases upon the fact 
that bit values of GPS signals change every 20 milliseconds and so the resultant signature 
changes accordingly. However, current GPS receivers available on Smartphones cannot be used 
to generate such unique and trusted signatures, because these GPS receivers compute longitude 
and latitude from the received signals straightaway. Also, dedicated LSS are required to verify the 
client’s location signature. This aspect prevents that the LSS-based system can be deployed on a 
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large scale, e.g. country wide, because this requires installation of thousands of LSS for 
verification of the client’s claimed location. Thus, the LSS-based system is more suitable for 
limited areas like company premises but not for general mCommerce applications. 
 
A similar approach with global availability is Secure Authentication for GPS phone Applications 
(SAGA) [11]. In contrast to other GPS-based services, SAGA can be used to determine the 
current location using the Smartphone’s onboard GPS receiver as well as used to verify this 
claimed location. A security analysis of SAGA concluded that SAGA offers reliable and secure 
location verification, with the advantage that a GPS-based system is available worldwide [12]. 
However, to perform a verification of the client’s claimed location, the SAGA system also requires 
additional trusted signal receivers at several known locations that are used to receive reference 
signals from the satellites for comparison. This introduces further costs for installation and 
maintenance of these receivers for practical authentication in mCommerce applications. 
 
“Location cross-checking” techniques do not require additional receivers to be installed for 
location verification. Instead, location cross-checking compares the actual location of the 
Smartphone with a pre-agreed set of known points of businesses related to the registered clients 
(e.g. an ATM machine) to counter distance attacks [13]. However, location cross-checking 
requires an ongoing monitoring to track the current location of the Smartphone (to help identify 
abnormal activities or attacks to the system). This ongoing monitoring is difficult to maintain as 
Smartphones might be switched off by the client to save energy or might be used outside the 
traceable area. A further downside of location cross-checking lies in the dependence of the pre-
agreed points of businesses, which are difficult to define and maintain in mCommerce 
applications for Smartphones. 
 
“Location proofs” try to overcome the drawbacks of location cross-checking [14]. A location proof 
is a piece of data generated by a stationary sender (e.g. Wi-Fi AP) that is then sent to the 
Smartphone on request. The Smartphone stores the received proof for immediate or later use 
and attaches it to an authentication message to proof the client’s current location. An advantage 
of location proofs over location cross-checking is that the points of businesses must not be 
defined in advance. However, location proofs require trusted stationary senders instead (e.g. Wi-
Fi AP), which should not be easily susceptible to manipulation. 
 
Location proofs are also critical from a client’s privacy point a view [15]. Requesting a location 
proof discloses the client’s identity to the stationary sender, i.e. the proof issuer. This information 
could then, for example, be used to generate a location profile of the client. To overcome this 
problem, the VeriPlace architecture [15] extended the location proof concept and included two 
separated and trusted entities for managing location and identity information of the client. This 
ensures that location and identity are never available at the same time to one entity. 
 
The Privacy-Preserving Location proof Updating System (APPLAUS) [16] removed the 
requirement of stationary senders to issue location proofs. Instead other Smartphones in the 
close neighbourhood serve as location proof issuers and communicate the proof to the requestor 
via Bluetooth in a peer-to-peer approach. The benefit of APPLAUS is that no specific network 
infrastructure or specialised trusted senders are required. However, security and reliability of 
APPLAUS bases completely upon the number and trustworthy of the neighbouring Smartphones 
that issue the location proofs.Systems like APPLAUS may be adequate for low-value services 
that require a location proof, e.g. downloading a digital brochure of a museum for free if the client 
has previously visited the museum. For high-value mCommerce transaction authentication, such 
peer-to-peer architectures do not offer enough security and reliability, because the neighbouring 
Smartphones, which issue the location proofs, cannot be fully trusted. 
 
Localisation and certification services [17] are used to tag digital content (e.g. authentication 
messages) with a location and timestamp DTL-certificate (Data-Location-Time). The DTL-
certificate enables the receiver of the stamped content to verify where the content was originally 
created. To get a DTL-certificate, the client sends the hash value of the message to a localisation 
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/ certificate authority. This authority then determines the client’s location, for example via cellular 
network based positioning or Wi-Fi-based positioning (cp. section 2). The determined location 
and current time are then combined with the hash value of the message and send back to the 
client as the DTL-certificate. To ensure the producer’s privacy, the DTL-certificate does not 
include any information about the producer’s identity. Thus, only time and location of the 
generated content can be verified by the receiver of the DTL-certificate.  
 
The independent determination of the client’s location by the localisation / certificate authority 
ensures that the client actually is at the claimed location, i.e. the DTL-certificate does not base 
upon the location determined by the client. However, the DTL-certificates miss a tight binding 
between location and client. The generated DTL-certificate can be given away and used by 
others, which could undermine the authentication system, i.e. an attacker could use a stolen 
certificate to impersonate a genuine client’s location. In addition, DTL-certificates might be subject 
to malicious modifications, because the DTL-certificates have to be sent back to the client and 
are stored on the client’s phone. 

 
4. LOCATION-BASED KEYS 

Section 3 reviewed and discussed approaches that use location information as an authentication 
factor directly integrated into an authentication message to “ground” the client’s authentication 
attempt. Another possibility to use location information to enhance the security of mCommerce 
applications is to combine location with established cryptographic algorithms, i.e. message 
encryption. For example, the authenticator can encrypt his authentication messages to the client 
with a cryptographic key based on a combination of a) a client specific and pre-agreed password 
and b) a location-based key. This has the advantage in mCommerce application that an attacker 
needs to get two pieces of information (i.e. the genuine client’s password and the current 
location) to illegitimately decrypt the authenticator’s messages. 
 
The GeoEncryption concept [18] utilises this approach and uses location as a source to generate 
location-based keys for encryption of digital messages. GeoEncryption extends a classic hybrid 
cryptographic algorithm with a GeoLock functionality to ensure a secure location binding of the 
digital message. A geo-encrypted message can be opened successfully (decrypted) by a 
receiver, if the receiver's actual location is inside the required area. A general GeoLock mapping 
function, based on the estimated Position, Velocity, and Time (PVT) on the recipient is used to 
generate the message encryption and decryption key. However, the GeoEncryption concept did 
not specify a practical and secure PVT mapping function nor does it handle support of mobile and 
moving recipients, which is an important aspect of mCommerce applications performed on 
Smartphones. 
 
In the added GeoEncryption mobility model [19], the encrypted message receiver continuously 
updates the sender about his/her current location. The sender then uses this information to 
dynamically adjust the decryption area in which the receiver can decrypt the message. A practical 
mapping function for the GeoEncryption concept uses square areas [20]. This mapping function 
was then improved to cover any shape [21], which increased the precision of how the decryption 
area can be specified, i.e. the introduced decryption area error is reduced. 
 
A drawback of these mapping functions is that the generated encryption key merely bases upon 
the geographical coordinates (longitude and latitude values) of the decryption area and the used 
hash function as shown in Figure 1 [20]. If the geographical coordinates of the target region 
(decryption area) can be estimated by an attacker, because the attacker is in close proximity to 
the recipient, then the complete security of GeoEncryption lies in the secrecy of the hash function. 
If the used hash function is also known to the attacker, then the attacker is able to decrypt the 
message. To minimise this risk, the GeoEncryption keys should be combined with further client 
specific information (e.g. password or a token stored on the client’s Smartphone) that is more 
secret than the “public available” location of the client (cp. section 5). 
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FIGURE 1: GeoEncryption mapping function 

 
Time and Location Based One-Time-Passwords (TLB OTP) [22] utilises the estimated location of 
the client with the current time to calculate a TLB OTP. This TLB OTP is then used as a key to 
(de)encrypt all further communication messages between client and authenticator. Adding 
location to classical OTP schemes, which are merely time-dependent, strengthens the 
authentication security, because it is more difficult for an attacker to determine the client’s current 
location and precise time simultaneously [22]. To enhance and ensure correctness of the client’s 
location and future position estimation, the client sends periodically update information about the 
client’s current location and movement to the authenticator. 
 
The practical mapping functions for GeoEncryption also require that the recipient’s direction of 
movement is known during encryption of the message to correctly define the decryption area. To 
achieve this, the receiver also transmits periodically movement updates, which are then used to 
calculate the correct decryption area [20]. The importance of these updates can be seen in the 
example of Figure 1. The starting point of the decryption region is chosen to be at: “E04200” and 
“N91500”, and the client is assumed to travel eastwards (E) in a maximum range of 100 meters 
(i.e. location will be equal to “E04299” after 100 meters). If the client travels more than 100 
meters, a different key is produced. For example, travelling 110 meters results in “E04310” and 
hence the hashed value is completely different. A similar problem occurs if the direction of the 
client’s movement is unknown. In this case, the phone needs to move one meter westwards 
instead of eastwards (i.e. to location E04199) to produce a different key. Such precise client 
location estimation is difficult to achieve in mCommerce applications, because clients often 
change directions when using their Smartphone’s whilst on the move. 
 
The Location-Dependent Data Encryption Algorithm (LDEA) introduces a Toleration Distance 
(TD) during encryption of the messages to overcome the receiver’s movement uncertainty [23]. 
The TD shall guarantee that always the same key is generated on sender and receiver side, if the 
receiver is within the TD area. However, analyses of the LDEA showed that LDEA is not able to 
generate always the correct decryption key even if the client is within the specified TD area as 
shown in Figure 2. 
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FIGURE 2:GeoEncryption key generation function 

 
Figure 2(a) shows the process to generate the encryption key performed by the sender for the 
expected receiver’s location of: W0.99125 / N51.99573 (cp. [23] for the details of this process). A 
TD of 25 metres is used in this example. Figure 2(b) shows the same process performed by the 
receiver on his/her actual location (W0.99151 / N51.99573). These two locations (i.e. expected 
and actual) are 17 metres away from each other and therefore well within the TD of 25 metres. 
However, the integral part of the longitude values is different (660 != 661). This means that the 
decryption key will also differ and that the client is not able to decrypt the message. 
 

5. CONSIDERATIONS FOR USING LOCATION AS AN AUTHENTICATION 
FACTOR IN mCOMMERCE APPLICATIONS 

 
5.1 Restrictions of Location as an Authentication Factor 
Location as an authentication factor has restrictions compared to classical authentication factors 
(e.g. passwords, tokens or biometrics) and requirements, if location is used to generate 
cryptographic keys: 
 
1) Location of a Smartphone is “publicly” available knowledge. Location can be easier gathered 

by an attacker, which is more difficult, for example, for undisclosed password. Attackers could 
simply follow clients and use the knowledge of the clients’ whereabouts to get unauthorised 
system access, if location is the only factor used in the authentication system. 

 
2) Use of location to generate cryptographic keys needs an appropriate key-generation function 

to transfer the physical client’s location into a key. Utilising an inadequate transfer function 
can result in simple to guess location-based keys. 

 
It is important that the generated location-based key does not directly relate to the client’s 
physical location (e.g. latitude and longitude values), i.e. a key for any location should not be 
predictable from a known location / key pair. If this property is not satisfied, then: 
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1) Large areas of the earth (e.g. Arctic, Antarctic) must be eliminated from the available 
key-space area, because it is unlikely that a client is in these areas. 

2) The number of keys an attacker needs to try in a brute-force attack reduces 
tremendously, if the client’s location is approximately known. 

 

 
FIGURE 3:Maximum number of possible location-based keys 

 
3) The number of locations on earth is limited. This restricts the number of possible locations to 

be used as location-based keys, i.e. the location key-space is restricted. Figure 3 shows the 
maximum number of location-based keys possible on earth, if the earth’s surface is divided 
into a grid of equal-distance squares [24]. For a square size of one metre, 5.1*10

14
 different 

keys can be generated. This number is comparable to the number of eight character (0-9a-
zA-Z) long passwords that is 2.2*10

14
. However, depending on the technique used to 

determine the clients location (cp. section 2), the location key-space can be much less, 
because the location determination technique does not achieve such a high accuracy. 

 
5.2 Recommendations for Location as an Authentication Factor 
To use location as an authentication factor in mCommerce applications or to generate secure and 
reliable location-based keys, the following recommendations should be applied: 
 
1) The location-based keys should be determined completely independent from each other, 

without the need of any further sending of location information or movement direction to 
establish the same key on the client and authenticator side. This condition is required to 
guarantee that the authenticator can completely independently verify and consequently trust 
the claimed location of the client [25]. 
 

2) The location-based key needs to be generated with a specific location tolerance. This 
tolerance is necessary because methods to determine and verify the claimed client location 
differ in the accuracy (cp. section 2). A tolerance area should be used to handle this 
difference. 

 
3) All location-based keys outside the tolerance area need to be different to the key 

representing the tolerance area. This condition ensures that the client is actually inside the 
tolerance area and not at a different place, which may produce the same key. 

 
4) It must be ensured that the key-space of the generated location-based keys is large enough 

to minimise the risk of a brute-force attack (cp. section 4). This can be achieved, for example, 
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be combining client’s location with further authentications factors (e.g. passwords) in the key 
generation process. 

 
5) The location-based key should incorporate location information as well as further, more 

secret data (e.g. a token stored on the client’s Smartphone). This eliminates the risk that an 
attacker is able to calculate the location-based key, if the attacker knows the client’s current 
whereabouts. 

 
6) Introduction of client’s physical location into the authentication process may raise "privacy 

concern", i.e. tracking clients’ location without their consent. To overcome this concern, 
methods which preserve the client’s location privacy [26] and, at the same time, enable the 
authenticator to verify the client’s claimed location independently should be used. 

 
6. CONCLUSION 
Integration of geographical location of the client's mobile device as an authentication factor into 
remote authentication systems for mCommerce application shall enhance the security of such 
systems: 
 
1) Remote attacks are reduced, because integration of location information into the 

authentication data “grounds” the authentication attempt to a specific place. If the client’s 
location claim is then independently verified, then an attacker cannot pretend to be at a 
different place. Independent location verification is important, because the location 
determined on the phone can be manipulated. For example, the GPS receiver of the phone 
can be manipulated or an IP-address-based location determination can be fooled by using a 
proxy server. I.e., for example, a cellular network operator based localisation is used to verify 
the client’s claimed or the GPS predicted location. 

 
2) If the client’s location is combined with real-time, then remote replay attacks can also be 

reduced. Client’s authentication data can be uniquely stamped with the current time. I.e. an 
attacker cannot re-use previously gathered genuine client authentication data, because of the 
time-stamp expiry. 

 
However, the use of location also introduces requirements (e.g. client’s location privacy or limited 
location-based key-space), which need to be carefully addressed by the authentication system. 
Privacy preserving algorithms can be deployed to solve such issues. For example, the client's 
actual location is randomly projected based on the Cell-ID serving the client's mobile device. 
Research on secure and reliable integration of location information into authentication as well as 
generation of location-based key is still ongoing and needs further investigations and 
improvements to widely deploy location as an authentication factor in mCommerce application for 
Smartphones. 
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Abstract 

 

The single source shortest path problem is one of the most s t u d i e d  problem in algorithmic graph theory. 
Single Source Shortest Path is the problem in which we have to find shortest paths from a source vertex v to 
all other vertices in the graph. A number of algorithms have been proposed for this problem.  Most of the 
algorithms for this problem have evolved around the Dijkstra’s algorithm. In this paper, we are going to do 
comparative analysis of some of the algorithms to solve this problem. 
 
The   algorithms   discussed   in  this   paper   are-   Thorup’s algorithm, augmented shortest path, adjacent node 
algorithm,  a heuristic genetic algorithm, an  improved faster version of the Dijkstra’s algorithm and a graph 
partitioning based algorithm. 
 
Keywords:  Single Source Shortest Path Problem, Dijkstra, Thorup, Heuristic Genetic Algorithm, Adjacent Node 
Algorithm. 

 
 
1.   INTRODUCTION 
The single source shortest path problem can be defined as: given a weighted graph (that is, a set V 
of vertices, a set E of edges, and a real-valued weight function f: E → R), and one element s of V 
(i.e. a distinguished source vertex), we have to find a path P from s to a v of V so that 
 

 
 
is minimal among all paths connecting s to v . 
Refer figure 1. 

 
 

FIGURE 1: An Undirected Graph of 6 nodes and 7 edges 

SSSP is applied in various areas such as: 
1. Road Network 
2. Computer Network 
3. Web Mapping
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4.   Electronic Circuit Design 
5.   Geographical Information System (GIS) 
 
In all six papers [1][2][3][4][5][6], the authors have given an improvement over the Dijkstra’s 
algorithm. 

 
2. BACKGROUND STUDY AND ANALYSIS 
The Dijkstra’s algorithm makes assumption that there is no negative-weight edges in the graph G 

(V, E) : w(u, v) >0 ,  (u,  v) E. The algorithms in [1][2][3][4][5][6] also follows this assumption. 

For simplicity, we use n = |V| and m = |E| and K distinct edge lengths. 

Several algorithms have been proposed for this problem which is based on different design 
paradigms, improved data structure, parameterization and input restrictions. According to survey it 
is found that no algorithm based on the Dijkstra’s algorithm has achieved the linear time complexity 
due to drawbacks of Dijkstra’s algorithm. Dijkstra’s algorithm maintains an adjacency matrix which 
consumes n*n space in the memory. When the number of nodes (n) is very large, it is difficult to apply 
Dijkstra’s algorithm. 
 
So,  in  paper  [1],  an  algorithm  has  been  proposed  which modify Dijkstra’s algorithm to overcome 
its bottlenecks. Dijkstra’s algorithm visits the vertices corresponding to a sorting algorithm (in order of 
increasing d (v)). Since there is no linear ime algorithm for sorting problem. Unless the order of 
visiting vertices is not modified, a linear time complexity cannot be achieved.  The  performance  of  
an  algorithm  for single  source  shortest   path  problem   depends  on   the  3 attributes: 

 
      (1)  Preprocessing time: time required to construct a search structure suitable for search. 
      (2)  Space: storage used for constructing and representing the search structure. 
      (3)  Search Time: time required to find shortest path from a query source s, using the search structure. 

 
In year 2000 Thorup proposed a concept of components and using some complicated data 
structures which overcome the problem in Dijkstra’s algorithm. There are 3 interesting features of the 
Thorup’s algorithm [1]: 
(i)It contains a minimum spanning tree algorithm as its sub procedure. To achieve the linear time 
complexity Thorup used a linear time MST algorithm. 
(ii) Thorup’s   algorithm   consists   of   2   phases:   a construction   phase   which   constructs   a   
data structure suitable for a shortest path search from the given query source s; a search phase of 
finding the shortest paths from s to all vertices using the data structure constructed in construction 
phase. 
(iii)  Construction   phase   in   Thorup’s algorithm   is independent of the source, while data structures 
in previous algorithms heavily depend on the source. 
Summary of the Thorup’s Algorithm: 
Step1. Construct an MST (M). 
Step2. Construct a component tree (T) using MST. 
Step3:  Compute widths of buckets (B) to maintain the components. 
Step4:  Construct an interval tree (U) to store unvisited children. 
Step5: Visit all components in T by using B and U. Also known as search phase. 
The running time of each step is as follows: step1: O (m) time, step2, 4: O (n) time, step5: O (m+n) 
time. 
 
In year 2000, a linear time algorithm for SSSP problem [4] was proposed called an improvement over  
 
Augmented Shortest Path Algorithm.  
They proposed this algorithm for situations where no edge is unreasonably larger than the other edge 
and the ratio of maximum and minimum weights of the edges (f) of the graph is not very large. 
 
The algorithm  converts  the graph  G into an  augmented graph (Ga) in we replace every edge in 
the original graph by number of edges having equal weights and number of new edges for each edge 
in the graph is bounded. Then the shortest path tree is obtained. The major drawback in the ASP 
algorithm was that if some heavy weight edge is included in the shortest path tree ASP fails to 
perform well so an improvement is done in improved ASP algorithm [4].  
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New_Augmented_Shortest_Path (G,s) 
1. Find the minimum edge weight wmin in O(m) time from the adjacency list. 
2. for all (u,v) ε E do 
3.  inqueue [u,v] <- false 
4.  edge [u,v] <- ∞ 
5. end do 
6. d[s]<-0 
7. nowmin=∞ 
8. nextmin=∞ 
9.  nowcount = 0 
10. for all (s,u) ε  E do 
11.    enqueue (u,s) 
12.    inqueue[s,u] <- true 
13.    edge [s,u] <- w[s,u]  
14.    if (w[s,u] < nowmin) 
15.    nowmin=w[s,u] 
16.   nowcount = nowcount+1 
17. end do 
18. nextcount = 0 
19. while queue != empty do 
20.   v,p <- serve() 
21.   wv<- edge[p,v]-max(wmin , nowmin) 
22.   if w <= 0 then 
23. if d[p]+w[p,v] <d[v] then 
24. d[v] <- d[p]+w[p,v] 
25. ∏[v] <- p 
26. for all (v,u) ε E do 
27. if inqueue[v,u] = false then 
28. if d[v]+w[v,u] < d[u] then 
29. enqueue(u,v) 
30. inqueue[v,u] <- true 
31. edge[v,u] <- w[v,u]+wv 
32. nextcount = nextcount + 1 
33. if(egde[v,u] < nextmin) 
34. nextmin = edge[v,u] 
35. endif 
36. endif 
37. else 
38. edge[v,u]<-min(edge[v,u],w[v,u] 
39. + wv ) 
40. if(edge[v, u] < nextmin) 
41. nextmin = edge[v,u] 
42. endif 
43. endif 
44. enddo 
45. endif 
46.   endif 
47.   else 
48.   if d[p]+w[p,v] <d[v] then 
49. enqueue(v,p) 
50. edge[p,v] <-wv 
51. if(wv   < nowmin) 
52. nextmin = wv 
53. endif 
54.   endif 
55. endif 
56. nowcount=nowcount-1 
57. if (nowcount==0) 
58.  nowcount=nextcount 
59.  nowmin=nextmin 
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60.  nextmin = ∞ 
61.  nextcount = 0 
62. enddo 
63. Return the shortest path. 

 
This new algorithm proposes that the distance order search will advance by the maximum of w(min) 
and the minimum weight in the queue. So, the problem of larger weight edge got removed in this 
new version.  The new augmented shortest path algorithm takes O(mf/2 + n) time which is linear if 
f is not large. The space requirement is O(m+n). This algorithm proved to perform better than the 
bucket based algorithm. 

 
In year 2006, an approach was proposed by the authors of [6] to speed up the Dijkstra’s algorithm. 
An acceleration method   called   arc-flag   is   used   to   improve   Dijkstra’s algorithm. In this 
approach we follow a preprocessing of the graph to generate some additional information about the 
graph which is then used to speed up shortest path queries. In the preprocessing step graph is 
divided in the regions and checked whether an arc belongs to the shortest path in the given region. 
This preprocessing method is combined with an appropriate partitioning technique and bi-directed 
search which achieves an average speed up factor of more than 500 compared to the Dijkstra’s 
algorithm on large networks. They tested different combinations of the arc-flag method with different 
partitioning technique. 

 
They used A*, bi-directed search techniques and chosen bi- directed search because A* didn’t 
improve the speed up factor. They considered Grid, kd, Tree or METIS as the base partitioning 
method and made 11 combinations of the searching, partitioning and preprocessing techniques. They 
applied the 11 different combinations on the German road network data. Kd trees and METIS 
yields the best speed- up. Bi-directed search proved to be better than the unidirected search and 
the two level partitioning was better than the single level partitioning. The preprocessing takes O 
(m(m+n+nlogn)) time. It increases for the dense graph. 
 
In year 2007, a heuristic genetic algorithm [3] was proposed to achieve high performance. Their 
proposal starts with the initial population of candidate solution paths than a randomly generated one. 
HGA also uses a new heuristic order crossover (HOC) and mutation (HSM) to keep the limited 
search domain. 
The components required to develop HGA requires chromosome coding, initialization, genetic 
crossover operator, genetic mutation operator, and parent selection & termination rules. 

 
Summary of HGA: 
Step1: Chromosome Coding Scheme and Initialization: Chromosome Coding Scheme: 
The complete chromosome of a candidate is divided into node fields equal to the number of 
nodes in a network. Refer Figure 2. 

 

3 3 0 3 2 11 
 

FIGURE 2: Part of Chromosomal structure of a candidate path
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This structure uses the node indices and the distance weight between 2 nodes. 
N i0 = Previous (Ni) N i1 = Ni 
N i2 = dist (Ni) 
Previous (Ni) is same as the predecessor array and dist (Ni) is same as an array of best estimates of 
shortest path to each vertex in the Dijkstra’s algorithm. 

Initialization: First node of every candidate path is the source node. So each chromosome (s,s,0). 
Other entries are random nodes, covers all other nodes in the graph. 
Step2: Parent Selection, HOC, HSM and Termination: Parent Selection: 
Here, algorithm chosen for the selection is Tournament Selection Algorithm. The idea behind this is to 
pick a pair at random, compare their fitness and the fittest is selected. 
To find the fitness value we need to know the objective function (path cost). Path cost = sum of (dist 
(Ni)) where i = 1 to n. 
Using this the fitness function value is calculated as: Fitness (Chromosome) =   1   

                                                                                             Path Cost 
 
HOC: 
Here node fields are chosen as the cut points. The portion of the first parent between them is 
copied to the offspring, the rest of the offspring is selected from the second parent with the 
following conditions: 

      1. The source node fields remains at the first position in new generated offspring. 
      2. While taking other nodes from the second parent, all nodes should be included only once in the 

offspring. 
And  the  offsprings  are  evaluated  and  added  as  the  new solution path candidate. 
HSM: 
Two node fields are chosen randomly and swapped given that the source node is never mutated. 
And again new mutated chromosome is evaluated. HOC and HSM don’t generate new edges in 
any candidate path , they just adjust the initially generated nodes into a legal minimum cost path 
Termination: 
The algorithm can be terminated when the number of generation crosses an upper bound specified 
by the algorithm. With an increased number of generations, HGA converges to the optimal solution. 

 
In year 2009, an algorithm based on Dijkstra for huge data [5] was proposed. In the paper author 
has pointed out the drawbacks of the Dijkstra’s algorithm and proposed an algorithm as adjacent 
node algorithm which an optimization over Dijkstra’s algorithm. He proved that his algorithm can 
save lot of memory and is more suitable for graph with huge nodes.  The adjacent node algorithm 
makes improvement by improving the method of creating the adjacency matrix. First the number of 
the maximum adjacent nodes r is found. Then the adjacency matrix of n*r is made which is much 
smaller that n*n matrix. One more judgement matrix is made of order m*r.  The  shortest  path  is  
found  with  the  help  of  both adjacency and  judgement  matrix.  In their experiment, this algorithm 
performed 6 times better than the Dijkstra’s algorithm for the data size of 12000 nodes. 

In year 2009, a faster algorithm [2] has been proposed for SSSP problem. They have proposed an 
efficient method for implementing the Dijkstra’s algorithm with the same assumptions. In addition to it 
two  more assumption is made that : Let L= {l1,l2,........lk} be the set of distinct nonnegative edge 
weights given in an increasing order as part of the input stored as an array and the number of distinct 
edge lengths (k) is small. The author’s solution is motivated by the “gossip” problem for social 
networks. 

 
Two algorithms are proposed by the author in this paper: 

1. Simple implementation of Dijkstra’s algorithm that runs in O (m+nk) time. 
      2. Second algorithm is the modification of first algorithm by using binary heaps to speed up the 

FindMin() operation. Its running time is O( m log (nK/m) ) if nK>2m. 
Both the algorithms are identical to Dijkstra’s algorithm. The difference is that it uses some 
additional data structures to carry out FindMin() operation. The algorithm is as follows: 
Step1: 
Function INITIALIZE() 
1: S:={s}; T := V-{s}. 
2: d(s):=0;  pred(s):=.Ф 
3: for (each vertex vε T) do 
4: d(v)= ∞; pred(v)=. Ф 
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5: end for 
6: for (t=1 to K) do 
7: Et(S):=. Ф. 
8: CurrentEdge(t):=NIL. 
9: end for 
10: for each edge(s, j) do 
11: Add(s, j) to the end of the list Et (S),where lt =csj . 
12: if (CurrentEdge(t)=NIL) then 
13: CurrentEdge(t):=(s, j) 
14: end if 
15: end for 
16: for (t=1to K) do 
17: UPDATE(t) 
18: end for 

 
Step2: 
Function NEW-DIJKSTRA() 
1:  INITIALIZE () 
2:  while (T= Ф) do 
3: let r = argmin {f(t):1t K}. 
4: let (i, j) = CurrentEdge(r). 
5: d(j):=d(i) + lr ; pred(j):=i. 
6: S= S Ụ{j}; T :=T - {j}. 
7: for (each edge (j,k) ε E(j)) do 

              8. Add the edge (j,k) to the end of the list Et(S),where lt =cjk . 
 9: if (CurrentEdge (t) = NIL) then 
10: CurrentEdge (t): = (j,k) 
11: end if 
12: end for 
13: for (t = 1to K) do 

14: UPDATE(t). 
15: end for 
16: end while 

 
Step3: 
Function UPDATE(t) 
1:Let (i, j) = CurrentEdge(t). 
2: if (jεT) then 
3: f(t)=d(i)+cij 
4: return 
5: end if 
6: while ((j ε T) and (CurrentEdge(t).next != NIL)) do 
7: Let(i, j) = CurrentEdge(t).next. 
8: CurrentEdge(t)=(i, j). 
9: end while 
10: if (jT) then 
11: f(t)=d(i)+cij . 
12: else 
13: Set CurrentEdge(t) to Ф. 
14: f(t)= ∞ . 
15: end if 

 
The initialization step takes O (n) time.  The potential time taking operations are step 3 of New- 
Dijkstra and the Update procedure. In New-Dijkstra step3 takes O (k) per iteration of the while loop 
and O (nk) over all the iterations. Procedure Update is called O (nk) times and its total running time is 
O (m+nk). Iteration in which CurrentEdge (t) is not changed, running   time  is   O (nk)   and   
the   iterations   in   which CurrentEdge(t) is changed, the running time is O(m). 
So the total time taken by the algorithm is O (m+nk). 
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3. USEFULNESS OF ALGORITHMS IN VARIOUS APPLICATIONS 
Thorup’s algorithm [1] is much slower than the algorithms with the heaps as for the whole execution 
time is compared. It is very slow for SSSP due to the time of the construction of the data 
structures. Due to need of huge amount of memory and the complicated, large programs, 
Thorup’s algorithm is not useful in practice today. 
The  algorithm  in  paper  [2]  works  well  for  the  graphs having  smaller  number  of  distinct  edge  
lengths  than  the density of the graph. 
The Heuristic Genetic algorithm [3] proved to be suitable for the network of different size and 
topology.  HGA took reasonable CPU time to reach the exact solution and didn’t variate much with 
increased input size. 
The Augmented Shortest path algorithm [4] is suitable for the graphs with less value of f.  
According to author it is suitable for the road networks, electronic circuit designs etc. 
The Adjacent Node algorithm in [5] is efficient for the huge data and takes less space.  So it is suitable 
for the traffic analysis type of applications. 
The algorithm based on partitioning of graph [6] although performed better than Dijkstra’s algorithm for 
some cases but for large networks its performance is degraded than that of Dijkstra’s.

 
4. CONCLUSIONS 
In this paper it is tried to be explained- first, what are the different algorithms for the SSSP problem. 
Second, how do they perform in comparison of the Dijkstra’s algorithm. Third, which algorithm is 
suitable for a particular application or situation. 
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