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EDITORIAL PREFACE 

 
This is Third Issue of Volume Nine of the International Journal of Computer Science and Security 
(IJCSS). IJCSS is an International refereed journal for publication of current research in computer 
science and computer security technologies. IJCSS publishes research papers dealing primarily 
with the technological aspects of computer science in general and computer security in particular. 
Publications of IJCSS are beneficial for researchers, academics, scholars, advanced students, 
practitioners, and those seeking an update on current experience, state of the art research 
theories and future prospects in relation to computer science in general but specific to computer 
security studies. Some important topics cover by IJCSS are databases, electronic commerce, 
multimedia, bioinformatics, signal processing, image processing, access control, computer 
security, cryptography, communications and data security, etc. 

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 9, 2015, IJCSS appears with more focused issues. Besides normal 
publications, IJCSS intend to organized special issues on more focused topics. Each special 
issue will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 

 
This journal publishes new dissertations and state of the art research to target its readership that 
not only includes researchers, industrialists and scientist but also advanced students and 
practitioners. The aim of IJCSS is to publish research which is not only technically proficient, but 
contains innovation or information for our international readers. In order to position IJCSS as one 
of the top International journal in computer science and security, a group of highly valuable and 
senior International scholars are serving its Editorial Board who ensures that each issue must 
publish qualitative research articles from International research communities relevant to 
Computer science and security fields. 

   
IJCSS editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  

 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJCSS. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJCSS provides authors with high quality, helpful reviews that are shaped to assist 
authors in improving their manuscripts.  
 
 
Editorial Board Members 
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Abstract 
 

Information Technology Disaster Recovery Plans (DRPs) are becoming an essential component 
for any organization with IT infrastructure. However, DRPs varies in performance and cost; 
therefore, based on requirements and resources, an organization can design their DRP. 
Typically, DRPs depends on data and/or system replication, data needs to be backed up 
frequently, and a plan to restore the system to running state within the allowed time. Hence, DRP 
designer must know the needed business requirements in terms of recovery time objective (RTO) 
and recovery point objective (RPO).  Then, the appropriate technical requirements will be set. At 
the same time, the cost factor can play a role in choosing the appropriate DRP. The industry has 
a widely accepted seven-tier system of how DRP can be designed. In this work, we design and 
implement a software tool that can simulate the IT DPR systems and therefore help designers to 
design, optimize, and test their design before it is physically implemented. This tool will run a 
simulated system with DRP specific design and the designer can exercise with the system to 
show it’s RTO, RPO, and cost that can significantly improve DRP design. 

 
Keywords: Disaster Recovery, Business Continuity, RTO, RPO, Simulation. 

 
 

1. INTRODUCTION 
The disaster recovery plan (DRP): "is a documented process or set of procedures to recover and 
protect a business IT infrastructure in the event of a disaster", [1]. Therefore, it contains manual 
procedures usually performed by IT professionals and automated procedures performed by the IT 
system. Of course, minimizing manual procedures and maximizing automated procedures will 
reduce recovery time an important factor referred to as Recovery Time Objective (RTO). 
Moreover, data and system backups are typical part of any disaster recovery plan; more frequent 
backups will improve another factor which is Recovery Point Objective (RPO) which can also 
mean lost data.  

 
The lower RPO and RTO, the better the disaster recovery plan; however, the cost also goes up. 
Therefore, some organizations go for DRP for critical systems and another DRP for non-business 
essential systems. 
 
In this work, we introduce a Computer Aided Disaster Recovery Planning tools (CADRP) that will: 
 
1) Design and test: Help disaster recovery specialists test and design different plans and to 
 be able to compare them using safe simulation environment. 
 
2) Choose, compare and optimize: Help CIOs and disaster recovery specialists choose among 
 different alternatives which vary in RPO, RTO and Cost; moreover, and also DRP engineer 
 with all these choices and different technologies available in the market, especially cloud 
 services and choose the right solution wither DRaaS or Platform as a service (PaaS) or 
 system as a service (SaaS). 
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3) Research and develop: to help researchers from industry and academia to conduct research 
 affordably on CADRP platform in order to conduct quality research by using it as a virtual lab. 
 
CADRP is a software tool that will take the environment parameters and allow the DRP specialist 
or administrator with some intermediate expertise in disaster recovery planning to build a virtual 
system and a virtual disaster recovery system with some specific given specifications and 
scenario. Then, CADRP will analyze system’s components and calculate some statistics about 
the system. Moreover, CADRP will run a simulation of a system along with its disaster recovery 
system and at a certain point the system will assume that a disaster has struck and the original 
system will stop while the disaster recovery system will run and a “dynamic” analysis will be 
performed to calculate some metrics about the system including the critical factors of RPO and 
RTO. Finally, CADRP will produce a detailed report about the DRP plan. 
 
The CADRP system will also consider systems with various tier levels 1-7 which can also make it 
a valuable research tool for researchers interested to work in this area, it also support cloud DR 
solutions. 
 
In section 2, we will preview related work, disaster recovery tiers scheme, and disaster recovery 
cost analysis; next, in section 3, we preview CADRP in details; later in section 4, we will test the 
system; finally section 5 will discuss the conclusion and point to some future research. 

 
2. DISASTER RECOVERY PLAN 
In this section we will preview two aspects of DRP, the performance in DRP tier and the DRP 

cost. The choice of disaster recovery tier will have direct impact on cost. Some equations will help 

to test if DRP cost should be justified financially or not.  

 

2.1 Related Work 

Before the 1990s several disaster recovery solutions existed, however, they varied in their 
sophistication, cost and performance; therefore, by 1990 a need to categorize these solutions 
became necessary. Hence, a tier system of DRPs where established by IBM [5] and later over 
the past decades others also suggested different way of classification like Novell 4-tier system [6], 
Hitachi's system [7] also Webornatr [8] and Xiotech [9]. These schemes have similarities and 
differences; however, IBM's is the oldest and has got some acceptance in the industry. Therefore, 
when we designed the CADRP tools we considered IBM’s to be the main reference. In addition to 
that, new emerging technologies being introduced to disaster recovery challenging classical 
DRPs tier schemes [4], such as Disaster Recovery as a Service (DRaaS) provided by major 
cloud service providers will also be considered by CADRP. 
 
In searching for a research about disaster recovery simulation tools, we have found SYMIAN by 
Bartolini et. Al. which is a discrete event simulator, it basically simulates an incident happening to 
a particular application of a system to consider corrective measures [10], we have not came 
across any other tool that shall serve the purpose we are aiming at.  
 

2.2  Disaster Recovery Plans Tiers 

Table 1 below shows Share/IBM scheme, it is simple and yet flexible; this can explain its 
popularity over other schemes. Table 1, briefly explains about each disaster recovery tiers; we 
can ignore tier 0 which means that there is no DRP at all. Tier 1, is simple with minimum cost and 
can be ideal solution cost-wise for data of small and non-critical nature, it what can also be done 
at the personal level when backing up mobile phones or photo albums. Tier 2, has a little more 
readiness for recovery, a stand by system that needs to be built back with all necessary software 
installations, configuration and data restoration; therefore, RTO would be ranging typically from 
hours to days, while RPO will heavily depending on the frequency of backup (which is manually 
done at this tier). 
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Starting from tier 3, will be having a disaster recovery with more predictable RTO and RPO, 
automated backups at this level allows more frequent backups this improved RPO, also RTO 
improves with less manual work done. So, as we go to tier 4, 5 and 6. RTO and RPO improve as 
more frequent backups and more automation of the DRP are done at these tiers, at the same the 
cost gets higher. Moreover, at tier 7, is concerned with having the system mirrored with fully 
operational disaster recovery site. In case of a disaster or disruption, the disaster recovery site 
replaces the original site automatically; this significantly reduces the impact of human factor 
which usually causes significant delays in the recovery process from the prospective of RTO and 
RPO. 

 
Disaster recovery plans traditionally fall in one of the seven tiers on IBM’s7-tiers system (see 
Table 1), [4]. In these 7-tiers system RPO and RTO get lower (i.e. improves) as we go up in tier 
number. 
 

Tier Technology Description 
0 No off-site data No saved information, no recovery plan at all 
1 Data backup with no hot 

site 
Data are packed up and taken to a remote location for storage, 
also called PTAM; the "Pick-up Truck Access Method." 

2 Data backup with a hot 
site 

Same as tier 1; however, the remote site has ready 
infrastructure capable of restoring operation to the latest backup 
within hours/days  

3 Electronic vaulting Same as tier 2; however, backups are done via electronic 
vaulting, and high speed communication (no PTAM ) 

4 Point-in-time copies Same as tier3; however, data are backed up more frequently; 
thus, better estimation of data loss and recovery time. 

5 Transaction integrity This application level tier ensures that original site and backup 
site are consistent; thus, minimizing loss to zero or near zero 
level. 

6 Zero or little data loss This tier requires site mirroring, two sites working in sync  
7 Highly automated, 

business integrated 
solution 

Same as tier 6; plus the recovery process is automated; 
therefore, the system will recover itself with no or minimum 
intervention. 

TABLE 1: Share / IBM Disaster Recovery Tiers. 

 
2.3 Disaster Recovery Plans Cost 

For these DRP plans there are different kinds of cost which are: 
• The initial cost (Ci) which is the cost to establish the DRP 
• The Ongoing cost (Co) the operational overhead including human resources, hardware 
 and software 
• The cost of a disaster (Cd) the cost incurred by the incident 
• The annual cost (CT) which is the annual cost of DRP 
 
Here we overview some of the equations used in calculating the cost and study the feasibility of 
the DRP. The total annual system cost (CT) is the sum of the: Initial cost (Ci), ongoing cost (Co) 
and Cost of disaster (Cd), therefore, [4]: 
 

doiT
CCCC ++=

    (1) 
 

On the other hand, the total cost caused by disasters (Cd), is affected by the cost of an incident 
(Cλ) and the probability of a disaster happening (Pd), [1]: 
 

dd
PCC *

λ
=

                                                (2) 
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DRP Ci Co Cd CT Cλ Pd Cd Cd≥CT 

1 5k 200 1k 6.2k 100k .01 1k No 

2 19k 800 200 21.2k 1m .02 20k Yes 

3 100k 5k 0 106k 2m .03 60k Yes 

TABLE 2: Examples of Different DRPs for Different Systems. 
 

In order for a disaster recovery planner to decide if a certain DRP is cost effective the equation 
below should be true, [2]: 

 

Td
CC ≥                           (3) 

 
To clarify this, let's take those examples shown in Table 2 above. In case 1, the system will cost 
6,200$ while the disaster will cost 1,000$, therefore the chosen DRP is too expensive for the 
system. In case 2, the system will cost about the same as disaster. On the other hand, case 3 
show that the chosen DRP will save the organization 102k-60k = 42k. 

 
3. COMPUTER AIDED DISASTER RECOVERY PLANNING 

 

FIGURE 1: CADRP System’s Outline. 

Computer aided Disaster Recovery Planning (CADRP) system should accommodate disaster 
recovery system design ranging from the lowest tier (0) to the highest (7) on IBM tier system. 
CADRP should provide visual drag and drop interface. Then the system should be analyzed 
statically and dynamically (simulation). Figure 1 above shows an outline of the CADRP system. 
 
3.1 CADRP Design Overview 

In this part the DRP designer should design the original system and the DRP system and set the 
environment factors (See Figure 2): the recovery system may be absent (tier 0), or it can be a 
memory card, a hard disk, a tape like in lower tiers 1 to 3 or a server like in higher tiers 4 to 7; 
furthermore, a cloud server or storage can also be selected. Moreover, some data must be 
entered in order for CADRP system to analyze the DRP and generate correct reports (see Figure 
3), these data is mainly about the environment to determine the weight of some factors, and this 
will help for the feasibility analysis and calculating RTO. 
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FIGURE 2: CADRP Design Screen. 

 

 

FIGURE 3: Some Data Collected by CADRP. 

3.2 Simulation Engine  

This module will be responsible for simulating two systems, the original system and the disaster 
recovery system. After the system is designed, and also the appropriate parameters entered; this 
module will run a hypothetical application that will run in cycles, at each cycle the original system 
will keep processing the current transaction depending on its CPU speed, if the transaction is fully 
processed then the system will process the next transaction and the old transaction will be sent to 
the disaster recovery back up system (it can be tape, disk, server or virtual server. So, depending 
on the connection speed from the original site to the backup site sometimes there is some delay; 
in addition to that there is a speed also for tape, disk or server to process or store the coming 
transactions. There is one important assumption that must be made, is to have a sync DR or 
async  DR, each one has advantages and disadvantages, as in sync systems both systems must 
be in the same transaction, so the slower of the two systems will slow the other, while the async 
let the DR system work on its own pace, without causing the original system to wait (see Figure 
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4). On the other hand the sync DR preserves the integrity of the transaction as it will not move to 
the next one until it is processed and stored on both systems. 
 
1: int Simulate() 
2: { 
3: long i=0; //transaction processed at the 
original system 
4: long j=0; // transaction being transferred 
5: long k=0; // transaction processed at the DR 
system 
6: long cycle =0;  
7: do{ 
8:    cycle++; 
9:    Process (Orig_system, transaction[i]); 
10:   // process portion of the transaction in this 
cycle 
11:    If processed (Orig_system,transaction[i]) 
{i++,j=i}; 

12:   // if the transaction is completed, transfer it 
13:   Transfer (Speed,transaction[j]); 
14:    //transfer portion of the transaction during the 
current cycle 
15:    If transferred (transaction [j]){ j++,k=j}; 
16:    // if transaction is transferred process it at DR 
17:    Process (DR_system, transaction [k]); 
18:    If processed (DR_system,transaction [k]){ 
j++,k=j}; 
19:   // if transaction is transferred process it at DR 
20:    If (disaster_triggered) disaster =1; 
21:    } while (disaster == 0) 
22: RPO= k-i; // number of lost transactions 
23: Return (RPO) 
24: } 
 

FIGURE 4: Basic Algorithms for Disaster Recovery Simulation Engine. 

 
3.3 Static Analysis Module  

In this part CADRP will calculate the parameters which they do not go through the simulation, 
including cost, ongoing cost, storage size, RTO. The static provided system can also help 
developers by estimating the optimal cost of a certain DRP solution. 
 
3.4 Data Analysis Report 

The generated report would take the format shown in Figure 5, so the disaster recovery planner 
would have results coming simulated system  
 

 
 

FIGURE 5: The Final Generated Report. 

 

4. TESTING THE SYSTEM 
We will evaluate RPO and RTO eight cases. By testing each case on the tool (see Figure 5) and 

then running the simulation, we will see how the RPO changes when giving different solution and 

parameters. The cases tested here are: 

• Tape backup : cases 1 and 2, (tier 1, Table 1) 

• Hard disk back:  cases 3 and 4 (tier 3, Table 1 ) 

• Mirrored servers; cases 5 and 6 (tier 6, Table 1) 
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• Cloud servers; cases 7 and 8 (tier 6, Table 1) 

Here we assumed that each transaction has a fixed size of 1 Megabyte, we find that when the 

original system completed 10,000 transaction the backup system has just finished storing the 

9970
th
 transaction, this when the hypothetical disaster happens and therefore we have lost the 

last 30 transactions (about 30 Megabyte of data); so depending on criticality of the data this can 

be translated in loss of money.  

Case Disaster 
Recovery 
System 

Network 

bandwidth (mbps) 
Number of 
transactions 
before disaster 

Lost 
transactions 

Lost 
data(mb) 

RTO(minutes) 

1 Tape .25 10000 30 30 240 
2 Tape .5 10000 21 21 240 
3 Disk .5 10000 24 24 120 
4 Disk 1 10000 8 8 120 
5 Server 10 10000 2 2 0-5 
6 Server 100 10000 1 1 0-5 
7 Virtual Server 0.5 10000 20 20 0-5 
8 Virtual Server 100 10000 1 1 0-5 

 

TABLE 3: Simulation Results. 

 
In cases 5 to 8 we can notice the improvement in performance by significant reduction in RPO; 
however, connection speed is a main bottleneck when we tried low connection speed we have 
lost 20 transactions. In this simulation we can see which factor has more impact on RPO, we can 
see that CPU is important; however, the network bandwidth might be the main factor. 
 
In Table 3 above, we can also see the RTO. When calculating an RTO we assumed that there is 
a 60 minutes operating system restore and a 60 minutes configuration and 120 minutes of system 
and data restoration. Therefore, the total for worst case RTO is 240 minutes; here, we ignored 
any impact of absence of system admins during the disaster, most of the time there is logistic 
delays of traffic and other factor that can add hours or days to manual system restoration. On the 
other hand, for automated mirrored systems recovery solution the backup server the RTO can be 
within few minutes. 

 
5. CONCLUSION AND FUTURE WORK 
In this work, a computer aided disaster recovery planning tool was presented to be used in 
practice and in research. Basically, this tool will help to design a recovery plan and also to 
compare different disaster recovery plans in order to find an ‘optimal DRP’, which will shall be 
effective cost-wise and performance wise and can help show the trade-off between RPO, RTO 
and Cost. 
 
The tool will run a simulation to produce a report showing RPO, RTO, Systems cost and disaster 
cost, it will also analyze all entered data such as cost per lost megabyte and also cost of losing 
business time and use it to produce a helpful report.  
 
One limitation that needs to be worked on is that RTO is calculated using some preset 
parameters and the analysis is straight forward of applying some formulas. 
 
Suggested Future work would be to add more resolution and functionality to CADRP; for 
example, to take policy and procedures into account and to include more external environment 
factors. Also the tool can be extended to support more than one disaster recovery sites. In future, 
we plan to incorporate this tool in system courses to teach students about disaster recovery 
plans. Moreover, the system can also incorporate COBIT and ITIL business continuity maturity 
levels into CADRP’s next update [11]. 
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5. EVALUATING WATERMARKS  

5.1. Performance Evaluation Metrics 
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1) Compression Attacks
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7) Active Attacks – 
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9) Histogram Equalization attacks
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Abstract 
 
Computer Forensics is the science of obtaining, preserving, documenting and presenting digital 
evidence, stored in the form of encoded information, from digital electronic storage devices, such 
as computers, Personal Digital Assistance (PDA), digital cameras, mobile phones and various 
memory storage devices. All must be done in a manner designed to preserve the probative value 
of the evidence and to assure its admissibility in legal proceeding. The word forensics means “to 
bring to the court”.  Forensics deals primarily with the recovery and analysis of latent evidence. 
Latent evidence can take many forms, from fingerprints left on a window to deoxyribonucleic acid 
(DNA) evidence recovered from blood stains to the files on a hard drive. This paper provides a 
high-level overview on computer forensics investigation phases for both technical and non-
technical audience.  Although the term “computer” is used, the concept applies to any device 
capable of storing digital information. 
 
Keywords: Computer Forensic, Digital Evidence, Digital Forensic, Time Stamp, Computer Crime. 

 
 

1. INTRODUCTION 

In a perfect world the need for determining the activity conducted within a computer would not be 
necessary; however, this is not a perfect world and there are times when it is imperative that the 
activity of a computer be investigated. There should be a way for an individual to analyze a 
computer, in times when possible misconduct has occurred. For this reason, computer forensics, 
a newly developed area of computer science, becomes an increasingly more important aspect 
daily and will be widely used in the twenty-first century.  
 
The widespread use of computers has caused computer crimes to increase at an alarming rate. 
Computers have given criminals a new approach to carrying out their misdeeds. After a crime or 
a questionable act is suspected on a computer, a digital investigation must follow. The 
investigation is used to determine the scope of the problem. The computers investigated will 
typically be either those used to commit the crime or those which are the targets of the crime. 
 
Computer security is a vast field that touches all aspects of data confidentiality, integrity and 
availability for suitably controlling access to data.  Access control is only one of the ten domains 
of Information Systems Security categorized by the International Information Systems Security 
Certification Consortium (ISC)

 2
 which is responsible for certifying Information Systems Security 

professionals globally.  
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Out of the two aspects of security, the proactive comprises of detective, preventive and deterrent 
measures while the reactive deals with corrective, investigative, recovery and compensatory 
measures taken to guarantee a certain degree of data assurance. Most of what is studied today 
in computer security only emphasizes the proactive components. Owing to many factors, 
investigating root cause analysis and studying computer usages or file structures to determine 
exploitable trends have never been the norm in most environments.  
 
This paper introduces the reactive part of computer security otherwise called computer forensics. 
It attempts to serve as an introduction into the vast field of computer forensics. While defining 
forensic science holistically and introducing such terms as Computer Forensic Investigation 
process, digital evidence, chain of custody, event reconstruction and digital forensic process. 

 
2. COMPUTER FORENSIC DEFINED 
The term forensics derives from the Latin ‘forensis’, which meant in open court or public, “which 
itself comes from the term forum, referring to an actual location, public square or marketplace 
used for judicial and other business."  
 
Contemporary use of the word forensics, therefore, generally continues to relate to law, and has 
come to mean \scientific tests or techniques used with the detection of crime." Thus, computer 
forensics implies a connection between computers, the scientific method, and crime detection. 
Digital forensics is largely used interchangeably with computer forensics, but implies the inclusion 
of devices other than general-purpose computer systems, such as network devices, cell phones, 
and other devices with embedded systems [1]. However, largely everyone except academic 
computer science researchers use the term in connection with the law. Many computer scientists 
have simply been using the word “forensics" as a process of logging, collecting, and auditing or 
analyzing data in a post hoc investigation." Digital forensics is a branch of forensic science 
encompassing the recovery and investigation of material found in digital devices, often in relation 
to computer crime [1] [2]. The term digital forensics was originally used as a synonym for 
computer forensics but has expanded to cover investigation of all devices capable of storing 
digital data. With roots in the personal computing revolution of the late 1970s and early '80s, the 
discipline evolved in a haphazard manner during the 1990s, and it was not until the early 21st 
century that national policies emerged [1]. 
 
Digital forensics investigations have a variety of applications. The most common is to support or 
refute a hypothesis before criminal or civil courts. Forensics may also feature in the private 
sector; such as during internal corporate investigations or intrusion investigation. 
 
The technical aspect of an investigation is divided into several sub-branches, relating to the type 
of digital devices involved; computer forensics, network forensics, database forensics and mobile 
device forensics. The typical forensic process encompasses the seizure, forensic imaging 
(acquisition) and analysis of digital media and the production of a report into collected evidence. 
Carrier [2] points out that as well as identifying direct evidence of a crime, digital forensics can be 
used to attribute evidence to specific suspects, confirm alibis or statements, determine intent, 
identify sources, or authenticate documents. 
 
Beckett [3] asserts that the term computer forensics was in informal use in academic publications 
from at least 1992; however the term remained informally defined for many years.  A commonly 
cited definition of the field in Australian literature is McKemmish’s [4] definition of forensic 
computing: 
 
“The process of identifying, preserving, analyzing and presenting digital evidence in a manner 
that is legally acceptable” [4] 
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The American Academy of Forensic Sciences defines forensics as follows: 
 
“The word forensic comes from the Latin word forensic: public; to the forum or public discussion; 
argumentative, rhetorical, belonging to debate or discussion.  From there it is a small step to the 
modern definition of forensic as belonging to, used in or suitable to courts of judicature, or to 
public discussion or debate.  Forensic science is a science used in public, in a court or in the 
justice system.  Any science, used for the purpose of the law, is a forensic science.” [5]  
 
This broad definition of forensics and McKemmish’s earlier definition inform the definition of 
computer forensics given by the Scientific Working Group on Digital Evidence (SWGDE), whose 
definition is [6]: 
 
"The scientific, examination, analysis, and/or evaluation of digital evidence in legal matters." 
 
Researchers attending the first Digital Forensic Research Workshop, 2001 defined Digital 
Forensic Science as [7]: 
 
“The use of scientifically derived and proven methods toward the preservation, collection, 
validation, identification, analysis, interpretation, documentation and presentation of digital 
evidence derived from digital sources for the purpose of facilitating or furthering the 
reconstruction of events found to be criminal, or helping to anticipate unauthorized actions shown 
to be disruptive to planned operations”  
 
This broad definition reflects a change in forums in which the techniques of computer forensics 
are increasingly being applied.  While traditionally, computer forensics was exclusively targeted in 
legal forum, computer forensics is increasingly practiced in non-legal context such as corporate 
investigations, intelligence and military. 
 
The terms digital forensics, forensic computing and computer forensics are today arguably used 
interchangeably.  Historically, computer forensics and forensic computing related to the 
interpretation of computer related evidence in courts of law.  Technology however does not stand 
still, nor does language, and the meaning of the term has remained consistently under 
negotiation.  Two factors have been at play underlying this process: the changing state of uptake 
of digital technologies, and with it moves within organizations to consider governing and 
regulating the use of information technology [8]. 
 
However, many experts feel that a precise definition is not yet possible because digital evidence 
is recovered from devices that are not traditionally considered to be computers. Some 
researchers prefer to expand the definition such as definition by Palmer [7] to include the 
collection and examination of all forms of digital data, including that found in cell phones, PDAs, 
iPods, and other electronic devices. 
  
It is not just the content of emails, documents and other files which may be of interest to 
investigators but also the ‘metadata’ associated with those files [9]. A computer forensic 
examination may reveal when a document first appeared on a computer, when it was last edited, 
when it was last saved or printed and which user carried out these actions. 
 
More recently, commercial organizations have used computer forensics to their benefit in a 
variety of cases such as: 
 

≈ Intellectual Property theft 

≈ Industrial espionage 

≈ Child exploitation/abuse 

≈ Employment disputes 

≈ Economic Fraud investigations 

≈ Forgeries 
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≈ Matrimonial issues 

≈ Bankruptcy investigations 

≈ Inappropriate email and internet use in the work place 

≈ Regulatory compliance 

 
3. COMPUTER FORENSIC PROCESS 

From a technical standpoint, the main goal of computer forensics is to identify, collect, preserve, 
and analyse data in a way that preserves the integrity of the evidence collected so it can be used 
effectively in a legal case. Forensic process comprises the following phases [13]: 
 
• Collection 
• Examination 
• Analysis 
• Reporting 
 
3.1 Data Collection Phase 
The first step in the forensic process is to identify potential sources of data and acquire data from 
them. Common data sources include desktop computers, servers, network storage devices, and 
laptops with internal drives that accept media, such as CDs and DVDs, and also have several 
types of ports (e.g., Universal Serial Bus (USB), Personal Computer Memory Card International 
Association (PCMCIA) to which external data storage media and devices can be attached. 
External storage examples include [14]: 

 
o Thumb drives 
o Memory and flash cards 
o Optical discs 
o Magnetic disks. 

 
Standard computer systems also contain volatile data that is available until the system is shut 
down or rebooted. 
 
In addition to computer-related devices, many types of portable digital devices (e.g., PDAs, cell 
phones, digital cameras, digital recorders, and audio players) may also contain data. 
 
Analysts should be able to survey a physical area, such as an office, and recognize the possible 
sources of data. 
 
Once exhibits have been seized a forensic duplicate of the media is created, usually via a write 
blocking device, a process referred to as Imaging or Acquisition [10]. The duplicate is created 
using a hard-drive duplicator or software imaging tools such as DCFLdd, IXimager, Guymager, 
TrueBack, EnCase, FTK Imager or FDAS. The original drive is then returned to secure storage to 
prevent tampering. 
 
The acquired image is verified by using the SHA-1 or MD5 hash functions. At critical points 
throughout the analysis, the media is verified again, known as "hashing", to ensure that the 
evidence is still in its original state [16]. 
 
Before the analyst begins to collect any data, a decision should be made by the analyst or 
management on the need to collect and preserve evidence in a way that supports its use in future 
legal or internal disciplinary proceedings. Furthermore, a clearly defined chain of custody should 
be followed by keeping a log of every person who had physical custody of the evidence, 
documenting the actions that they performed on the evidence and at what time, storing the 
evidence in a secure location when it is not being used, making a copy of the evidence and 
performing examination and analysis using only the copied evidence, and verifying the integrity of 
the original and copied evidence [17]. 
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Some proactive measures taken by organizations to collect data for forensic purposes include: 

  
 Configuration of most operating systems (OSs) to audit and record certain event 

types, such as authentication attempts and security policy changes, as part of normal 
operations.  
 

 Implementation of centralized logging. Certain systems and applications forward 
copies of their logs to secure central log servers. 

 
 Performing regular system backups allows analysts to view the contents of the 

system as they were at a particular time. 
 

In addition, security monitoring controls such as intrusion detection software, antivirus software, 
and spyware detection and removal utilities can generate logs that show when and how an attack 
or intrusion took place. 

 
3.2 Examination 
The examination process helps make the evidence visible and explain its origin and significance. 
This process should accomplish several things. First, it should document the content and state of 
the evidence in its totality.  Such documentation allows all parties to discover what is contained in 
the evidence [16].  Included in this process is the search for information that may be hidden or 
obscured.  Once all the information is visible, the process of data reduction can begin, there by 
separating the “what” from the “chaff”.  Giving the tremendous amount of information that can be 
stored on computer storage media, this part of the examination is critical. 

 
3.3 Analysis 
After acquisition the contents of image files are analysed to identify evidence that either supports 
or contradicts a hypothesis or for signs of tampering (to hide data) [11].  
 
During the analysis an investigator usually recovers evidence material using a number of different 
methodologies (and tools), often beginning with recovery of deleted material. Examiners use 
specialist tools (EnCase, ILOOKIX, FTK, etc.) to aid with viewing and recovering data. The type 
of data recovered varies depending on the investigation; but examples include email, chat logs, 
images, internet history or documents. The data can be recovered from accessible disk space, 
deleted (unallocated) space or from within operating system cache files [9]. 
 
Once evidence is recovered the information is analysed to reconstruct events or actions and to 
reach conclusions, work that can often be performed by less specialist staff. Digital investigators, 
particularly in criminal investigations, have to ensure that conclusions are based upon data and 
their own expert knowledge [9]. In the US, for example, Federal Rules of Evidence state that a 
qualified expert may testify “in the form of an opinion or otherwise” so long as [12]: 
 
(1) The testimony is based upon sufficient facts or data. 
 
(2) The testimony is the product of reliable principles and methods. 
 
(3) The witness has applied the principles and methods reliably to the facts of the case.  
 
3.4 Reporting 
Once the computer forensic analysis is complete, presenting an understandable, defendable and 
complete report is key. The evidentiary packages produced must be complete, easy to 
understand and always explained in precise detail. The addition of relationship charts, entity 
explanations, timelines, histories and mail-thread analysis gives a clear understanding of the 
issue, as well as the players [15]. The analyst shall be able to defend the process and testify to 
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the methodologies used relating to the facts in a case, when questions start getting tough during 
expert witness testimony. 
 
When completed reports are usually passed to those commissioning the investigation, such as 
law enforcement (for criminal cases) or the employing company (in civil cases), who will then 
decide whether to use the evidence in court. Generally, for a criminal court, the report package 
will consist of a written expert conclusion of the evidence as well as the evidence itself [9]. 

 
4. CONCLUSION 
Given the enormity of task in cybercrime control and policing, the absence of dearth of trained 
and qualified computer forensics law enforcement officers, there is urgent need for the Federal 
Government to pay attention to the training of adequate EFCC and police officers in the computer 
forensic sciences to enhance effective policing of the ever increasing cyber criminals.  The 
problem is serious, particularly now that the Federal Government has passed the information 
Technology Bill and Electronic Evidence Act for this purpose. A law made but cannot be enforced 
is no law.  Cyber criminals will be forced to retreat if a large percentage of fraudsters are arrested, 
prosecuted and punished at first attempt.  It is strongly recommended that Polytechnics and 
Universities should establish Computer Forensics certificate, diploma and degree courses to 
meet the ever-increasing demand for this type of urgently needed personnel.  The provision of 
adequately qualified experts will beef up their deployment in the police and military.  This may 
well be antidote to the fast eroding confidence in e-commerce and international trade in Nigeria. 
 
In this paper, we have reviewed the literatures in computer forensics and identified the four (4) 
main phases of computer forensics investigation process: Collection, Analysis, Examination and 
Reporting.  
 
 Our future research will focus on Computer forensic Investigation Process Models, where we 
shall apply a risk based approach in computer forensic investigation. The legal aspect on 
computer forensics is an interesting area that should be further investigated [14].  Probable 
research area might be a way to categorize and approve computer forensic tools for certain 
investigations and situations?  How cross-country investigations are handled, and how are 
differences between the countries rules and regulations managed? 
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Abstract 
 
Data Envelopment Analysis is a linear programming technique that assigns efficiency scores to 
firms engaged in producing similar outputs employing similar inputs. Extremely efficient firms are 
potential Outliers. The method developed detects Outliers, implementing Stochastic Threshold 
Value, with computational ease. It is useful in data filtering in BIG DATA problems. 
 
Keywords: Constant Return to Scale, Data Envelopment Analysis, Super Efficiency, Threshold 
Value.

 
 
1. INTRODUCTION 
An ‘outlier’ is an observation that is radically dissimilar with majority of observations. It falls 
outside a cloud of normal observations. The presence of an outlier may be due to reporting 
errors. Such observations shall be corrected or removed for a valid empirical analysis and 
consequent conclusions. If an outlier arrives from the same probability distribution as others, they 
do occur with small probability. Such observations shall be carefully examined since they carry 
special information that cannot be retrieved from the normal observations. Outliers do not 
possess any item in a neighborhood of a specified radius. Detection of outliers is constituted by 
two sub problems. 
 
(i) Define inconsistency in a data set and 
(ii) To provide an efficient method to identify the inconsistent observations (outliers). 

 
2. DATA ENVELOPMENT ANALYSIS 
Data Envelopment Analysis is a linear programming technique that measures efficiency of 
decision making units. In efficiency evaluation production plans are projected onto the 
envelopment frontier determined by the most efficient observations that are potential outliers. 
Outliers elevate the frontier leading to the under estimation of efficiency scores of inefficient 
decision making units. Charnes, Cooper and Rhodes (1978) proposed a technology set that is 
based on the axioms of inclusion, free disposability and minimum extrapolation, whose boundary 
serves as envelopment frontier that admits constant returns to scale. The efficiency scores of 
interior production units are under estimated in the presence of outliers in the CCR (1978) model. 
Banker, Charnes and Cooper (BCC, 1984) extended the CCR model, whose production 
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possibility set is based on the axioms of inclusion, convexity, free disposability and minimum 
extrapolation. The extremely efficient decision making units are potential Outliers. 

  

3. DEA – Outliers 
a) Timmer (1971) was the first one to recognize high sensitivity of DEA scores when outliers 
are present, in linear programming problems. By suitably finding the threshold value, a specified 
percent of firms were removed from the reference set to arrive at output elasticities with respect 
to inputs, in the frame work of Cobb-Douglass production function (1928), with acceptable 
magnitudes. The deleted input and output plans are viewed as Outliers. The percentage of firms 
removed from the data is subjective. 
 
b) In DEA all efficient decision making units are flagged as potential outliers. The efficiency 
score of efficient firms is 100%. Andersen and Petersen (1993) suitably tailored the DEA 
constraints to assess super efficiency scores of efficient firms. Such production unit with larger 
efficiency score (input approach) is ranked better. The input super efficiency score is larger than 
or equal to unity, for such production plans. In their approach firm’s input and output vector, 
whose efficiency is under evaluation, is removed from the reference set, the assessed DMU 
being efficient. Consequently, the input vector falls below the input efficient frontier and the 
deletion pushes the frontier upwards, toward inefficient units all producing a given level or more of 
an output. Deletion of an efficient production plan from the reference set leads to the contraction 
of input sets. Such input efficient decision making unit whose deletion from the reference set 
resulted in maximum contraction of input set is the most influential observation, possibly an outlier 
(refer to the figure). The property of frontier displacement refers to efficient decision making units. 
If the input and output combination of efficient firm is removed from the reference set, for the 
same firm its production plan is projected on to the constrained frontier. If input orientation is 
pursued this score emerges to be one or more than one. Suppose the input efficiency score is 
1.5, then this score is interpreted as, that this firm will continue to be efficient in the presence of 
input expansion up to a factor 1.5. This approach can be extended in a straight forward manner to 
output and graph orientation. The super efficiency measurement above gives a single 
measurement of irregular polyhedron. The threshold value to identify outliers is due to 
subjective choice. 
 
c) Wilson (1995) identified outliers following leave-one-out approach, and the search was in 
relation to efficient frontier, under exclusively input perspective and output perspective. Wilson’s 
method requires more computational labour while his threshold value is subjective.  
 
d) Simar (2003) suggests that a production plan shall be treated as an outlier if it is sufficiently 
influential under both orientations (input and output). His threshold values to identify outliers 
are subjective. 
 
e) Tran et.al (2008) proposed a new method for detecting outliers in Data Envelopment 
Analysis. They consider the CCR-DEA formulation and the observed plans which determined the 
CCR frontier as potential outliers. Their approach depended on the intensity parameters of 
efficient firms arrived at construction of the DEA hull. With reference to CCR-DEA hull the 
intensity parameters are non-negative. If a firm is inefficient, its intensity parameter is assigned 
with a zero value by every firm, including itself. An efficient firm evaluated relatively efficient by 
itself may participate in the construction of DEA frontier for the evaluation of inefficient decision 
making units, there by possess positive intensity parameters. An efficient firm that appears the 
most with positive intensity parameter values while inefficient firms are evaluated may be viewed 
as an influential observation. For identification of outlier not only the count of positive intensity 
parameter values is important as metric but their sum can also be used as another metric. Stosic 
and Sampario de souza (2003) proposed a method which is based on a combination of a boot 
strap and resampling schemes for automatic detection of outliers, which takes into consideration 
the concept of leverage. The leverage metric measures the effect produced on the efficiency 
scores of all others DMUs, when a particular firm is removed from the data set. Outliers are 
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expected to display leverage much above the mean leverage and hence should be selected with 
lower probability than the other DMUs when resampling is performed. 
 
f) Sampario de Souza et.al (2005) defined the leverage of j

th
 DMU as, 
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kjθ is the efficiency score of k
th 

DMU based on the data set from which j
th
 DMU’s 

production plan is removed, and kθ  is efficiency score of k
th
 DMU. Based on unaltered data set, 

one can compute mean leverage, in boot strap samples choice of threshold value being 
subjective. 
 
g) Johnson et.al (2008) believed outliers are found not only among extremely efficient     but 
also inefficient observations. The leverage of an input and output observation to displace the 
frontier is chosen as a metric to identify an outlier both in efficiency and inefficiency perspectives. 
The leverage estimate is provided by super efficiency and super inefficiency score. For this 
purpose the efficient and inefficient frontiers are used, which bind the production 
possibility set from above and below, the choice of threshold value is subjective. 
 
h) Chen and Johnson (2010) formulated an alternative to the above approach. They consider 
Hull that satisfies the axioms of inclusion and convexity. The axiom of free disposability is 
withdrawn, on which the convex Hull is built. The methodology developed to identify outliers is 
similar to the super efficiency evaluation proposed by Andersen and Petersen (1993). The 
leverage of a DMU to contract the production possibility set while its input vector and output 
vector are removed from the reference technology determines  if the DMU under evaluation is 
outlier or not. Removal of free disposability axiom, removes the weak efficient subset of the DEA 
production possibility set from the reference technology, overall boundary shift attributed to an 
efficient decision making unit serves as a metric to classify it as an outlier or not. The threshold 
value is subjective and the method involves greater computational labour. 

 
4. NEW METHOD- ITS MERITS OVER OTHER METHODS 
The proposed study is an attempt to identify outliers in a scenario that there are n production 
units combining m similar inputs to produce s similar outputs. The production units may be 
profitable or non-profitable organizations. The input and output vectors of the production units 
spin  a production possibility set under the axioms of inclusion, free disposability, closure under 
ray expansion and contraction and minimum extrapolation. The production units can be 
decomposed into four disjoint sets constituted by, (i) extremely efficient, (ii) efficient, (iii) weakely 
efficient and (iv) inefficient. The surface of the pp set is spun by the extremely efficient ones. All 
the extremely efficient firms constitute the reference technology of production process. If the input 
and output vectors of an extremely efficient firm is deleted from the reference technology then the 
production possibility set experiences contraction. The new pp set is a subset of the original pp 
set. An inefficient firm’s input and output vectors deletion leaves the pp set intact. The potential 
outliers are the extremely efficient firms. An important direction in the attempt to identify outliers is 
suggested by Andersen and Petersen (1993) through their super efficiency measurement 
problem. Their approach reveals such extremely efficient firm with the largest (smallest) super 
efficiency score under input (output) orientation is certainly an outlier. In this method for 
identification of outliers, a threshold value needs to be specified which is subjective. Further, 
super efficiency score provides one measurement of an irregular polyhedran that accounts for 
contracted region. When an extremely efficient firm’s input and output vectors are deleted from 
the reference technology, for some inefficient firms, their efficiency scores will increase and for 
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the remaining inefficient firms, their efficiency scores would be intact. The increments of 
efficiency-scores of inefficient firms provide additional measurements of contracted region 
embedded in an irregular polyhedron. These additional measurements combined with the 
difference between the super efficiency score and unity provides a means to obtain statistically 
based threshold value that facilitates outliers identification. The various methods of outlier 
identification outlined in the review suffer from subjective threshold value and heavy 
computational labour. The merits of the new method are that the threshold value is 
statistically determined, requires least computational labour. This method is of immence 
use in data filtering in problems that constitute inputs and outputs with a monotonic 
relationship between inputs and outputs, particularly useful in BIG DATA problems. 

 
4.1 Data Envelopment Analysis-Constant Return To Scale-Outliers 

Charnes, Cooper and Rhodes (1978) proposed a fractional programming problem to measure 
technical efficiency of decision making units. Applying Charnes and Cooper transformation, this 
problem can be transformed into a linear programming problem. Under input perspective the 
optimal solution not only assigns a technical efficiency score to each decision making unit, but 
provides such scores to its peer DMUs that are based upon the input and output weights of the 
decision making unit for which the CCR-DEA problem is solved. 
 

Let 
, ,

;
ij rj

x i I y r S∈ ∈  be the inputs and outputs of the decision making unit j J∈ . For j=0, the 

following CCR problem is solved: 
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For efficient decision making units 
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0
δ =1 and the corresponding slack is zero    for 0j J= ∈
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The potential decision making units are the efficient ones. Solving the above problem for each 
decision making unit, efficient firms can be identified. These firms are potential super efficient. To 
assess super efficiency of extremely efficient decision making units. Andersen and Petersen 
(1993) formulated an input oriented envelopment problem. 
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i) The super efficiency problem is solved for the extremely efficient decision making units. 
ii) Super efficiency score measures the ability of an extremely efficient decision making unit to 

remain efficient in the event of further radial augmentation of inputs upto some degree. 
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iii) Under constant return to scale frame work the super efficiency problem is always feasible if 
input and output values are positive. 

iv) Super efficiency score reveals the ability of the firm to contract the production possibility set. 
v) The dual of the above envelopment problem is, 
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 The optimal solution of (1) is a feasible solution of (2). Therefore, 
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Problem (1) and (3) can be equivalently expressed as, 
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Applying Charnes and Cooper transformation problem (4) and (5) can be reduced to (1) and (3) 
respectively. 
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Every feasible solution of program (4) is a feasible solution of (5). If ( ),v u  and ( ),v u  are optimal 

solutions of (4) and (5) respectively, then we have, 
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FIGURE 1: Unit Output Isoquant. 

 
In the figure above first and second input requirements to produce unit output are measured 
along horizontal and vertical axes respectively. The input isoquant is determined by the extremely 
efficient firms A,B and C. the firms D,E and F are inefficient for which the firm B is an efficient 
peer, solving problem(1) for firm B, its standard efficiency score and cross efficiency scores for 
the remaining decision making units can be obtained. The cross efficiency scores are as 

follows:

' ' '

, ,
OD OE OF

OD OE OF
. Such efficiency scores of a firm evaluated with other firm’s efficiency 

scores are called cross efficiency scores. 
 
Solving the super efficiency problem (3), super efficiency scores for firm B and cross efficiency 
scores for other firms can be obtained. The cross efficiency scores of other firms are, 
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The area of the triangle ABC measures the contraction of the production possibility set. The super 
efficiency score of B, provides one measurement of contracted production possibility set, 

'

1
B

OB
d

OB
= −  that lies between zero and one. 

B
d gives a measurement of production possibility set contraction. 
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Define 
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,D Ed d  and 
F

d are also measurements of contraction of the production possibility set. We take 

average of all these measurements to arrive at a more meaning full measure of contraction. 
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The above arithmetic mean gives rise to a Student t-test, in which d is tested against zero, if 

sample size is small 

B
B

B

d
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s
η

=  follows Student’s t-distribution with 1
B

η −  degrees of freedom. 

If
B

B

s
d tα

η
≥ , then firm B is an outlier, where α  is the level of significance. 

If there are other decision making units that are inefficient and for which firm B is not an efficient 
peer, for such firms problems (1) and (3) assign the same efficiency scores, so that their 
deviations vanish. 
 
(i) For outlier determination a threshold value is needed, whose choice often subjective. This 

method provides a threshold value 

B

s
tα

η
 that is statistically determined which depends upon 

the level of significance. 
(ii) Further, this method need not choose every extremely efficient decision making unit as an 
outlier. 
(iii) It is a common practice to identify large super efficient firms as outliers, ‘how large’ is a 
subjective matter. 
(iv) For the identification of an outlier this method uses not only the super efficiency scores, but 
also the potential improvements of efficiency of inefficient decision making units. 

 
5. FUTURE RESEARCH DIRECTION 
Economic data often are subjected to returns to scale. Returns to scale may be constant, 
increasing or decreasing. The present study assumes constant returns to scale. The super 
efficiency problems are always feasible, if input and output values are positive and returns to 
scale are constant. However, if return to scale are either increasing or decreasing it is likely that 
for some extremely efficient firms their super efficiency problems are infeasible. A natural 
extension of the present study is identification of outliers, suitably fine tuning the super efficiency 
problems to be free from infeasibility, in the presence of non-constant returns to scale. 
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Abstract 
 

There are two causes of latency in mobile handover: the move detection latency and registration 
latency. This delay is inherent in the round-trip incurred by Mobile IP as the registration request is 
sent to the home agent and the response sent back to the foreign agent. Throughout the time 
between Mobile Node (MN) leaving the old foreign network (oFN) and Home Agent (HA) 
receiving the MN registration message, HA does not know MN's latest Care of Address (CoA), 
and therefore it still forwards the packets destined for MN to the old foreign network. These 
packets will be discarded and lost. 
 
This paper present an improved link layer mechanism with Location information Provider. Global 
position systems GPS used to assist FMIPv6 for fast handovers and reduced packet loss during 
handover. We introduce a new link layer combined with Location information Provider signalling 
in this algorithm accordingly. Further, we report the implementation details performed through 
simulations. 
 
Therefore, link layer information and Location information Provider allows an MN  and FAs to 
predict the loss of connectivity more quickly than the L3 advertisement based algorithm. The 
simulations evidence performance improvements in terms of latency and packet loss. It is also 
shown that by enabling Location information Provider inside the FA discovery method and 
improving link layer event services, an MN can be well prepared for handover and perform faster 
movements. 
  
Keywords- Mobile IP, Link Layer Information, Global Position Systems, Fast Handover, 
Handover Latency, Packet Loss. 

 

1. INTRODUCTION 
The primary purpose of IP is to keep data packets delivering between hosts in the Internet. 
Mobile IP is an Internet standards protocol, proposed by the Internet Engineering Task Force 
(IETF), which enhances the existing IP to accommodate mobility [1, 2]. 
 
The most important functions in mobile IP is the addressing. Because host in the Internet must 
has a unique IP address, which species its location. Such an address consists of a network 
address and a host address. Mobile IP allows a MN to communicate with other nodes after 
changing its link-layer point of attachment from one Access point to another without changing the 
MN’s address [2,3]. The MN perform handovers between access Points while still using the 
preserving IP Address. Therefore, packets may be routed to it using this address regardless of 
the MN’s current point of attachment to the Internet [1,4]. 
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Mobile IPv6 [1] is a protocol proposed to develop as a subset of IPv6 to support mobile 
connections; Mobile IPv6 allows mobile nodes to change their point of attachment whilst not 
breaking existing application sessions. Each MN is always identified by its home address, 
regardless of its current point of attachment to the Internet. While situated away from its home, a 
MN is also associated with a Care-of-Address (CoA), which provides information about the MN's 
current location. Packets destined to the MN's home address are transparently routed to its CoA. 
When the MN changes its point of attachment to the Internet, a handover occurs. The handover 
mechanism provided in the Mobile IPv6 causes latency, which makes the MN unreachable for a 
period of time [16, 17]. 
 
The protocol allows IPv6 nodes to cache the binding of a MN’s home address with its CoA, and 
then to send any packets destined for the MN directly to it at this CoA. MIPv6 offers a solution to 
solve the IP mobility, but due to intolerable high data lost rate and long handover latency. A new 
protocol, called Hierarchical Mobile IPv6 has been proposed by the RFC 4140 [3] document, 
which spread out Mobile IPv6 to allow for both micro mobility and macro mobility handling. 
Hierarchical Mobile IPv6 (HMIPv6) proposal suggests a Mobile Anchor Point (MAP) to act as a 
local HA to reduce signalling delays in handovers. However, the handover delays still remain 
unacceptable for some applications. 
 
When a MN changes its point of attachment to the network, it moves from one network (Old 
network) to another new network and this process is known as handover. During the handover 
process, the MN usually has disconnected from the old network before connecting to the new 
network and thus there is a time when the MN has lost connectivity to the Internet. During this 
period time, it cannot send or receive IP packets to maintain existing application sessions, 
because of the link switching delay and this time period known as handover latency, it is the 
primary cause of packet loss.  
 
The latency due to a handover using basic MIPv6 is directly proportional to the minimum round-
trip time necessary for a binding update (BU) to reach either the home agent (HA), the 
correspondent node (CN) or old location in case forwarding from old location is allowed. The 
interruption time starts in the moment that the mobile node (MN) does not listen to the old location 
anymore and finishes when the first packet arrives via the new location either from the HA, CN or 
old location [2].Therefore, these packets may be lost and need to be retransmitted [3, 4]. 
 
There are two causes of latency in mobile handover: the move detection latency and registration 
latency. This delay is inherent in the round-trip incurred by Mobile IP as the registration request is 
sent to the home agent and the response sent back to the foreign agent. Moreover, there is a 
high Mobile IP handover delay because of the agent discovery and registration periods, 
eventually Mobile IP handover can cause significant performance degradation, especially in 
large-scale mobility environments. Mobile IP can use link layer information to force a handover to 
a new access network before any mobility at the network layer detected [2]. The Handover 
decisions based on movement calculation eliminate the need to wait for beacon signals from 
other FAs. In this paper, we propose the use of link-layer information combined with the global 
position systems (GPS) in every FA (Location Information of FAs) that can detect the direction of 
the MN to the new network agent. The link-layer trigger and the Location information of FAs 
enhance the overall performance of the Mobile IP handover [9]. 

 
2. MOVEMENT DETECTION 
Movement detection is one of the most important operations performed by the MN, because it is 
used to discover the handover. To achieve this goal the MN will use any mechanism to detect its 
movement from one link to another. The Standard movement detection mechanism defined in 
Mobile IPv6 uses services defined in IPv6 Neighbor Discovery. Additional information provided by 
other mechanisms can be used besides the one provided by the standard mechanism in order to 
facilitate the movement detection [2]. The movement of the MN can be detected by using 
Location information that install inside all FAs. Therefore, FAs can discover the direction of the 
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mobile node and the address of the new foreign agent that MN will move. This will reduce the 
delay of the registration [10]. 

 
3. HANDOVER LATENCY 
The Handover latency is the most important issue in mobility network. It refers to the ability of the 
network to allow a call in progress to continue as the MN continues to travel and change its point 
of attachment. The handover refer to the time between the reception of the last packet through 
the old FA (oFA) and reception of the first packet through the new FA (nFA) [5, 6, 7]. During this 
time the MN, start disconnecting from the old network and start new registration with the new 
network while packet still forwards to the old network; these packets will be discarded and lost. 
The packet losses could cause impossible disruptions for real-time services, degrade the QoS 
and lead to severe performance deteriorations of upper layer protocols, especially when the 
handover is frequent and the distance between MN and the HA is great [ 8,9,10]. 
 
In general, handover can be classified as either proactive or reactive. Proactive handovers utilize 
link layer triggers to support the MN in determining that a handover is about to happen and 
establish packet flow to the target access point prior to the handover event, i.e. requires link layer 
coupling. This covers a hybrid of mobile assisted and mobile controlled handover types. Reactive 
schemes only follow the base mobile IP movement methods [13]. 

 
4. LINK LAYER INFORMATION AND LOCATION INFORMATION PROVIDER 
The main reason to use the link layer to improve the handover delay and packet lost. This can be 
achieved by providing the information of the link layer; the MN can predict its connectivity more 
quickly than Network Layer advertisement-based algorithms. Therefore, it used this information to 
predict the breakdown of the link layer before is broken. This facilitates the execution of the 
handover, and the elimination of the time to detect handover. [11,12]. 

The Location information Provider built inside of FAs is now being used in most of the mobile 
networks to determine the location of any FAs address.  GPS is used in different areas and is 
becoming more commonly used because it is integrated in various devices. Moreover, it can also 
be used in MN and other wireless access devices to facilitate good handover due to its accurate 
location-trace [18]. 

Building Location information Provider in the MN and FAs means the MN and FAs are able to 
track the position constantly. By using L2 and Location information Provider in MN and FAs, it is 
possible to decrease latency and packet loss. Handover decisions based on movement 
calculation remove the need to wait for beacon signals from other FAs and to discover handover 
target areas in advance. The link layer and GPS information Provider used in this paper to reduce 
the delay and Packet lost [20]. 

5. RELATED WORKS 
In the past few years, different proposals have been presented to minimize the handover delay in 
Mobile-IPv6 networks. Many of the proposed methods require modification of the Access Routers 
(ARs). Two slightly different handover solutions using multicast routing are presented in [7] and 
[8].  
 
The Post-Registration proposal involve Link layer [L2 triggers]. [15] The handover method is 
based on a network-initiated model of a handover, which does not require any MN involvement 
until the actual Layer 2 (L2) connection with the new Foreign Agent (nFA) is completed. Such a 
trigger is a signal related to the L2 handover process. Two types of triggers can be received: a 
source trigger at the oFA (L2-ST) and a target trigger at the nFA (LS-TT). The first trigger that is 
used is an early notice of an upcoming change in the L2 point of attachment of the MN, referred 
to as anticipation trigger. A second trigger, the Link Down trigger (L2-LD), indicates that the L2 
link between the MN and the oFA is lost. The Link Up trigger (L2-LU) occurs when the L2 link 
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between the MN and the new FA is established. A trigger initiated at the old FA is referred as a 
source trigger and a trigger initiated at the new FA is referred as a target trigger. 
 
This approach uses Bi-directional (BET) edge tunnels to perform low latency change in the L2 
without the MN involvement.  A handover occurs when the MN moves from the oFA, Where the 
MN performed a Mobile IP registration to nFA. The MN delays its registration with the nFA, while 
maintaining connectivity using the BET between the oFA and nFA. 
 
The other proposal is Pre-Registration [15], realizes an anticipated L3 handover. This handover 
method allows the MN to communicate with the new Foreign Agent (nFA) while still connected to 
the Old Foreign Agent (oFA). This way, the MN is able to pre-build its registration state on the 
nFA prior to an underlying L2 handover.  
 
The network assists the MN in performing an L3 handover before the L2 handover is completed. 
Both the MN (mobile-initiated) and the FAs (network-initiated) can initiate a handover. A mobil-
initiated handover occurs when the L2 anticipation trigger is received at the MN informing it that it 
will shortly move to the nFA. The L2 trigger contains information such as the nFA’s IP address 
[14]. 

 
The standard Mobile IPv6 procedures have to deal with the same handover latency problem as 
Mobile IPv4. In [3], Koodli species a protocol to improve handover latency in Mobile IPv6 as [2] 
does for Mobile IPv4.The Fast Handover method is an extension proposed for Mobile IPv6 and 
resembles a combination of Pre-Registration and Post-Registration. The Fast handovers for 
Mobile IPv6 [FMIPv6] Handover can be either Network-Initiated or Mobile-Initiated, depending on 
whether one of the ARs or the MN initiates the handover. The two main possibilities are router 
discovery performed by MN on Layer 3 and a link-specific event (L2 trigger) occurring in the MN 
or in the network. In [8], HMIPv6 a proposal suggest to an extension to Mobile IPv6, which aims 
to reduce the amount of signalling between the MN and its CNs during a handover, and to 
improve the performance in terms of handover speed. 
 
In an IETF draft, which expired in April 2006 [19], Jung et al. propose a combination of the Fast 
Handovers and Hierarchical Mobile IP extensions to Mobile IPv6. The scheme is called Fast 
Handover for Hierarchical Mobile IPv6" (F-HMIPv6). The MN enters a new MAP domain, it first 
performs the HMIPv6 registration procedures with HA and MAP. Later, when the MN moves from 
a PAR to a NAR within the MAP domain, it will follow the local Binding Update (BU) Procedure of 
F-HMIPv6. During the handover, data packets sent by CNs will be tunneled by the MAP toward 
the NAR via a bi-directional tunnel, similarly to the FMIPv6 procedure. Optionally, the MAP may 
start bi-casting packets to PAR and NAR simultaneously. It should be noted that no bi-directional 
tunnel is established between PAR and NAR. 

6. PROPOSED ALGORITHM 
The Predictive handover for FMIPv6 (P-HMIPv6) provides a different approach for resolving the 
timing ambiguity problem. Link layer information such as signal strength is continuously available, 
providing important information about the availability of new links, and the FAs will use the 
location information’s of MNs and all neighbours (FAs) to facilitate handover. Therefore, the 
handover can be predict in advance before MN moves out of the coverage area of the oFA. The 
main idea behind the proposal is to apply link layer information and Location information of the 
FAs to predict a breakdown wireless link before the link is broken. The use of Proactive will 
significantly reduce handover latency and reduces packet loss in handover. 
 
The proposal will consider the handover to start when it is predict that the link layer association to 
the oFA will lost. The handover will completed when the registration reply message received from 
the HA to the MN. Figure 1 describes the overall P-Mobile IP protocol message flow. 
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FIGURE 1: P-Mobile IP Protocol Message Flow. 

1. The handover process starts when the MN become leavening the oFA and entering the 
overlap area between nFA and oFA. 

2. The Foreign Agent receiving an L2 trigger informing that MN is about to move from oFA 
to nFA. 

3. The oFA provided location information for nFA include MN home Agent address and that 
include by oFA, which include the direction that based on Layer 2 information. 

4. The oFA sends a handover Initiation (HI) message containing the MNs home Agent 
address. 

5. The nFA sends a handover Acknowledgement (H-Ack) message to oFA. 
6. Tunnelling then establish between oFA and nFA.  
7. The oFA will forward all packets received through the tunnel to the nFA. 
8. MN then will receive fast acknowledgment (FB-Ack) via nFA. 
9. The nFA will buffer packets that received from the oFA, and this packets will forwarding 

after the MN send FNA message to ask nFA to forward all buffered packets,   

7. SIMULATION SCENARIO and CONFIGURATION 
In this section, we evaluate the performance proposed for the FMIPv6 using the link and location 
information algorithm. We compare our algorithm against a Mobile IPv6 and Mobile IP  We 
assume that the MN on area (A) and start handover to (B or E) the area for the overlapping is 
25m, the Handover decisions based on movement calculation eliminate the need to wait for 
beacon signals from other FAs and also to discover handover target areas in advance.  

We use network simulator CIMS NS-2 version ns-allinone-2.31 as a simulation tools in order to 
simulate FMIPv6 handover [21, 22]. The simulator is modified to emulate IEEE 802.11 infra-
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structured behaviours with multiple disjoint channels. This modification forces L2 handover 
operations, where stations only receive data packets via one FA at a time.  
 
The network features three MNs connected to it; the first will move sequentially from oFA to nFA, 
starting at overlap of the nFA1, performing handovers at a rate of a 30 handovers/min. In each 
test, the MN1 will be the receiver of a CBR or FTP traffic source, generating either UDP or TCP 
packets. This traffic originates from the CN1 outside the network, or inside the domain from CN2. 
All presented results are taken as the average of multiple independent runs, coupled with a 95% 
confidence interval. The best possible handover point occurs at position A, as shown in Figure 2.  

 

FIGURE 2: Overlapping Coverage Area. 

8. PERFORMANCE ANALYSIS and EVALUATION 
In our simulation, we use a 500m × 500m and a 1000m × 1000m area with a 3 to 7 MNs [5, 11]. 
The network bandwidth is 2 Mbps and the medium access control (MAC) layer protocol is IEEE 
802.11 [19]. The packet size is 10p/s which will generate enough traffic when we increase the 
number of connections for example at 40 connections of source-destination pairs, it will generate 
400 packets per second for whole scenario. Other simulation parameters are shown in Table1. 
These parameters have been widely used. 

TABLE 1: Simulation Parameters. 

Simulation parameter Value 

Simulator Ns-allinone-2.31 

Network range 600m×600m and 
1000m×1000m 

Transmission range 25m 

Mobile  nodes 3 and 5 

Traffic generator Constant bit rate 

Bandwidth 2Mbps 

Packet size 512 bytes 

Packet rate 10 packet per second 

Simulation time 750s and 1100s 

 



Mahmud Mansour & Mohamed Alnas 

International Journal of Computer Science and Security (IJCSS), Volume (9) : Issue (3) : 2015                 180 

Figure 3 and 4 showing the relation between the handover latency and packet loss, as we 
observe that the P-FMIPv6 performs better in terms of handover latency and packet loss 
compared to the others, although the fast handover protocol is proposed and design to minimize 
the latency and the packet loss during a handover while the worst case observed Mobile IP and 
Mobile IPv6. 
 

 
 

FIGURE 3: Impact of Handover Latency. 

 
We observe in figure 4, that the number of packet loss increase with increase of CN, the P-
FMIPv6 showing better performance comparing to the wars case of MIP and MIPv6. 
 

 
 

FIGURE 4: Impact of Packet Loss. 

 
The overall throughput graph showing in Figure 5. The figure shows that as the number of 
sending rate increase the throughput increase. The P-FMIPv6 performs better than all other 
proposal. The reason for the throughput increase is that more packets are sent overall, although 
the number of packets lost increase as the sending rate increase. The P-FMIPv6 slightly performs 
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well compared to the other three proposals. We can see that at rate of 10 the MIPv6, FMIPv6 and 
P-FMIv6 very close.   
  

 
 

FIGURE 5: Throughput Versus Rate. 

 
Obviously, the loss in the buffer increases when the buffer size is increased. The number of 
packets lost depends both on the size of the buffer used to store packets for potential handovers 
and the sending rate as seen in figure 6. The number of packets lost increases for Mobile IP 
since no buffer is used and increases as the sending rate increase since more packets are sent, 
while MN is unable to receive them during handover. While on the other hand, the number of 
packets lost decreases as buffer size increase for P-MIPv6 and FMIPv6. 
 

 
 

FIGURE 6: Packet Loss vs Buffer Size. 
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The result graph shows the uplink of MN to CN transmission behaviour with sixe handover in unit 
time of all four schemes. The result graph shows the transmission bit rate of each handover 
protocol. The MIPv6 and Mobile IP receive less data than other schemes because their time 
period take to finish the registration, while the FMIPv6 and P-FMIPv6 shows the highest 
transmission rate.   

 
 

FIGURE 7: Handoff Behaviour. 

9. CONCLUSION 
In this paper, we developed and analyzed the proposed scheme of the P-Mobile IPv6 handover 
using link layer and location information scheme. The performance study in this paper indicate 
that the use of link layer and location information helps to minimize packet loss and improver the 
throughput.  In our scheme, we analysed the performance by simulating the proposed scheme in 
ns-2 to get fast mobile handover for FMIPv6. 

We then compared the experimental results with the results of the Mobile IP and Mobile IPv6 and 
FMIPv6. The performance study in this paper indicates that the use of link layer information with 
location information helps to minimize packet loss and improve the throughput of Mobile IP 
handover. We have seen that the starting point for packet loss could happen in two ways: first, 
packets may get lost in the oFA when the forwarding buffer overflows and secondly, packets may 
get lost in the nFA when, upon their arrival, the ReRep from the HA has not arrived in the nFA. 
The first reason for loss may be avoided by appropriately dimensioning the forwarding buffer. 
This buffer should be able to store arriving packets at least during a time equal to the delay on the 
nFA and oFA path. The second loss is more difficult to deal with. It is determined by the 
difference between the delays of the paths oFA, nFA and nFA, HA.  
 
In addition, we evaluated the impact of L2 setup on different performance measures of Mobile IP, 
together with handover latency, packet loss and throughput. The simulation results show that P-
Mobile IPv6 handover latency is not too sensitive to L2 setup latency and beacon periods 
compared to the other schemes of Mobile IP. Moreover, P-Mobile IPv6 can achieve a fast and 
seamless handover if MN’s moving speed is not too high, but is within reasonable limits. 
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