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Abstract

Many organizations employ data warehouses and knowledge management systems for decision support activities and management of organizational knowledge. The integration of decision support systems and knowledge management systems has been found to provide benefits. In this paper, we present an approach for building modern decision support systems that integrates the data warehouses and organizational memory information systems processes to support enterprise decision making. This approach includes the use of Scenarios for capturing tacit knowledge and ontology for organizing the diverse data and knowledge sources, as well as presenting common understanding of concepts among the organizational members. The proposed approach, which we call Organizational Memory and Knowledge System approach, is expected to enhance organizational decision-making and organizational learning.
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1. INTRODUCTION

Individuals in organizations have to make on-going decisions. In view of the complexities of decision-making, organizations provide Decision Support Systems (DSS) to enhance the decision making process. Hence, DSS are critical in the daily operations of organizations.

Data warehousing has become an integral component of modern DSS. The data warehousing infrastructure enables businesses to extract, cleanse, and store vast amounts of corporate data from operational systems which, when queried, can provide answers to the questions posed by decision makers. On-Line Analytical Processing (OLAP) is used heavily by Data Warehouses to make aggregate queries to answer domain specific questions. In addition, OLAP, data mining, and other knowledge discovery techniques are used to establish relationships existing in the data that reside in the warehouse repository. These relationships are used to create, access and reuse knowledge that supports decision-making[ HYPERLINK "DOL98" 1 ].
Modern DSS require that various types of knowledge are captured and used in decision-making\[. More so, the importance of tacit knowledge in the knowledge management domain has received great attention\[ HYPERLINK \l "Bus00" 3 \]. Tacit knowledge is valuable organizational knowledge, which resides in the minds of individuals. These persons build up their knowledge by working on the job over extended periods of time. The organization is limited in its ability to leverage this expertise as much as this knowledge remains personal to the individual.

Repeated studies have documented that tacit knowledge can be articulated, captured, and represented\[ HYPERLINK \l "Gra97" 5 \],\[ HYPERLINK \l "Rag96" 7 \],\[ HYPERLINK \l "Gol90" 9 \]. However, the traditional data warehouse does not possess capabilities to acquire, store, and use tacit knowledge\[ HYPERLINK \l "Bus00" 3 \]. Researchers have indicated that integrating knowledge processes and decision processes would enhance decision-making\[ HYPERLINK \l "Nem02" 11 \].

In this paper, we present an approach for modern decision support systems that combine features of data warehouses and organizational memory information systems to form an Organizational Memory and Knowledge System (OMKS) that supports enterprise decision-making. This approach includes capturing tacit knowledge and uses ontology as the metadata for organizing the diverse data and knowledge sources, as well as presenting common understanding of concepts among the organization's members. This approach is expected to enhance organizational decision-making and organizational learning. Other benefits of integrated decision support system such as a data warehouse and an organizational memory information system include real-time adaptive decision support, support of knowledge management activities, facilitation of knowledge discovery and efficient ways of building organizational memory\[. We discuss the theoretical foundation for the approach and explain how it meets the requirements for the foundational data warehouse architecture and organizational memory information systems.

The organization of the paper is as follows. In section 2, we review the decision making process, data warehousing, Organizational Memory Information Systems (OMIS), and the knowledge conversion processes. Following, we present and describe our proposed approach of modern DSS that integrates functional features of data warehousing and OMIS. This is done using Scenarios to facilitate the acquisition, storage, use and sharing of tacit knowledge and Ontology for metadata specifications. In Section 4 we discuss the implication of this novel approach for practice and research. Finally, we conclude the paper with suggested future research directions.

2. THEORETICAL BACKGROUND
We draw on several theoretical foundations in proposing the approach for building modern decision support systems. In the following, we present the diverse theoretical foundations that include the decision-making and decision support systems, data warehouse, organizational memory information systems, integrated process management, and the knowledge spiral.

2.1 Decision Making and Decision Support Systems
The works of Gorry and Scott Morton\[ HYPERLINK \l "Gor71" 14 \],\[ HYPERLINK \l "Bon81" 16 \],\[ HYPERLINK \l "Spr82" 18 \], define the conceptual and theoretical foundations of decision support systems (DSS). Coined by Gorry and Scott Morton\[ 15\], decision support systems are motivated by decision making, as opposed to systems supporting problem or opportunity identification, intelligence gathering, performance monitoring, communications, and other activities supporting organizational or individual performance. Using Simon’s\[ HYPERLINK \l "Sim55" 19 \] classical four phases of the decision-making process (intelligence, design, choice, and implementation and control), a typical DSS concentrates on the design and choice phases\[20\].

Modern DSS are, however, called to support all the phases of decision-making process\[ HYPERLINK \l "Bol02" 13 \]. Data Warehouses, Knowledge Management Systems, and Organizational Memory Information Systems are forms of DSS that help decision makers in the decision making process. Recently these systems have received greater attention.
2.2 Data Warehousing

Bill Inmon defines Data Warehousing as “… a subject-oriented, integrated, time-variant, and non-volatile collection of data in support of management’s decision-making process” (p. 1). As can be seen in Figure 1, Extraction, Transformation, and Loading (ETL) tools are used to extract transactional data from diverse sources and transform and load these data into the warehouse repository. OLAP tools are then used to aggregate data to answer queries. Data mining and other knowledge discovery tools are used to establish relationships that have not been specified in the data sources. These relationships are used to create knowledge to support decision-making.

A critical element of the data warehouse architecture is metadata management. Metadata defines a consistent description of the data types coming from the different data sources. It provides comprehensive information such as the data sources, definitions of the data warehouse schema, dimensional hierarchies, and user profiles. A metadata repository is used to manage and store all of the metadata associated with the warehouse. Also, the repository allows the sharing of metadata among tools and processes for the design, use, operation, and administration of a warehouse [HYPERLINK "Sta99"].

2.3 Knowledge Management and the Knowledge Spiral

Knowledge Management

The field of Knowledge Management continues to grow and stems from the realization that an organization cannot afford to lose knowledge as individuals leave. Knowledge management is not a product or solution that can be bought or sold; it is a process that is implemented over time [HYPERLINK "Ben98"].

Knowledge comes in two forms: explicit and tacit. Explicit knowledge is systematic and can be expressed formally as language, rules, objects, symbols, or equations. Thus, explicit knowledge is communicable as mathematical models, universal principles, or written procedures [HYPERLINK "Nem02"].

Tacit knowledge includes the beliefs, perspectives, and mental models ingrained in a person’s mind. This type of knowledge is hard to transfer or verbalize because it cannot be broken down into specific rules.
However, many authors have purported that this type of knowledge can be articulated, captured, and represented [4], [5], [6], [7], [8], [9].

Nonaka and Takeuchi [23] assert that new knowledge is created through the synergistic relationship and interplay between tacit and explicit knowledge. This concept, depicted with the Knowledge Spiral (Figure 2), has four spokes: (1) Externalization (conversion of tacit knowledge to explicit knowledge), (2) Socialization (sharing tacit knowledge); (3) Combination (conversion of explicit knowledge to new knowledge); and (4) Internalization (learning new knowledge and conversion of explicit knowledge to tacit knowledge).

The Knowledge Spiral

Externalization involves the conversion of tacit knowledge to explicit knowledge. It allows the explicit specification of tacit knowledge. Socialization is sharing tacit knowledge, i.e. an employee shares their tacit knowledge with other employees during social meetings. Combination is the knowledge conversion step where explicit knowledge is converted to new knowledge. New knowledge is learnt during the Internalization stage. In this process, explicit knowledge is converted to implicit (tacit) knowledge.

2.4 Organizational Memory Information Systems

It has been discussed that an Organizational Memory Information Systems (OMIS) architecture can be more effective in assisting in decision support because it additionally fully supports organizational learning. An OMIS is an integrated knowledge based information system with culture, history, business process, and human memory attributes.

An OMIS is expected to bring knowledge from the past to bear on future activities that would enhance organizational responsiveness and effectiveness[29]. Walsh and Ungson[30] proposed that organizational memory occurs in five retention facilities: individuals, culture, structures, transformations (processes such as production and personnel lifecycles), ecology (the physical setting of a workplace), and structures (the roles to which individuals are assigned).

Atwood [31] presents applications of OMIS in various domains including corporate environments and governmental settings. Hackbarth proposes that direct activities related to
experiences and observations must be stored by an OMIS in a suitable format to match individual
cognitive orientations and value systems. These activities refer to decision making, organizing, leading,
designing, controlling, communicating, planning, motivating, and other management processes.
Heijst, Spek, and Kruizinga [32] suggest that OMIS facilitates organizational learning in three ways:
individual learning, learning through direct communication, and learning using a knowledge repository.

Atwood [31] suggests three challenges facing OMIS. These challenges include managing informal as well as formal knowledge, motivating knowledge works to generate (for submittal into an OMIS) and using the knowledge in the system, and systems development practices. Having a process view of the knowledge management and data warehouse design, deployment and use can address those challenges. For instance organizations should be cognizant of the processes that the codified knowledge supports as the knowledge has a high tendency to lose its process perspective when stored in the knowledge storage in the OMKS. Similarly, it is critical that both knowledge and its context are captured in the OMKS because information and knowledge are useful only when the context of that knowledge is known.

2.5 Integrated Process Management: Integrating Data Warehousing and Organizational Memory Systems

This research follows the integration process management (IPM) approach prescribed in Choi, Song,
Park, and Park [33]. IPM seeks to “provide the theories, techniques, and methodologies to integrate
processes and to support design, analysis, automation and management of process knowledge” (p. 86).

The applicability of the IPM to the integration of data warehouse and Organizational memory systems is
that both have been characterized as processes [33]. In fact, knowledge management is considered as a business process [35].

A process view of knowledge dictates that knowledge management systems and for that matter
organizational memory systems take particular focus on the processes that deal with the creation,
the sharing, and the distribution of knowledge. Bolloju et al. [13] also claim that knowledge management and
decision support are interdependent and propose an approach for integrating those processes for building
modern decision support systems.

We contribute to the discussions on building effective modern decision support systems. While we argue
for integration of the data warehouse and organizational memory processes, we use a different approach.
We propose the use of scenarios to capture tacit knowledge and ontology to standardize the data and
knowledge in the knowledge systems developed to support decision-making and for facilitating the
sharing of knowledge across the organization.

3. PROPOSED APPROACH FOR MODERN DECISION SUPPORT SYSTEMS

Data warehouses and OMIS support decision making in organizations. We propose the integration of
functional features of data warehousing and organizational memory information systems to produce
modern DSS that provide more effective support to decision makers and enhance organization learning.
To enable this integration, we present an approach that involves the use of Scenarios [36] to assist in the acquisition of tacit knowledge from workers in the organization and the use of ontology-based metadata. The approach also incorporates ideas of knowledge conversion process in their Knowledge Spiral. Knowledge has been recognized as an important critical component of the knowledge management process and modern DSS by other researchers (e.g., [10]). Our proposed approach describes: (1) data and knowledge acquisition processes including the use of Scenarios, (2) ontology-based metadata development and maintenance, and (3) knowledge conversion processes. The remainder of this section provides a detailed description of the components and dynamics in the OMKS approach depicted in Figure 3.

3.1 Data and Knowledge Acquisition Processes

One of the functional benefits of our approach is the accommodation of diverse knowledge sources:
explicit knowledge from organizational databases and tacit knowledge from individual decision makers in
the organization (see Figure 3). The traditional data warehouse architecture sources its information and data from transactional processing systems. Thus data and knowledge are formally captured and stored in databases, the Internet and transactional data and informally in interpersonal networks, informal common references, and discourse in professional communities that are relevant for decision-making [11]. ETL tools and other data acquisition modules used in the data warehousing environments would be used in the extraction, transformation, and loading of the data from these diverse sources into the OMKS.

Knowledge workers in the organization would be involved with the acquisition of data and information and the assessment of the validity of such data for their suitability as knowledge models for supporting decision making.

OLAP and other knowledge discovery tools would be employed to create data and knowledge models. In addition, tacit knowledge would be captured into the OMKS using Scenarios and ontology. The capture of such knowledge and its conversion in the OMKS is elaborated in a subsequent section. Thus, one issue that needs critical attention, and is therefore discussed later in this paper, is that unlike the data warehousing environment, the OMKS requires an ontology-based metadata for the management of the metadata that are associated with the diverse data and knowledge sources.

Scenarios and Tacit Knowledge Acquisition

Scenarios
A scenario, as described by Yu-N and Abidi [36], is a customized, goal-oriented narration or description of a situation, with mention of actors, events, outputs, and environmental parameters. Similarly, a scenario
can be considered an ordered set of interactions between partners, usually between a system and a set of actors external to the system for generating some output.

Tacit knowledge acquisition using Scenarios

Yu-N and Abidi [HYPERLINK] use ontology with Scenarios to standardize how tacit knowledge is acquired from multiple healthcare practitioners. Scenarios have also been used in other information technology areas such as: human-computer interaction, software requirements engineering and system requirements. In each case, Scenarios are useful for capturing tacit knowledge from experts about some business activities or processes.

By placing domain experts into contextual and realistic situations, Scenarios can capture tacit knowledge from these employees. Scenarios are typically custom designed to reflect atypical problems[HYPERLINK] and Scenarios can be used to play out what-if situations. This facilitates the capture of domain experts' intentions in response to atypical situations. Scenarios enable domain experts to reflect on potential occurrences, opportunities, or risks and therefore facilitate the detection of capable solutions and reactions to cope with the corresponding situations and provide an outlook on future activities. Domain experts are presented with hypothetical or atypical situations in their domains, which allows for the acquisition of tacit knowledge by recording the expert's problem-solving responses. As such, scenario components aim at addressing concrete business situations and make intelligent use of them, in order to drive and reason about decisions without having to expend valuable resources in true trial-and-error ventures. A further benefit is that they can formalize possible organizational goals held within domain experts' tacit knowledge.

Yu-N and Abidi [HYPERLINK] explain why using Scenarios is a viable method to capture tacit knowledge. The authors' strategy is based on the assumption that domain experts' knowledge can best be explicated by provoking them to solve typical problems. This is done by repetitively giving domain experts hypothetical scenarios that pertain to typical/novel problems. Then, the domain experts are observed and their tacit knowledge-based problem-solving methodology and procedures are analyzed. As Yu-N and Abidi (p. 2) state, “...the proposed problem-specific scenario presents domain experts the implicit opportunity to introspect their expertise and knowledge in order to address the given problem, to explore their 'mental models' pertaining to the problem situation and solution, and finally to apply their skills and intuitive decision making capabilities. This sequence, allows tacit knowledge to be 'challenged', explicated, captured and finally to be stored.”

Ontology and Scenarios

Benjamins et al. [24] describe ontology as a common and shared understanding of some domain that is capable of being communicated across people and systems. Ontologies are applicable to many domains. For instance, van Elst and Abecker [HYPERLINK] indicate that ontologies have been used in areas such as agent based computations, distributed information systems, expert systems, and knowledge management. Further, van Elst and Abecker succinctly cite the benefits of using ontologies as “...the major purpose of ontologies is to enable communication and knowledge reuse between different actors interested in the same, shared domain of discourse by finding an explicit agreement on common ontological commitments which basically means having the same understanding of a shared vocabulary...” (p. 357).

Yu-N and Abidi [37] argue that ontology can be used to enforce standardization given that tacit knowledge is deemed to be hierarchical in structure and personal in nature. They also suggest that ontologies hold great potential in facilitating the acquisition of tacit knowledge through the use of Scenarios. In the scenario-based infrastructure, ontologies are used as a means to achieve a defined taxonomy of knowledge items and a standard (conceptual) vocabulary for defining Scenarios to achieve knowledge standardization. In this environment, ontology refers to a specification of a conceptualization that aims to describe concepts and the relationships between entities that share knowledge. The flow of events and structure suggested by the scenario also assist in providing a basis for tacit knowledge capture, which is congruent with the taxonomical nature of ontology [HYPERLINK].
3.2 Ontology-based Metadata

Metadata design and management is an important process in the OMKS. In the traditional data warehouse environment, metadata may reside in various sources and need to be integrated to ensure consistency and uniform access of data. In the proposed integrated approach, the ontology serves as the global metadata for managing the definition of the data warehousing schema and schema from other data and knowledge sources. Traditionally, different experts, even within a single domain, use different formats in their communications. Issues of data heterogeneity and semantic heterogeneity need to be addressed with respect to the OMKS. Data heterogeneity refers to differences among local definitions, such as attribute types, formats, or precision; and semantic heterogeneity describes the differences or similarities in the meaning of local data. It is noted that two schema elements in two local data sources can have the same intended meaning but different names or two schema elements in two data sources might be named identically, while their intended meanings are incompatible. Hence, these discrepancies need to be addressed during schema integration.

While schemas (used in the databases and data warehousing) are mainly concerned with organizing data, ontologies are concerned with the understanding of the members of the community, which helps to reduce ambiguity in communication. Hakimpour and Geppert present an approach that uses formal ontologies to derive global schemas. Ontologies pertaining to local schemas are checked for similarities. Knowledge about data semantics is then used to resolve semantic heterogeneity in the global schema. Hence, formal ontology can help solve heterogeneity problems.

Several studies in Organizational Memory Information System have used ontology. Additionally, van Elst and Abecker provide a framework for organizational memory technology to support vertical and horizontal scalability. This framework provides means of understanding the issues of integrating organizational memories in distributed environments. The ontology-based metadata specifies validated sets of vocabulary that is consistent among the diverse sources and maintained by the organization’s knowledge worker. New vocabulary from new knowledge is used to modify the systems and is communicated among the organization’s workers. Each piece of data, information or knowledge has its own data source. As all these sources are captured into the integrated system, inconsistencies may occur. The ontology-based metadata therefore represents a common global metadata that manages all the other metadata associated with the diverse data, information and knowledge sources and also provides explicit semantics. It therefore presents a source-independence vocabulary for the domain that the OMKS supports. The ontology-based metadata also facilitates the sharing of metadata among the diverse decision technologies or tools that are present in the OMKS and other processes for the design, use, and administration of the OMKS. It has been recognized that ontology-based metadata enhances organizational members’ accessibility to domain knowledge.

The Organizational Ontology module should interface with the Data and Knowledge Extraction/Acquisition modules (See Figure 2). The knowledge to be stored in the OMKS must be formally represented and “is based on a conceptualization: the objects, concepts, and other entities that are assumed to exist is some area of interest and the relationships that hold among them” (["Gen87"] p. 1). This conceptualization represents the real world and is an abstract and simplified view. The ontology forces the explicit specification of this conceptualization and ensures that information is stored consistently in the OMKS. Given that schema definitions are based on ontology definitions, and vice versa, a symbiotic relationship is constructed between the two.

Knowledge Conversion Activities in Organization Memory and Knowledge System

We have discussed how Scenarios can be used to capture tacit knowledge into the OMKS. This knowledge needs to be made explicit in the system and used to enhance organizational learning and improve the organizational decision through Nonaka's knowledge conversion model. Hence tacit knowledge held in the human mind, and within the shared community/professional memory, will also be managed in the OMKS.
3.3 Knowledge Sources
A knowledge base will store all the different knowledge that are generated by the OLAP and knowledge discovery tools as well as the tacit knowledge that is captured and represented in the OMKS. These knowledge structures serve as sources for enhancing organizational learning and as a basis for enhancing the performance of the ontology-based metadata. New knowledge from these knowledge bases will be used to modify or change the vocabulary and other properties of the metadata. Not only will new knowledge support organizational decision-making, it will also enhance organizational learning because previously learnt knowledge may be modified by the new knowledge. In the following we describe how OMKS supports the knowledge conversion cycle.

Externalization
The Scenarios facilitates the tacit knowledge acquisition from experts from diverse disciplines within the organization. It also enables standardization of the knowledge process that is performed [HYPERLINK \"YuN00\" 36]. Not only does Scenarios capture the instincts of domain experts, they offer an ease of communication and understanding by allowing the domain experts to react from within their own frames of reference and points of view. A scenario is a rich tool, which provides valuable information based on experimenting-in-action on practical cases. Domain experts are able to reason against their experiential knowledge in what is ultimately a sterile environment.

The OMKS can enhance tacit to explicit knowledge by using mathematical models. The knowledge worker can produce mathematical models that reflect tacit knowledge that has been built up over many years. Such models can be stored as explicit mathematical inequalities, as graphs of arc descriptions, or as a canonical model formulation with links to relational tables in the DSS [HYPERLINK \"Nem02\" 11]. Brainstorming also provides a potential medium for tacit to explicit knowledge conversion. Output from the brainstorming sessions can be captured into the OMKS and shared among decision makers.

Socialization
The Ontology is a common vocabulary for communication among the organization's employees. The shared understanding then serves as the basis for expressing knowledge contents and for sharing and managing knowledge in the organization. It creates a community of individuals that are likely to embrace collaboration using common knowledge that they share. Further, the sharing of tacit knowledge can happen using tasks such as digitized filming of physical demonstrations [HYPERLINK \"Nem02\" 11]. These digitized films are stored for viewing at anytime by anyone in the organization. The films may also include verbal explanations that explain the process. Kinematics, a form of artificial intelligence, can also be used where an individual is suited with probes and a system records the movements of the person. Busch and Richards [3] indicate that people tend to be reliant on electronic and formal information impeding sharing of knowledge through socialization. The Knowledge Management literature suggests that sharing of tacit knowledge through socialization is effective in small groups [HYPERLINK \"von00\" 48].

Combination
The Ontology reconfigures the explicit knowledge in the OMKS. Through the daily interaction with the OMKS, employees perform their duties using the explicit knowledge that has been captured from diverse knowledge and data sources. Further, Text mining tools (AI-based data mining) on the output from the brainstorming sessions is a representation of this step [HYPERLINK \"Kup95\" 50]. This provides key words and extracts the appropriate statistical information in a textual document. A set of rules and guidelines are part of the input to the tool for it to appropriately mine the data. The new knowledge are fed into the OMKS to create, delete or modify existing knowledge in the Ontology’s metadata which is distributed among the diverse knowledge to revising metadata that exists in these knowledge sources. This then creates opportunity for the organization's members to revise their understanding of some of the processes and activities that support decision-making.

Internalization
As members of the community gain better understanding of how they can improve their work activities through the shared knowledge from the OMKS, they gain new tacit knowledge about their work. New knowledge is learnt during the Internalization stage. Explicit knowledge is converted to implicit knowledge.
Explicit to implicit knowledge conversion occurs with a modification of a knowledge worker’s internal mental model. This modification can occur after discovering new relationships. The OMKS becomes support systems as the knowledge workers validate the new knowledge that has been created.

4. DISCUSSION

In this paper, we have looked at how knowledge management systems such as Data Warehouses can be integrated with organizational memory systems to provide enhanced services in the decision-making environments. Knowledge management technologies are expected to create innovation by supporting the following activities: externalization, internalization, intermediation and cognition [51]. According to the author, externalization is the process of capturing knowledge repositories and matching them to other knowledge repositories. Internalization seeks to match bodies of knowledge to a particular user’s need to know (transfer of explicit knowledge). Intermediation matches the knowledge seeker with knowledge by focusing on tacit knowledge or experience level in the organization. Cognition is the function of business systems to make decisions based on available knowledge by matching knowledge with firm processes. Clearly, three of these activities are directly related to the knowledge spiral that the OMKS seeks to support.

Marakas [HYPERLINK \l "Mar03" 52] identified over 30 different design and construction approaches to decision support methods and systems. Of these many different approaches, none have been considered the best. Most of the DSS development processes are very distinct and project specific. There has been proposed DSS methodologies, such as: [53], [HYPERLINK \l "Mar82" 54], [18], and [HYPERLINK \l "Bla79" 55]; cycles, such as: [56], [HYPERLINK \l "Kee78" 15]; processes, such as: [57], and[HYPERLINK \l "Cou79" 58] and guidelines for such areas as end-use computing. Differently, the approach that we present, OMKS, introduces an approach that is general and applicable across multiple organizations and contexts.

In this section, we discuss how the proposed approach can influence research and practice in the areas of knowledge management, organizational learning and decision support systems. We also present some of the benefits for organizations that employ the approach. Nevertheless, there are issues whenever information technologies are used to support organizational decision-making. We therefore highlight some of these issues and how organizations may alleviate problems that they may face.

Like previous work (e.g., [29], [HYPERLINK \l "Bol02" 13], [11], [HYPERLINK \l "Cho04" 34]), our research presented here only presents an approach, but not the actual implementation. Actual implementation of the approach is beyond the scope of the current work. However, in the following, we demonstrate the validity of the approach in terms of how the process approach meets requirements for such systems and how the approach is based on prior theoretical research.

Our approach seeks to take features of data warehouse and organizational memory systems. Hence, the base requirements for such systems should be met. Thus, we demonstrate how our approach meets both the technical and theoretical requirements for data warehousing [11], organizational memory information systems [HYPERLINK \l "Ste95" 29], [31] and business process integration [HYPERLINK \l "Cho04" 34]. Atwood [31] notes that OMIS as presented by Stein and Zwass [HYPERLINK \l "Ste95" 29] has application in the real world. Hence, our description of OMIS in this paper refers to systems that have use in the real world. In proposing an effective-based integrative framework for OMIS, Stein and Zwass prescribes the following meta design requirements (goals) and meta designs (attributes of the artifacts) of four layers of such systems: integrative subsystem, adaptive subsystem, goal attainment subsystem, and pattern maintenance subsystem.

The integrative system enables organization’s internal knowledge including technical issues, designs, past decisions and projects to be made explicit. Our approach emphasizes the ability to transform knowledge and make knowledge explicit for reuse by organizational actors across both space and time.

1 Atwood [HYPERLINK \l "Atw02" 31] provides more detailed examples of how OMIS have been used in an academic setting, a government setting, and businesses such as Anderson Consulting and insurance industries.
which is the meta requirement for this subsystem as prescribed by Stein and Zwass [29]. The meta requirements for the adaptive subsystem include activities “to recognize, capture, organize, and distribute knowledge about the environment to the appropriate organizational actors” [29]. OMKs facilitates these activities. The meta requirements of the goal attainment subsystem are to assist organizational actors design, store, evaluate and modify goals. The OLAP capabilities presented in the OMKs addresses this requirement by enabling the decision maker define key performance indicators in the OLAP environment and to modify, evaluate the specific goals as often as possible. The meta requirements of the pattern maintenance subsystem deal with the values, attitudes and norms of the organizational actors. The use of ontologies enhances understanding of the different organizational actors standardizing practices and norms. These ontologies also enables data from different sources be integrated in such a way that they have consistent meaning for the different actors and therefore enable organization build its culture and value among the diverse actors.

By explaining the various processes in the data warehousing activities such as extraction, transformation and loading of source data into the warehouse and knowledge management as process of creating, storing, sharing and reuse of knowledge, we show the applicability of the integrated process management theoretical concept in the proposed approach [34]. Finally, we have presented details of how the traditional extraction, transformation and loading of the data warehouse architecture will progress in the proposed approach.

4.1 Implications for Research
Presented in this paper is an approach that integrates the functions of a typical data warehouse and organizational memory information systems. This approach uses an ontological metadata repository to assist in the structuring of data and facilitating learning, as well as introduces Scenarios as a process to capture tacit knowledge. Researchers in knowledge management, data warehousing, organizational learning, and decision support may use this approach as a way to review how the construction of DSS may be enhanced by looking specifically at the design and maintenance of the components of the OMKs presented in this paper. Systems integration issues are another areas that researchers may want to develop more knowledge.

4.2 Implications for Practice
Realizing all of the benefits of an Organizational Memory and Knowledge System remains forthcoming because while the approach presented in this paper offers a process and technological means to realizing this end, much of the very important human aspects, which are very important parts of the system, are still evolving. One of the critical issues is the issue of motivating workers to contribute to the tacit knowledge capture and acquisition. Just as we have explained how OMIS have been used in the real world, we believe that building an integrated OMKs have far more reaching benefits. This is because all the processes that involve the building and use of traditional data warehouses and knowledge management systems would be joined; enabling diverse processes to be captured, stored, shared and used from a single unified system.

5. CONCLUSION
The data warehouse is a major component of modern DSS. Others have suggested that the integration of DSS and knowledge management systems processes can enhance decision-making. In this paper, we have presented an approach for integrating functional features of data warehousing and organizational memory information system to enhance decision-making and organizational learning. We have discussed how Scenarios can be employed to facilitate the acquisition and representation of tacit knowledge into the Organizational Memory and Knowledge System and use ontologies as a metadata for managing other metadata from the diverse sources. The metadata also provides effective standardized semantics for the organization’s members to contribute, use, and learn from the knowledge in the OMKs.

There has been an extensive amount of research on ontology and its application to knowledge management. The use of ontology has been proven to be effective and efficient in this task. The inclusion of Scenarios in the solution is justified by appealing to the research and studies that have been presented to show the effectiveness of Scenarios in acquiring tacit knowledge.
Future research would involve proving the efficacy of the Knowledge Warehouse architecture and its ability to facilitate tacit knowledge acquisition and schematic integration. We argue that using ontologies is an effective means for tacit knowledge acquisition, standardization, presentation, and storage. This paper is a step in that direction.
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Abstract

The face is the most extraordinary communicator, which plays an important role in interpersonal relations and Human Machine Interaction. Facial expressions play an important role wherever humans interact with computers and human beings to communicate their emotions and intentions. Facial expressions, and other gestures, convey non-verbal communication cues in face-to-face interactions. In this paper we have developed an algorithm which is capable of identifying a person’s facial expression and categorize them as happiness, sadness, surprise and neutral. Our approach is based on local binary patterns for representing face images. In our project we use training sets for faces and non faces to train the machine in identifying the face images exactly. Facial expression classification is based on Principle Component Analysis. In our project, we have developed methods for face tracking and expression identification from the face image input. Applying the facial expression recognition algorithm, the developed software is capable of processing faces and recognizing the person’s facial expression. The system analyses the face and determines the expression by comparing the image with the training sets in the database. We have followed PCA and neural networks in analyzing and identifying the facial expressions.

Keywords: Facial Expressions, Human Machine Interaction, Training Sets, Faces and Non Faces, Principal Component Analysis, Expression Recognition, Neural networks.

1. INTRODUCTION

Face expressions play a communicative role in the interpersonal relationships. Computer recognition of human face identity is the most fundamental problem in the field of pattern analysis. Emotion analysis in man-machine interaction system is designed to detect human face in an image and analyze the facial emotion or expression of the face. This helps in improving the interaction between the human and the machine. The machines can thereby understand the man's reaction and act accordingly. This reduces the human work hours. For example, robots can be used as a class tutor, pet robots, CU animators and so on.. We identify facial expressions not only to express our emotions, but also to provide important communicative cues during social interaction, such as our level of interest, our desire to take a speaking turn and continuous feedback signaling or understanding of the information conveyed. Support Vector Algorithm is well suited for this task as high dimensionality does not affect the Gabor Representations. The main disadvantage of the system is that it is very expensive to implement and maintain. Any changes to be upgraded in the system needs a change in the algorithm which is very sensitive and difficult; hence our developed system will be the best solution to overcome the above mentioned disadvantages.
In this paper, we propose a complete face expression recognition system by combining the face tracking and face expression identifying algorithm. The system automatically detects and extracts the human face from the background based on a combination of a retrainable neural network structure. In this system, the computer is trained with the various emotions of the face and when given an input, the computer detects the emotion by comparing the co-ordinates of the expression with that of the training examples and produces the output. Principle Component Analysis algorithm is the one being used in this system to detect various emotions based on the coordinates of the training sample given to the system.

2. RELATED WORK

Pantic & Rothkrantz [4] identify three basic problems a facial expression analysis approach needs to deal with: face detection in a facial image or image sequence, facial expression data extraction and facial expression classification. Most previous systems assume presence of a full frontal face view in the image or the image sequence being analyzed, yielding some knowledge of the global face location. To give the exact location of the face, Viola & Jones [5] use the Adaboost algorithm to exhaustively pass a search sub-window over the image at multiple scales for rapid face detection.

Essa & Pentland [6] perform spatial and temporal filtering together with thresholding to extract motion blobs from image sequences. To detect presence of a face, these blobs are then evaluated using the eigenfaces method [7] via principal component analysis (PCA) to calculate the distance of the observed region from a face space of 128 sample images. To perform data extraction, Littlewort et al. [8] use a bank of 40 Gabor wavelet filters at different scales and orientations to perform convolution. They thus extract a “jet” of magnitudes of complex valued responses at different locations in a lattice imposed on an image, as proposed in [9]. Essa & Pentland [6] extend their face detection approach to extract the positions of prominent facial features using eigenfeatures and PCA by calculating the distance of an image from a feature space given a set of sample images via FFT and a local energy computation.

Cohn et al. [10] first manually localize feature points in the first frame of an image sequence and then use hierarchical optical flow to track the motion of small windows surrounding these points across frames. The displacement vectors for each landmark between the initial and the peak frame represent the extracted expression information. In the final step of expression analysis, expressions are classified according to some scheme. The most prevalent approaches are based on the existence of six basic emotions (anger, disgust, fear, joy, sorrow and surprise) as argued by Ekman [11] and the Facial Action Coding System (FACS), developed by Ekman and Friesen [12], which codes expressions as a combination of 44 facial movements called Action Units. While much progress has been made in automatically classifying according to FACS [13], a fully automated FACS based approach for video has yet to be developed.

Dailey et al. [14] use a six unit, single layer neural network to classify into the six basic emotion categories given Gabor jets extracted from static images. Essa & Pentland [6] calculate ideal motion energy templates for each expression category and take the euclidean norm of the difference between the observed motion energy in a sequence of images and each motion energy template as a similarity metric. Littlewort et al. [8] preprocess image sequences image-by-image to train two stages of support vector machines from Gabor filter jets. Cohn et al. [10] apply separate discriminant functions and variance-covariance matrices to different facial regions and use feature displacements as predictors for classification.

2.1. Principle Component Analysis

Facial expression classification was based on Principle Component Analysis. The Principle Component Analysis (PCA) is one of the most successful techniques that have been used in image recognition and compression. PCA is a statistical method under the broad title of factor analysis. The purpose of PCA is to reduce the large dimensionality of the data space (observed variables) to the smaller intrinsic dimensionality of feature space (independent variables), which
are needed to describe the data economically. [3] The main trend in feature extraction has been representing the data in a lower dimensional space computed through a linear or non-linear transformation satisfying certain properties.

The jobs which PCA can do are prediction, redundancy removal, feature extraction, data compression, etc. Because PCA is a classical technique which can do something in the linear domain, applications having linear models are suitable, such as signal processing, image processing, system and control theory, communications, etc. [3]

Given an s-dimensional vector representation of each face in a training set of images, Principal Component Analysis (PCA) tends to find a t-dimensional subspace whose basis vectors correspond to the maximum variance direction in the original image space. This new subspace is normally lower dimensional. If the image elements are considered as random variables, the PCA basis vectors are defined as eigenvectors of the scatter matrix. PCA selects features important for class representation.

The main idea of using PCA for face recognition is to express the large 1-D vector of pixels constructed from 2-D facial image into the compact principle components of the feature space. This can be called eigenspace projection. Eigenspace is calculated by identifying the eigenvectors of the covariance matrix derived from a set of facial images(vectors). [3] we implement a neural network to classify face images based on its computed PCA features.

**Methodology**

Let \( \{X_1, X_2, ..., X_n\}, x \in \mathbb{R}^n \) be \( N \) samples from \( L \) classes \( \{\omega_1, \omega_2, ..., \omega_L\} \), and \( p(x) \) their mixture distribution. In a sequel, it is assumed that a priori probabilities \( P(\omega_i), i = 1,2,...,L \), are known. Consider \( m \) and \( \Sigma \) denote mean vector and covariance matrix of samples, respectively. PCA algorithm can be used to find a subspace whose basis vectors correspond to the maximum variance directions in the original \( n \) dimensional space. PCA subspace can be used for presentation of data with minimum error in reconstruction of original data. Let \( \Phi^p \) PCA denote a linear \( n \times p \) transformation matrix that maps the original \( n \) dimensional space onto a \( p \) dimensional feature subspace where \( p < n \). The new feature vectors,

\[
Y_i = (\Phi^p)^t \ast i, i = 1,2,...N \quad --- \quad (1)
\]

It is easily proved that if the columns of \( \Phi^p \)PCA are the eigenvectors of the covariance matrix corresponding to its \( p \) largest eigenvalues in decreasing order, the optimum feature space for the representation of data is achieved. The covariance matrix can be estimated by:

\[
\Sigma = \left( \sum_{i=1}^{N} (x_i - m) (x_i - m)^t \right) / (N - 1) \quad ---- \quad (2)
\]

Where \( m \) in (2) can be estimated by:

\[
M_k = m_{k-1} + \eta (x_k - m_{k-1}) \quad ----- \quad (3)
\]

Where \( m_k \) is estimation of mean value at \( k \)-th iteration and \( x_k \) is a the \( k \)-th input image. PCA is a technique to extract features effective for representing data such that the average reconstruction error is minimized. In the other word, PCA algorithm can be used to find a subspace whose basis vectors correspond to the maximum variance directions in the original \( n \) dimensional space. PCA transfer function is composed of significant eigenvectors of covariance matrix. The following equation can be used for incremental estimation of covariance matrix:

\[
\Sigma_k = \Sigma_{k-1} + \eta_k (X_k X_k^t - E_{k-1}) \quad ----- \quad (4)
\]
Where $\Sigma_k$ is the estimation of the covariance matrix at k-th iteration, $x_k$ is the incoming input vector and $\eta_k$ is the learning rate.

The emotion categories are: Happiness, sadness, surprise, disgust, fear, anger, neutral. In this project the emotions such as Happiness, sadness, Surprise and neutral is taken into account for human emotion reorganization.

2.2 Training Sets
The ensemble of input-desired response pairs used to train the system. The system is provided with various examples and is trained to give a response to each of the provided examples. The input given to the system is compared with the examples provided. If it finds a similar example then the output is produced based on the example’s response. This method is a kind of learning by examples.

Our system will perform according to the number of training sets we provide. The accuracy of our system depends on the number of training sets we provide. If the training samples are higher the performance of the system is accurate. Sample training sets are shown in the fig[1] below,

2.3. Neural Networks
Recently, there has been a high level of interest in applying artificial neural network for solving many problems. The application of neural network gives easier solution to complex problems such as in determining the facial expression. Each emotion has its own range of optimized values for lip and eye. In some cases an emotion range can overlap with other emotion range. This is experienced due to the closeness of the optimized feature values. For example, in Table, X1 of Sad and Dislike are close to each other. These values are the mean values computed from a range of values. It has been found that the ranges of feature values of X1 for Sad and dislike overlap with each other. Such overlap is also found in X for Angry and Happy. A level of intelligence has to be used to identify and classify emotions even when such overlaps occur.
A feed forward neural network is proposed to classify the emotions based on optimized ranges of 3-D data of top lip, bottom lip and eye. The optimized values of the 3-D data are given as inputs to the network as shown in Figure. The network is considered to be of two different models where the first model comes with a structure of 3 input neurons, 1 hidden layer of 20 neurons and 3 output neurons (denoted by (3x20x3)) and the other model with a structure of (3x20x7). The output of (3x20x3) is a 3-bit binary word indicating the seven emotional states. The output (Oi, i=1, 2,..., 7) of (3x20x7) is of mutually exclusive binary bit representing an emotion. The networks with each of the above listed input sizes are trained using a back-propagation training algorithm. A set of suitably chosen learning parameters is indicated in Table. A typical “cumulative error versus epoch” characteristic of the training of NN models as in Figure 10 ensures the convergence of the network performances. The training is carried out for 10 trials in each case by reshuffling input data within the same network model. The time and epoch details are given in Table 3 which also indicates the maximum and minimum epoch required for converging to the test-tolerance.
2.4. Feature Extraction

A feature extraction method can now be applied to the edge detected images. Three feature extraction methods are considered and their capabilities are compared in order to adopt one that is suitable for the proposed face emotion recognition problem. They are projection profile, contour profile and moments (Nagarajan et al., 2006).

Implementation Overview

For PCA to work properly, we have to subtract the mean from each of the data dimensions. The mean subtracted is the average across each dimension. So, all the x values have subtracted, and all the y values have subtracted from them. This produces a data set whose mean is zero as shown in the fig [2].

The next step is to calculate the Co-Variance Matrix. Since the data is 2 dimensional, the covariance matrix will be 2 x 2. We will just give you the result as

\[
\text{cov} = \begin{pmatrix}
0.616555556 & 0.615444444 \\
0.615444444 & 0.716555556
\end{pmatrix}
\]

Since the non-diagonal elements in this covariance matrix are positive, we should expect that both the x and y variable increase together.
2.5 Eigen Vectors and Eigen Faces
Since the covariance matrix is square, we can calculate the eigenvectors and eigenvalues for this matrix. These are rather important, as they tell us useful information about our data. Here are the eigenvectors and eigenvalues,

\[
eigenvalues = \begin{pmatrix} .4908339089 \\ 1.28402771 \end{pmatrix}
\]

\[
eigenvectors = \begin{pmatrix} -.735178656 & -.677873399 \\ .677873399 & -.735178656 \end{pmatrix}
\]

It is important to notice that these eigenvectors are both unit eigenvectors that is their lengths are both 1. This is very important for PCA. Most maths packages, when asked for eigenvectors, will give you unit eigenvectors. It turns out that the eigenvector with the highest eigen value is the principle component of the data set. In our example, the eigenvector with the largest eigen value is the one that pointed down the middle of the data. It is the most significant relationship between the data dimensions.

In general, once eigenvectors are found from the covariance matrix, the next step is to order them by eigen value, highest to lowest. This gives the components in order of significance. If we leave out some components, the final data set will have less dimensions than the original. To be precise, if we originally have n dimensions in our data, and so calculate n eigenvectors and eigen values, and then choose only the first p eigenvectors, then the final data set has only p dimensions. This is the final step in PCA is choosing the components (eigenvectors) that we wish to keep in our data and form a feature vector, we simply take the transpose of the vector and multiply it on the left of the original data set, transposed.

Final Data=RowFeatureVector x RowDataAdjust

where RowFeatureVector is the matrix with the eigenvectors in the columns transposed so that the eigenvectors are now in the rows, with the most significant eigenvector at the top, and RowDataAdjust is the mean-adjusted data transposed, ie. the data items are in each column, with each row holding a separate dimension. Final Data is the final data set, with data items in columns, and dimensions along rows.

The implementation chart is as in Fig [4],

![Implementation Chart](image)

FIGURE 4: Implementation Chart

2.6 Face Detection
Face Detection follows the Eigen face approach. Once the eigenfaces have been computed, several types of decision can be made depending on the application. The steps involved in this approach are mentioned below: (1) Acquire initial set of face images (the training set). (2) Calculate Eigenvector from the training set keeping only M images (face space). (3) Calculate the corresponding distribution in the face space. The process is explained in the following flow diagram Fig [5].
2.7 Emotion Filtering

Emotion Filtering is where in the detected image is projected over the various average faces such as Happy, Neutral, Sad, and Surprised. The filters provide the output values of the given input by comparing the input with the training samples present in the system. The input is compared to all the training sets of various emotions. The values obtained after the comparison in this module is provided to the analyzer.

2.8 Emotion Analyzer

This is the decision making module. The output of the emotion filter is passed into the emotion analyzer. There are threshold values set for each emotions. For example,

- If output value is equal to the threshold value, then it is considered as neutral
- If output value is greater than the threshold value, then it is considered as happy
- If output value is less than the threshold value, then it is considered as sad

Thus the emotion analyzer makes the decision based on the threshold values provided. By adding new threshold values one add a new emotion to the system.

In our project, we can have nearly 300 images with which our software is completely trained. Some samples of the training set images are shown in the following figure (7). We have developed this system using Dotnet language. In our software we have developed a form with various input and functionality objects.
In the first phase our system runs the training sets by which system training is over. In the second phase we can stop the training and in the third phase we continue with the testing module. In the testing phase our system will start showing the emotions of the images continuously as in the following figure (8).

The expression in the above image seems to be sad, and the result of the system is also sad. Thus it is proven that our system is able to identify the emotions in the images accurately.

3. EXPERIMENTAL RESULTS

Face segmentation and extraction results were obtained for more than 300 face images, of non-uniform background, with excellent performance. The experimental results for the recognition stage presented here, were obtained using the face database. Comparisons were accomplished for all methods using face images. In our system, all the input images are getting converted to the fixed size pixels before going for the training session. However, this recognition stage has the great advantages of working in the compressed domain and being capable for multimedia and content-based retrieval applications.

Face detection and recognition can also be done using Markov random fields, Guided Particle Swarm Optimization algorithm and Regularized Discriminant Analysis based Boosting algorithm. In Markov Random Fields method the eye and mouth expressions are considered for finding the emotion, using the edge detection techniques. This kind of emotion analysis will not be perfect because the persons actual mood cannot be identified just by his eyes and mouth. In the Guided Particle Swarm optimization method video clips of the user showing various emotions are used, the video clip is segmented and then converted into digital form to identify the emotion. This is a long and tedious process. Our proposed system was implemented using C# programming.
language under .NET development framework. The implemented project has two modes, the training mode and the detection mode. The training mode is completed once if all the images are trained to the system. In the detection mode the system starts identifying the emotions of all the images which will be 97% accurate. The following figure shows the comparison of recognition rates.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Recognition Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Markov Random Fields</td>
<td>95.91</td>
</tr>
<tr>
<td>Guided Particle Swarm Optimization</td>
<td>93.21</td>
</tr>
<tr>
<td>Regularized Discriminant Analysis based Booting</td>
<td>96.51</td>
</tr>
<tr>
<td>Our Proposed method</td>
<td>97.76</td>
</tr>
</tbody>
</table>

**FIGURE 9**
Comparison of facial expression recognition using image database

The above results are shown as comparison graphs in the following Fig [11].

**FIGURE 10**

Here, we have taken number of training samples in the x-axis and recognition rate on the y-axis. The accuracy of emotion recognition is high in our proposed method compared to the other two algorithms.

4. CONCLUSION
In this paper we have presented an approach to expression recognition in the images. This emotion analysis system implemented using PCA algorithm is used in detection of human emotions in the images at low cost with good performance. This system is designed to recognize expressions in human faces using the average values calculated from the training samples. We evaluated our system in terms of accuracy for a variety of images and found that our system was able to identify the face images and evaluate the expressions accurately from the images.
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Abstract

Association Rule Mining (ARM) technique is used to discover the interesting association or correlation among a large set of data items. It plays an important role in generating frequent itemsets from large databases. Many industries are interested in developing the association rules from their databases due to continuous retrieval and storage of huge amount of data. The discovery of interesting association relationship among business transaction records in many business decision making process such as catalog decision, cross-marketing, and loss-leader analysis. It is also used to extract hidden knowledge from large datasets. The ARM algorithms such as Apriori, FP-Growth requires repeated scans over the entire database. All the input/output overheads that are being generated during repeated scanning the entire database decrease the performance of CPU, memory and I/O overheads. In this paper, we have proposed a Performance Based Transposition Algorithm (PBTA) for frequent itemsets generation. We will compare proposed algorithm with Apriori and FP Growth algorithms for frequent itemsets generation. The CPU and I/O overhead can be reduced in our proposed algorithm and it is much faster than other ARM algorithms.

Keywords: Data Mining, Association Rule Mining (ARM), Association rules.

1. INTRODUCTION

There are several organizations in the mainstream of business, industry, and the public sector, which store huge amount of data containing their transaction information online and offline. Such data may contain hidden information that can be used by an organization’s decision makers to improve the overall profit. The efficient transformation of these data into beneficial information is thus a key requirement for success in these organizations. Data mining techniques are heavily used to search information and relationships that would be hidden in transaction data. There are various techniques of data mining such as clustering, classification, pattern recognition, correlation, and Association Rule Mining (ARM). The ARM is most important data mining technique that is used to extract hidden information from large datasets. In ARM algorithms, association rules are used to identify relationships among a set of items in database. These relationships are not based on inherent properties of the data themselves (as with functional dependencies), but rather based on co-occurrence of the data items.

The association rules are firstly introduced and subsequently implemented for the generation of frequent itemsets from the large databases [1],[2]. Association rules identify the set of items that are most often purchased with another set of items. For example, an association rule may state that 75% of customers who bought items A and B also bought C and D. The main task of every ARM is to discover the sets of items that frequently appear together called frequent itemsets.
ARM has been used for a variety of applications such as banking, insurance, medicine, website navigation analysis etc.

Frequent itemset can be produced from discovering useful patterns in customer's transaction databases. Suppose $T = \{t_1, t_2, t_3, \ldots, t_n\}$ is a customer's transaction database, which is a sequence of transactions where each transaction is an itemset ($t_i \subseteq T$). Let $J = \{i_1, i_2, \ldots, i_n\}$ be a set of items, and $D$ is a task relevant data, which can be a set of database transactions where each transaction $T$ is a set of items such that $T \subseteq J$. Each transaction is associated with identifier called TID. Let $A$ be a set of items and the transaction $T$ is said to contain $A$ if and only if $A \subseteq T$.

The rule $A \Rightarrow B$ holds in the transaction set $D$ with support $s$, where $s$ is the percentage of transaction in $D$ that contain $A \cup B$ (i.e. both $A$ and $B$). This is taken to be the probability $P(A \cup B)$. The rule $A \Rightarrow B$ has confidence $c$ in the transaction set $D$ if $c$ is the percentage of transaction in $D$ containing $A$ that also contain $B$. This is taken to be the conditional probability $P(B|A)$. Therefore, the Support($A \Rightarrow B$) = $P(A \cup B)$ and Confidence($A \Rightarrow B$) = $P(B|A)$. Those rules that satisfy both minimum support threshold and minimum confidence threshold are called strong. The values for support and confidence have to occur between 0% and 100%. The problem of mining association rules is to generate all rules that have support and confidence greater than some user specified minimum support and minimum confidence thresholds, respectively. This problem can be decomposed into the following sub-problems: i). All itemsets that have support above the user specified minimum support are generated. These itemsets are called the large itemsets. ii). For each large itemset, all the rules that have minimum confidence are generated as follows: for a large itemset $X$ and any $Y \subset X$, if $support(X)/support(X - Y) \geq minimum\-confi dence$, then the rule $X - Y \rightarrow Y$ is a valid rule.

There are various algorithms of ARM such as Apriori, FP-growth, Eclat etc. The most important algorithm of ARM is Apriori, which is not only influenced the association rule mining community, but it has affected other data mining fields as well [3]. Association rule and frequent itemset mining has become now a widely research area and hence, faster and faster algorithms have been presented. Numerous of them are Apriori based algorithms or Apriori modifications. Those who adapted Apriori as a basic search strategy, tended to adapt the whole set of procedures and data structures as well [4],[5],[6],[7]. Since the scheme of this important algorithm was not only used in basic association rules mining, but also used in other data mining fields such as hierarchical association rules [8],[9],[10], association rules maintenance [11],[12],[13], sequential pattern mining [14], episode mining [15] and functional dependency discovery [16],[17] etc. Basically, ARM algorithms are defined into two categories; namely, algorithms respectively with candidate generation and algorithms without candidate generation. In the first category, those algorithms which are similar to Apriori algorithm for candidate generation are considered. Eclat may also be considered in the first category [9]. In the second category, the FP-Growth algorithm is the best-known algorithm. Table-1, defines the comparison among these three algorithms [3].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Scan</th>
<th>Data Structures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apriori</td>
<td>M+1</td>
<td>HashTable &amp; Tree</td>
</tr>
<tr>
<td>Eclat</td>
<td>M+1</td>
<td>HashTable &amp; Tree</td>
</tr>
<tr>
<td>FP-Growth</td>
<td>2</td>
<td>PrefixTree</td>
</tr>
</tbody>
</table>

TABLE 1: Comparison of Algorithms

The main drawback of above discussed algorithms given above is the repeated scans of large database. This may be a cause of decrement in CPU performance, memory and increment in I/O overheads. The performance and efficiency of ARM algorithms mainly depend on three factors; namely candidate sets generated, data structure used and details of implementations [18]. In this paper we have proposed a Performance Based Transposition Algorithm (PBTA) which uses these three factors. Transactional database is considered as a two dimension array which works on boolean value dataset. The main difference between proposed algorithm and other algorithms is that instead of using transactional array in its natural form, our algorithm uses transpose of array i.e. rows and columns of array are interchanged. The advantage of using transposed array
is to calculate support count for particular item. There is no need to repeatedly scan array. Only by finding the row sum of the array will give the required support count for particular item, which ultimately results in increased efficiency of the algorithm. In the first pass of PBTA, we will receive all the support count value for the 1-itemset. Mining of association rules is a field of data mining that has received a lot of attention in recent years.

The rest of this Paper is organized as follows. In Section 2, we will explain the Apriori algorithm through association rules mining. Section 3 introduces our proposed PBTA algorithm with an illustration and compare with other algorithms. Experimental results are shown in Section 4. The concluding remarks are discussed in Section 5.

2. APRIORI ALGORITHM
ARM is one of the promising techniques of data mining to extract interesting correlations, frequent patterns, associations or casual structures among sets of items in the transaction databases or other data repositories. There are several ARM algorithms such as Apriori, FP-Growth, Eclat. The Apriori algorithm is also called the level-wise algorithm to find all of the frequent sets, which uses the downward closure property. The advantage of the algorithm is that before reading the database at every level, it prunes many of the sets which are unlikely to be frequent sets by using the Apriori property, which states that all nonempty subsets of frequent sets must also be frequent. This property belongs to a special category of properties called anti-monotone in the sense that if a set cannot pass a test, all of its supersets will fail the same test as well. Using the downward closure property and the Apriori property the algorithm works as follows. The first pass of the algorithm counts the number of single item occurrences to determine the \( L_1 \) or single member frequent itemsets. Each subsequent pass, \( K \), consists of two phases. First, the frequent itemsets \( L_{k-1} \) found in the \((k-1)^{th}\) pass are used to generate the candidate itemsets \( C_k \), using the Apriori candidate generation algorithm. Therefore, the database is scanned and the support of the candidates in \( C_k \) is determined to ensure that \( C_k \) itemsets are frequent itemsets [19].

Pass 1
1. Generate the candidate itemsets in \( C_1 \)
2. Save the frequent itemsets in \( L_1 \)

Pass \( k \)
1. Generate the candidate itemsets in \( C_k \) from the frequent itemsets in \( L_{k-1} \)
   a) Join \( L_{k-1} \) \( p \) with \( L_{k-1} \) \( q \), as follows:
      insert into \( C_k \)
      select \( p\).item1, \( p\).item2, \ldots, \( p\).item\( k-1 \), \( q\).item\( k-1 \)
      from \( L_{k-1} \) \( p \), \( L_{k-1} \) \( q \)
      where \( p\).item1 = \( q\).item1, \ldots, \( p\).item\( k-2 \) = \( q\).item\( k-2 \),
      \( p\).item\( k-1 \) < \( q\).item\( k-1 \)
   b) Generate all \((k-1)\)-subsets from the candidate itemsets in \( C_k \)
   c) Prune all candidate itemsets from \( C_k \) where some \((k-1)\)-subset of the candidate itemset is not in the frequent itemset \( L_{k-1} \)
2. Scan the transaction database to determine the support for each candidate itemset in \( C_k \)
3. Save the frequent itemsets in \( L_k \)

We will use Apriori algorithm for ARM as a basic search strategy in our proposed algorithm. The proposed algorithm will adapt the whole set of procedures of Apriori but the data structure will be different. Also, the proposed algorithm will use the transposition of transactional database as data structures.
3. PERFORMANCE BASED TRANSPOSITION ALGORITHM (PBTA)

In Apriori algorithm, discovery of association rules require repeated passes over the entire database to determine the commonly occurring set of data items. Therefore, if the size of disk and database is large, then the rate of input/output (I/O) overhead to scan the entire database may be very high. We have proposed Performance Based Transposition Algorithm (PBTA), which improves the Apriori algorithm for repeated scanning of large databases for frequent itemsets generation. In PBTA, transaction dataset will be used in the transposed form and the description of proposed algorithm is discussed in the following sub-sections.

3.1 Candidate Generation Algorithm

In the candidate generation algorithm, the frequent itemsets are discovered in k-1 passes. If k is the pass number, $L_{k-1}$ is the set of all frequent (k-1) itemsets. $C_k$ is the set of candidate sets of pass k and c denotes the candidate set. $l_1, l_2 \ldots l_k$ are the itemsets[19]. The candidate generation procedure is as follows.

Procedure Gen_candidate_itemsets ($L_{k-1}$)

$C_k = \emptyset$

for all itemsets $l_1 \in L_{k-1}$ do

for all itemsets $l_2 \in L_{k-1}$ do


$c = l_1[1], l_1[2] \ldots l_1[k-1], l_2[k-1]$

$C_k = C_k \cup \{c\}$

3.2 Pruning Algorithm

The pruning step eliminates some candidate sets which are not found to be frequent.

Procedure Prune($C_k$)

for all $c \in C_k$

for all (k-1)-subsets d of c do

if $d \not\in L_{k-1}$

then $C_k = C_k - \{c\}$

3.3 PBTA Algorithm Description

The PBTA uses candidate generation and pruning algorithms at every iteration. It moves from level 1 to level k or until no candidate set remains after pruning. The step-by-step procedure of PBTA algorithm is described as follows.

1. Transpose the transactional database
2. Read the database to count the support of $C_1$ to determine $L_1$, using sum of rows.
3. $L_1$ = Frequent 1-itemsets and k := 2
4. While ($k-1 \neq NULL$ set) do

   Begin

   $C_k :=$ Call Gen_candidate_itemsets ($L_{k-1}$)

   Call Prune ($C_k$)

   foreach all itemsets $l \in L_k$ do

   Calculate the support values using dot-multiplication of array;

   $L_k :=$ All candidates in $C_k$ with a minimum support;

   k := k+1

   End

5. End of step-4

3.3.1 An Illustration

Suppose we have a transactional database in which the user transactions from T1 to T5 and items from A1 to A5 are stored in the form of boolean values, which is shown in Table 1. We have assumed that this database can be generated by applying Apriori algorithm for frequent itemsets generation.
Consider the transpose of transactional database of Table 1 is stored in Table 2 by applying metrics arithmetics that can be used in our proposed algorithm (PBTA). Assume the user-specified minimum support is 40%, and then the steps for generating all frequent item sets in proposed algorithm will be repeated until NULL set is reached. In PBTA, transactional dataset will be used in the transposed form. Therefore, candidate set and frequent itemset generation process will be changed as compared to Apriori algorithm. In the first pass, we will receive L₁.

\[ \{A1 \rightarrow 1, \{A2 \rightarrow 2, \{A3 \rightarrow 1, \{A4 \rightarrow 2, \{A5 \rightarrow 3 \} \} \}\} \]

\[ L_1 := \{ \{A1 \rightarrow 1, \{A2 \rightarrow 2, \{A3 \rightarrow 1, \{A4 \rightarrow 2, \{A5 \rightarrow 3 \} \} \} \} \} \]

Then the candidate 2-itemset will be generated by performing dot-multiplication of rows of array, as array consist of boolean values, the resultant cell will be produce in the form of 1. If the corresponding cells of the respective rows have 1, otherwise 0 will be in the resultant cell. In this approach, we will receive a new array consisting of candidate 2-itemsets to get the higher order of itemsets. The above process between rows of array can be performed to find out the results.

In the second pass, where k=2, the candidate set \( C_2 \) becomes

\[ C_2 := \{ \{A1*A2\}, \{A1*A3\}, \{A1*A4\}, \{A1*A5\}, \{A2*A3\}, \{A2*A4\}, \{A2*A5\}, \{A3*A4\}, \{A3*A5\}, \{A4*A5\} \} \]

The pruning step does not change \( C_2 \) as all subsets are present in \( C_1 \).

Read the database to count the support of elements in \( C_2 \) to get:

\[ \{ \{A1*A2\} \rightarrow 0, \{A1*A3\} \rightarrow 0, \{A1*A4\} \rightarrow 0, \{A1*A5\} \rightarrow 0, \{A2*A3\} \rightarrow 1, \{A2*A4\} \rightarrow 1, \{A2*A5\} \rightarrow 0, \{A3*A4\} \rightarrow 0, \{A3*A5\} \rightarrow 0, \{A4*A5\} \rightarrow 1 \} \] and reduces to

\[ L_2 := \{ \{A1*A5\} \rightarrow 1, \{A2*A3\} \rightarrow 1, \{A2*A4\} \rightarrow 1, \{A4*A5\} \rightarrow 1 \} \]

In the third pass where k=3, the candidate generation step proceeds:

In the candidate generation step,

- Using \( \{A1*A5\} \) and \( \{A4*A5\} \) it generates \( \{A1*A4*A5\} \)
- Using \( \{A2*A3\} \) and \( \{A2*A4\} \) it generates \( \{A2*A3*A4\} \)
- Using \( \{A2*A4\} \) and \( \{A4*A5\} \) it generates \( \{A2*A4*A5\} \)

Thus, \( C_3 := \{ \{A1*A4*A5\}, \{A2*A3*A4\}, \{A2*A4*A5\} \} \)

The pruning step prunes \( \{1,4,5\}, \{2,3,4\}, \{2,4,5\} \) as not all subsets of size 2, i.e., \( \{1,4\}, \{3,4\}, \{2,5\} \) are not present in \( L_3 \).
So \( C_3 = \emptyset \)

Hence the total frequent sets becomes \( L := L_1 \cup L_2 \).

By comparing both Apriori and proposed algorithm, we found that Apriori algorithm requires multiple passes of the dataset to calculate support count for different itemsets. Therefore, in the case of Apriori, the record pointer moves the order of candidate item set * no of records while in the case of PBTA algorithm, record pointer moves equal to only order of candidate itemsets. For example, if we have to find out support count value for 2-itemset in a dataset having 5 items with 5 records using Apriori algorithm number of time record pointer will be 2*5 i.e. 10 while in case of our proposed algorithm it will be 2 only.

4. EXPERIMENTAL EVALUATIONS

The performance comparison of PBTA with classical frequent pattern-mining algorithms such as Apriori, FP-Growth is presented in this Section. All the experiments are performed on 1.50 Ghz Pentium-iv desktop machine with 256 MB main memory, running on Windows-XP operating system. The program for Apriori, FP-Growth and proposed algorithm PBTA were developed in Java JDK1.5 environment. We report the experimental results on three synthetic boolean datasets with 300K, 500K and 700K records, each having 130 columns. The datasets consists of boolean values are shown in table 3, table 4 and table 5. The performances results of Apriori, FP-growth and PBTA are shown with Fig. 1, Fig. 2 and Fig. 3 with data size 300K, 500K, and 700K represented in the graphical form. The X-axis in these graphs represents the support threshold values while the Y-axis represents the response times (in milliseconds) of the algorithms being evaluated as shown.

<table>
<thead>
<tr>
<th>Support Count (in %)</th>
<th>Apriori</th>
<th>FP-Growth</th>
<th>PBTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>50</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>40</td>
<td>100</td>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td>30</td>
<td>150</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>20</td>
<td>300</td>
<td>230</td>
<td>60</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>400</td>
<td>80</td>
</tr>
</tbody>
</table>

**TABLE 4:** Response Time Comparison of algorithms with 300k database

![Response Time Graph](image)
In the first case, we have considered the transactional database with 300k in size as it is shown in Fig. 1. We have compared the performance of Apriori, FP-Growth with PBTA on the basis of response time. The observation shows that as the support count will be decreased and the response time taken by PBTA is much lesser then Apriori and FP-Growth algorithm.

<table>
<thead>
<tr>
<th>Support Count (in %)</th>
<th>Response Time (in ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Apriori</td>
</tr>
<tr>
<td>50</td>
<td>84</td>
</tr>
<tr>
<td>40</td>
<td>167</td>
</tr>
<tr>
<td>30</td>
<td>251</td>
</tr>
<tr>
<td>20</td>
<td>501</td>
</tr>
<tr>
<td>10</td>
<td>835</td>
</tr>
</tbody>
</table>

**TABLE 5:** Response Time Comparison of algorithms with 500k database

![Figure 2: Performance analysis of algorithms (500k database)'](image)

In the another case, the transactional database with 500k size is considered, which is shown in Fig. 2. Hence, we have observed that as the support count threshold is reduced and the response time taken by PBTA is much lesser then Apriori and FP-Growth algorithm.

<table>
<thead>
<tr>
<th>Support Count (in %)</th>
<th>Response Time (in ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Apriori</td>
</tr>
<tr>
<td>50</td>
<td>117</td>
</tr>
<tr>
<td>40</td>
<td>233</td>
</tr>
<tr>
<td>30</td>
<td>350</td>
</tr>
<tr>
<td>20</td>
<td>699</td>
</tr>
<tr>
<td>10</td>
<td>1165</td>
</tr>
</tbody>
</table>

**TABLE 6:** Response Time Comparison of algorithms with 700k database
In the Fig. 3, the transactional database with 700k is used. Here, we observed that in comparison to Apriori and FP-Growth, PBTA will take lesser response time while support threshold is reduced. This PBTA algorithm may be used for extraction of useful frequent hyperlinks or URLs for web recommendation [20].

5. CONCLUSIONS
ARM algorithms are important to discover frequent itemsets and patterns from large databases. In this paper, we have designed a Performance Based Transposition Algorithm (PBTA) for generation of frequent itemsets similar to Apriori algorithm. The proposed algorithm can improve the efficiency of Apriori algorithm and it is observed to be very fast. Our algorithm is not only efficient but also very fast for finding association rules in large databases. The proposed algorithm drastically reduces the I/O overhead associated with Apriori algorithm and retrieval of support of an itemset is quicker as compared to Apriori algorithm. This algorithm may be useful for many real-life database mining scenarios where the data is stored in boolean form. At present this algorithm is implemented for only boolean dataset that can also be extend to make it applicable to all kind of data sets.
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Abstract

Travel time prediction plays an important role in the research domain of Advanced Traveler Information Systems (ATIS). Clustering approach can be acted as one of the powerful tools to discover hidden knowledge that can easily be applied on historical traffic data to predict accurate travel time. In our proposed Naïve Clustering Approach (NCA), we partition a set of historical traffic data into several groups (also known as clusters) based on travel time, frequency of travel time and velocity for a specific road segment, day group and time group. In each cluster, data objects are similar to one another and are sufficiently different from data objects of other groups. To choose centroid of a cluster, we introduce a new method namely, Cumulative Cloning Average (CCA). For experimental evaluation, comparison is also focused to the forecasting results of other four methods namely, Rule Based method, Naïve Bayesian Classification (NBC) method, Successive Moving Average (SMA) and Chain Average (CA) by using same set of historical travel time estimates. The results depict that the travel time for the study period can be predicted by the proposed strategy with the minimum Mean Absolute Relative Errors (MARE) and Mean Absolute Errors (MAE).

Keywords: Travel Time Prediction, Advanced Traveler Information Systems (ATIS), Naïve Clustering Approach (NCA), Cumulative Cloning Average (CCA), Successive Moving Average (SMA), Chain Average (CA), Naïve Bayesian Classification (NBC).

1. INTRODUCTION

In the research area of Intelligent Transportation Systems (ITS), travel time prediction is a very important issue and is becoming increasingly important with the advancement of ATIS [1]. Moreover, information, provided by travel time forecasting, helps traveler to decide whether they should change their routes, travel mode, starting time or even cancel their trip [2]. Therefore, the reliable and accurate travel time prediction on road topology plays an indispensable role in any kind of dynamic route guidance systems such as trip planning, vehicular navigation systems, etc. to fulfill the users’ whim. Most importantly, the importance of travel time information is also significant to find the shortest path in terms of time. On top of that, accurate travel time estimation can improve the service quality of delivery industries by delivering products on time.

Predicted travel time information provides the capacity for road users to organize travel schedule pre-trip and en-trip. It helps to save transport operation cost and reduce environmental impacts. As congestion increases on urban freeways, more and more journeys are impacted by delays. Unless a traveler routinely traverses a given route, the extent of possible delays are unknown...
before departing on a journey and the uncertainty must be addressed by allocating extra time for traveling. ATISs attempt to reduce the uncertainty by providing the current state of the system and sometimes a prediction of future state. In this context, travel time is an important parameter to report to travelers. Generally, prediction of travel time depends on vehicle speed, traffic flow and occupancy that are extremely sensitive to external event like weather condition and traffic incident [3]. Addressing the uncertainty on road network is also a crucial research issue. Additionally, prediction on uncertain situation is very complex, so it is important to reach optimal accuracy. Yet, the structure of the traffic flow of a specific road network fluctuates based on daily, weekly and occasional events. For example, the traffic structure of weekend may differ from that of weekday [17]. So, time-varying feature of traffic flow is one of the major issues to estimate accurate travel time [12].

In this research, we propose a new clustering way that is able to predict travel time accurately and reliably. Here, we attempt to combine the merits of our previous methods namely NBC [12], Rule based method, SMA and CA [13] by eliminating the shortcomings of those methods. Actually, this is the update version of our most recent research [16]. With the same set of historical traffic data, comparison is also made to evaluate our proposed method. Experimental results show the superiority of our proposed method over other prediction methods namely, NBC, Rule based, SMA and CA.

The remaining portions of this paper are organized as follows: Section 2 introduces some related researches in this field. An outline of our proposed NCA with example is demonstrated in section 3, Section 4 presents a concise experimental evaluation. Finally, the conclusion words and guidelines of future research are discussed in section 5.

2. LITERATURE REVIEW AND MOTIVATION

Nowadays, travel time prediction has emerged as an active and intense research area. So, a healthy amount of researchers have paid their concentration on the accurate travel time prediction. Several methodologies have been developed till date to compute and predict travel time with varying degree of success. A wide-ranging literature review on the topic of travel time prediction is presented in this section.

Park et al [5], [6] proposed Artificial Neural Network (ANN) models for forecasting freeway corridor travel time rather than link travel time. One model used a Kohonen Self Organizing Feature Map (SOFM) whereas other utilized a fuzzy c-means clustering technique for traffic pattern classification. Lint et al [7], [8] proposed a state-space neural network based approach to provide robust travel time predictions in the presence of gaps in traffic data. In [14], Kitaoka et al. developed a new computational method that they called the “Three-Range Composite Prediction Method” to realize optional dynamic route guidance and arrival travel time prediction with the TOYOTA G-BOOK telematic service. Kwon et al [9] proposed linear regression method to predict travel time. A linear predictor consisting of a linear combination of the current times and the historical means of the travel times was proposed by Rice et al [10]. They proposed a method to predict the time that would be needed to traverse a given time in the future. Wu et al [3] applied support vector regression (SVR) for travel time predictions and compared its results to other baseline travel-time prediction methods using real highway traffic data. Most recent research in this field was proposed by Erick et al [11]. They investigated a switching model consisting of two linear predictors for travel time prediction. UI et al. [15] investigated an approach based on pattern matching which had relied on historic data patterns for estimating future travel times.

An efficient method for predicting travel time by using NBC was proposed by Lee et al [12] which had also been scalable to road networks with arbitrary travel routes. The main idea of NBC was that it would give probable velocity level for any road segment based on historical traffic data. It was shown from experiments that NBC could reduce MARE significantly rather than the other predictors. Another effective rule-based method was proposed by Chang et al [17] in where they had considered vehicle’s current road information, day time and week day information to extract
best suited decision rule. In [13], we formulated two completely new methods, namely SMA and CA that were based on moving average. In that research, we eliminated the drawbacks of conventional moving average approach such as unwanted fluctuation in data set. These methods were also scalable to large network with arbitrary travel routes. Moreover, both methods were less expensive in terms of computational time. Consequently, it was revealed that these proposed methods can reduce error significantly, compared with existing methods.

The prediction of travel time has been received an increasing attention in recent years that urges many researchers to motivate themselves in the research of travel time forecasting. Besides, travel time estimation and prediction form an integral part of any ATIS and ITS. In NBC and rule-based methods, a whole day and velocity of vehicle are divided into several groups in an effective and efficient manner. Moreover, in rule-based method, authors also concentrate on week days. But, the calculation of velocity level for a particular route enhances the complexity. Furthermore, it emphasizes only on those data that have high probability i.e. it doesn't take all data in consideration. In rule-based method, road information, day time and week day information are taken into account to carry out rule generation process. Generated rules are used to predict velocity class. As they generate some fixed rules, so it is unable to address uncertain situation.

On the other hand, SMA and CA compute all data and are not based on probability theory. Although, SMA and CA provide an almost accurate travel time, those are unable to find uncertain data from the available traffic data. Clustering is one of the powerful leading data mining tools for discovering hidden knowledge that can be applied in the large historical traffic data set. To address the uncertain situation, and predict travel time more accurately, we propose NCA. In this study, our attempt to eliminate the shortcoming of NBC, rule-based, SMA and CA as well as combining their facilities. The key challenges of this research are to increase prediction accuracy and to address uncertain situation. On top of that, proposed method can also be scalable to large network with arbitrary travel routes. To clarify our method, the complete scenario of our method is presented in the next section.

3. PROPOSED NAÏVE CLUSTERING APPROACH
Cluster analysis or clustering is an assignment of separating the set of observations into subset. A cluster is therefore a collection of objects which are similar between themselves and are dissimilar to the objects belonging to other clusters. From available clustering techniques, partitioning and hierarchical clustering ways are popular and effective. In our research, we emphasize on partitioning clustering. For its simplicity and speed, K-means clustering, one of the partitioning clustering techniques is a better candidate to run on large data set. The procedure of K-means follows a simple and easy way to classify a given data set through a certain number of clusters (assume K clusters) fixed a priori. The main concept is to define K centroids, one for each cluster. The main disadvantage of K-means clustering is that it doesn’t yield the same result with each run, since the resulting clusters depend on the initial random assignment. In contrast, we formulate our approach in a cunning way so that it eliminates all shortcomings of traditional K-means algorithm. Our algorithm can automatically determine the number of clusters without the intervention of users i.e. no fixed K clusters. Apart from it, we incorporate a technique so that centroids of different clusters maintain a sufficient difference by placing them as much as possible far away from each other. Furthermore, the initial random assignment problem is also handled. In addition, to re-estimate the centroid from a cluster, we introduce a new method, namely Cumulative Cloning Average which is described in section 3.1.

At first, an origin with start time, day and destination is provided by user. A route may consist of several road segments from origin to destination. Initially, we apply our NCA on the data set of the first road segment to calculate the end time of first road segment which in turn becomes the start time of the next road segment. Finally, applying successive repetition approximate travel time from origin to destination can be measured.

3.1. Cumulative Cloning Average (CCA)
To re-estimate a suitable centroid from available data of a cluster, a new method has been proposed. For the better understandability of the reader, CCA method with an appropriate example is presented, here.
Let $t = (t_1, t_2, \ldots, t_n)$ be the data set where $n$ is the number of elements in that set. The value of $\tau[i, j]$ gives the desired result for $t_i, t_{i+1}, \ldots, t_j$ where $1 \leq i \leq j \leq n$. Finally, the value of $\tau[i, n]$ indicates the CCA of the data set, $t$. CCA can be mathematically defined by following formula:

$$\tau[i, j] = \begin{cases} 
  t_i & \text{if } i = j \\
  \sum_{k=i}^{j} \tau[k, (j-i)+k-1] & \text{if } i < j \\
  (i+1) & \text{if } i > j
\end{cases}$$

(1)

### 3.1.1. CCA with Example

A set of data with five elements is given below i.e. $n=5$, here. So, let’s see how CCA works.

**Sample Data** $(t_1, t_2, t_3, t_4, t_5): 5, 3, 4, 2$

**Total Sample Data (n): 5**

![CCA Table](image)

**FIGURE 1:** $\tau$ table for Cumulative Cloning Average

The $\tau$ table is used for storing the value of $\tau[i, j]$. Figure 1 illustrates CCA method on a sample data set where $n=5$. When $i=j$, then the value of $\tau[i, j] = t_i$. Using equation 1, we can calculate the value of $\tau[2, 4]$ as $\tau [1.2] + \tau [2.3] + \tau [3.4] = 4.193$ . Therefore, CCA of this data set travel would be 4 after applying round-off operation.

### 3.2. Definition of Time Group and Day group

The road environment of the same road network for running vehicles on the different time periods of a day is different. In NBC, the whole day time is separated into several groups according to the time. In our research, we also use their time grouping table which is illustrated in Table 1.

<table>
<thead>
<tr>
<th>Start_time_range</th>
<th>Time_group</th>
<th>Start_time_range</th>
<th>Time_group</th>
</tr>
</thead>
<tbody>
<tr>
<td>06:01~10:00</td>
<td>1</td>
<td>16:01~18:00</td>
<td>6</td>
</tr>
<tr>
<td>10:01~11:00</td>
<td>2</td>
<td>18:01~22:00</td>
<td>7</td>
</tr>
<tr>
<td>11:01~12:00</td>
<td>3</td>
<td>22:01~00:00</td>
<td>8</td>
</tr>
<tr>
<td>12:01~14:00</td>
<td>4</td>
<td>00:01~06:00</td>
<td>9</td>
</tr>
<tr>
<td>14:01~16:00</td>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1:** Time group definition
Name of Day_group | Symbol
---|---
Holiday | HD
Day_Before_holiday | BD
Remaining_day | RD

<table>
<thead>
<tr>
<th>Vehicle_ID</th>
<th>Road_ID</th>
<th>Time_group</th>
<th>Start_time</th>
<th>End_time</th>
<th>Travel_time (min)</th>
<th>Velocity (km/min)</th>
<th>Day_group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>6</td>
<td>16:50</td>
<td>16:57</td>
<td>7</td>
<td>1.8725</td>
<td>RD</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6</td>
<td>17:20</td>
<td>17:31</td>
<td>11</td>
<td>1.1916</td>
<td>RD</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>6</td>
<td>17:43</td>
<td>17:56</td>
<td>13</td>
<td>1.0082</td>
<td>RD</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>16:02</td>
<td>16:11</td>
<td>9</td>
<td>1.456</td>
<td>RD</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>6</td>
<td>16:16</td>
<td>16:32</td>
<td>16</td>
<td>0.8192</td>
<td>RD</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>6</td>
<td>16:05</td>
<td>16:18</td>
<td>13</td>
<td>1.0082</td>
<td>RD</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>6</td>
<td>17:03</td>
<td>17:10</td>
<td>7</td>
<td>1.8725</td>
<td>RD</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>6</td>
<td>17:11</td>
<td>17:18</td>
<td>7</td>
<td>1.8725</td>
<td>RD</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>6</td>
<td>17:35</td>
<td>17:46</td>
<td>11</td>
<td>1.1916</td>
<td>RD</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>6</td>
<td>16:09</td>
<td>16:16</td>
<td>7</td>
<td>1.8725</td>
<td>RD</td>
</tr>
</tbody>
</table>

If a vehicle starts from any road segment between 16:01 and 18:00, its Time_group will be 6. The traffic flow of road network also depends on holiday, before holiday and remaining day. For our convenience, we group all national holiday and week holiday into holiday group. The previous day of holiday is also crucial in traffic structure. So, we put them in another category and the remaining days are kept in another group. For example, if it is Saturday, the group will be HD. Table 2 exhibits the day group definition. Table 3 illustrates the sample snapshot of historical traffic data for any road segment. Each record of the table contains seven attributes. The value of Time_group is calculated from the Start_time. Travel_time is the difference from End_time to Start_time. Dividing length of road segment by Travel_time, Velocity is measured.

To calculate approximate travel time for any road segment, we introduce NCA in the following section with appropriate example.

### 3.3. Procedure of Naïve Clustering Approach

When start time, day and the destination are given, our algorithm extracts the related data from the large data set according to the time_group, day_group, and road segment. Then the following step by step procedure is executed to predict the travel time of that road segment.

**PROCEDURE**

**Step 1:** Frequency for each travel time is measured by counting the repetition of that travel time in different records.

**Step 2:** Define Prediction relation that contains three attributes namely Frequency, Travel_time and Velocity. Each record of Prediction relation must contain distinct travel time.

**Step 3:** Find the greatest value from the Frequency attribute \( f_{\text{max}} \). A tuple \( P (x_p, y_p, z_p) \) is chosen as centroid of a cluster, where \( x_p \) is the maximum frequency, \( y_p \) is the corresponding travel_time associated with \( x_p \) and \( z_p \) is the velocity associated with travel_time \( y_p \). If two or more tuples contain the greatest value then make those tuples as the centroids, each for one cluster. Hence, we get a set of centroids, \( P \) where each centroid has maximum frequency.

**Step 4:** Compare each tuple \( T_i (x_i, y_i, z_i) \) of relation Prediction with the selected each centroid \( P_k (x_p, y_p, z_p) \) by using the following formula:

\[
\text{COST} (P_k, T_i) = |x_p - x_i| + |y_p - y_i| + |z_p - z_i|
\]
where, subscript \( k \), is the centroid number and can be ranged from 1 to \( n \), depends on the duplication of frequency number. Choose tuple \( Q_k = (x_q, y_q, z_q) \) as the centroid of another cluster, where \( \text{COST}(P_k, Q_k) \) is maximum. In this way, we also get another set of centroids, \( Q \). Now, to select the final centroids, we perform intersection operation i.e. \( P \cap Q \). So, the number of tuples or elements in \((P \cap Q)\) set is the total cluster number.

**Step 5:** Build clusters where the centroid of each cluster is the distinct element of \((P \cap Q)\) set.

**Step 6:** Define the cluster memberships of tuples by assigning them to the nearest cluster representative tuple. The cost is given by Eq.2.

**Step 7:** Re-estimate the cluster centre by assuming the memberships found above are correct.

To re-estimate we use our CCA method which has been illustrated in section 3.1.

**Step 8:** Step 6 and Step 7 are repeated until no change in clusters

**Step 9:** After complete preparation of clusters, desired predicted time is calculated separately for each cluster by using the following formula:

\[
\tau_r = \frac{\sum_{i=1}^{N} f_i \cdot t_i}{\sum_{i=1}^{N} f_i}
\]

(3)

Where \( \tau_r \) is the travel time obtained from \( r \)-th cluster, \( N \) is the total number of tuple in associated cluster, \( f_i \) is the Frequency of the \( i \)-th tuple, and \( t_i \) is the Travel_time of the \( i \)-th tuple.

**Step 10:** If the number of elements of \((P \cap Q)\) is \( R \) i.e. \(|P \cap Q| = R\), then the final predicted approximate travel time, \( T \) for the road segment of the specific time group and day group can be defined by following formula:

\[
T = \frac{\sum_{i=1}^{R} \tau_i}{R}
\]

(4)

3.4. Explanation of NCA method with example

Considering the sample historical traffic data of Table 3 that contains data for Road_id =1, Time_group=6 and day_group=RD. Steps of NCA procedure are explained below:

**Step 1:** There are 10 records in Table 2 where Road_id and Time_group and day_group are common. First step of NCA reveals to find the frequency of each distinct travel time. If we observe Table 3, then we find that the frequency of Travel_time 7 is four (4) because the number of repetition of Travel_time 7 in different records is four. Similarly, frequencies of Travel_time 16,9,13, and 11 are 1, 1, 2, and 2 respectively.

**Step 2:** Prediction relation is illustrated in Table 4. Each tuple in relation has three attributes namely Frequency, Travel_time and Velocity. The relation also reveals that it contains only those tuples that have distinct travel time.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Travel_time(min)</th>
<th>Velocity (km/min)</th>
<th>Frequency</th>
<th>Travel_time(min)</th>
<th>Velocity (km/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.8192</td>
<td>2</td>
<td>11</td>
<td>1.1916</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1.456</td>
<td>4</td>
<td>7</td>
<td>1.8725</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.0082</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 4:** Prediction relation of Table 2.
Step 3: The Frequency column of relation Prediction represents that the maximum value of it is 4. No more than one tuple contain the highest frequency. So, only one member in P set that is the tuple $P(x_p, y_p, z_p) = (4, 7, 1.8725)$.

Step 4: Table 5 calculates the cost of each tuple $T_i(x_i, y_i, z_i)$ from the seed of $P$ Set by using Eq.2

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Travel_time (min)</th>
<th>Velocity (km/min)</th>
<th>Distance from $(4,7,1.8725)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.8192</td>
<td>$</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1.456</td>
<td>$3 + 2 + 0.4165 = 5.4165$</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.0082</td>
<td>$2 + 6 + 0.8643 = 8.8643$</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>1.1916</td>
<td>$2 + 4 + 0.6809 = 6.6809$</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1.8725</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE 5: Comparison of each tuple with the centroid of $P$ set

The maximum cost (13.0533) from centroid (4, 7, 1.8725) is marked as block in the Distance column of Table 5. So, the tuple $Q(x_q, y_q, z_q) = (1, 16, 0.8192)$ is selected as the centroid of $Q$ Set As Set $P$ has only one element, Set $Q$ also contains only one element. Here, $|P \cap Q| = 2$.

Step 5: Two clusters are built where the centroid of Cluster1 is the tuple $P(x_p, y_p, z_p) = (4, 7, 1.8725)$ and that of Cluster2 is the tuple $Q(x_q, y_q, z_q) = (1, 16, 0.8192)$.

Step 6: Table 6 decides the cluster memberships of tuples by assigning them to the nearest cluster representative tuple. The numbers marked as block indicate the lowest cost comparison to other. Eq.2 is also used to find cost. 1st scenario of both clusters is shown in Table 7.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Travel_time (min)</th>
<th>Velocity (km/min)</th>
<th>Distance from Cluster1 centroid $(4, 7, 1.8725)$</th>
<th>Distance from Cluster2 centroid $(1, 16, 0.8192)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.8192</td>
<td>$3 + 9 + 1.0533 = 13.053$</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1.456</td>
<td>$3 + 2 + 0.4165 = 5.4165$</td>
<td>$0 + 7 + 0.6368 = 7.6368$</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.0082</td>
<td>$2 + 6 + 0.8643 = 8.8643$</td>
<td>$1 + 3 + 0.189 = 4.189$</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>1.1916</td>
<td>$2 + 4 + 0.6809 = 6.6809$</td>
<td>$1 + 5 + 0.3724 = 6.3724$</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1.8725</td>
<td>0</td>
<td>$3 + 9 + 1.0533 = 13.053$</td>
</tr>
</tbody>
</table>

TABLE 6: Deciding cluster memberships.

<table>
<thead>
<tr>
<th>Cluster1</th>
<th>Frequency</th>
<th>Travel_time (min)</th>
<th>Velocity (km/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>1.8725</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>9</td>
<td>1.456</td>
</tr>
<tr>
<td>Cluster2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>16</td>
<td>0.8192</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13</td>
<td>1.0082</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>11</td>
<td>1.1916</td>
</tr>
</tbody>
</table>

TABLE 7: 1st scenario of both clusters with their members.

Step 7: Re-estimating of new centroid for each cluster. We calculate the new centroid for each cluster by using CCA (Eq. 1) method separately for frequency, travel_time and velocity.

New centroid for Cluster1 using CCA $P_1(x_p, y_p, z_p) = (2.5, 8, 1.664)$.

New centroid for Cluster2 using CCA $Q_1(x_q, y_q, z_q) = (1.55, 13.91, 0.96)$. 
Step 8: Repetition of Step 6 with new centroids of both clusters. Blocking numbers indicate lowest cost comparing to other. Detail description illustrates in Table 8.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Travel time (min)</th>
<th>Velocity (km/min)</th>
<th>Distance from Cluster1 new centroid (2.5, 8, 1.664)</th>
<th>Distance from Cluster2 new centroid (1.55, 13.91, 0.96)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.8192</td>
<td>1.5+8+0.84=10.34</td>
<td>0.55+2.09+0.14=2.7</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1.456</td>
<td>1.5+1+0.208=2.708</td>
<td>0.55+4.91+0.49=5.95</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.0082</td>
<td>0.5+5+0.655=6.155</td>
<td>0.45+0.91+0.048=1.408</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>1.1916</td>
<td>0.5+3+0.4724=3.9724</td>
<td>0.45+2.91+0.23=3.589</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1.8725</td>
<td>1.5+1+0.2085=2.7085</td>
<td>2.45+6.91+0.912=10.27</td>
</tr>
</tbody>
</table>

TABLE 8: Deciding cluster memberships with new centroids.

Re-estimating the cluster memberships from Table 8, 2nd scenario of both clusters has been represented in Table 9.

<table>
<thead>
<tr>
<th>Cluster1</th>
<th>Frequency</th>
<th>Travel time(min)</th>
<th>Velocity(km/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>1.8725</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>9</td>
<td>1.456</td>
</tr>
<tr>
<td>Cluster2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>16</td>
<td>0.8192</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13</td>
<td>1.0082</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>11</td>
<td>1.1916</td>
</tr>
</tbody>
</table>

TABLE 9: 2nd scenario of both clusters with new centroids.

After repetition of step 7 we get that the most recent centroids of Cluster1 $P_{new1} (x_p, y_p, z_p)$ and Cluster2 $Q_{new2} (x_q, y_q, z_q)$ are (2.5, 8, 1.664) and (1.55, 13.9, 0.96) respectively. The most recent centroids of both clusters are similar to the 2nd most recent centroids. So, the need of repetition of step 6 and step 7 again and again are unnecessary. Table 8 shows the final clusters.

Step 9: By using Eq. 3, desired travel time from Cluster1 and Cluster2 can be measured

Expected Travel Time from Cluster1
Here, N=2
So, $\tau_1 = (4*7+1*9)/ (4+1)$
= 37/5
= 7.4

So, expected travel time from Cluster1, $\tau_1$ = 7 min (applying round operation) and expected travel time from Cluster2, $\tau_2$ = 13 min (applying round operation)

Step 10: The final approximate travel time, T (for Road_id=1, Day_group=RD Time_group= 6) is predicted by using Eq. 4 such as the simple arithmetic mean of $\tau_1$ and $\tau_2$. So, the final approximate travel time is $T= ((7+13)/2) \text{ min} = 10 \text{ min}.$

4. PERFORMANCE ANALYSIS

4.1. Data Set Description
To measure the performance of different predictors, a real data set is used in our research. The data set generator is based on real traffic situation in Pusan city, South Korea. GPS sensor is used to collect real traffic delay for building this well-organized PNU generator. Traffic pattern of Pusan city was extracted from this data. According to this traffic pattern, generator simulates and generates trajectory data which almost same as real data. User interface of PNU (Punsan National University) is shown in the following figure 2.
By using this generator, 167,669 trajectories are generated. Every trajectory may compose of several road segments. The period of real traffic data covers both week days and weekends, and both peak hours and non-peak hours. This data organization format sufficiently reflects real traffic situations. For computing easily and efficiently and accurate evaluation of performance of the algorithms, data is divided into two categories, namely training data and test data sets. 365 days traffic data are used as training data set and 30 days traffic data are used as testing data set. Data from 365 training days are used for fitting the model. However, 30 days test data are used to measure prediction performance for all methods.

4.2. Comparison of Prediction Accuracy
The prediction error indices, Mean Absolute Relative Error (MARE) and Mean Absolute Error (MAE) are used to compare the accuracy among all prediction methods. MARE is the simplest & well-known method for measuring overall error in travel time prediction. MARE measures the magnitude of the relative error over the desired time range. The MARE is measured by the following formula:

\[ MARE = \frac{1}{N} \sum_{t} \left| \frac{x(t) - x^*(t)}{x(t)} \right| \]  

(5)

where \(x(t)\) is the observation value; \(x^*(t)\) is the predicted value and \(N\) is the number of samples.

On the other hand, the Mean Absolute Error (MAE) is a quantity used to measure how close forecasts or predictions are to the eventual outcomes. The MAE is a common measure of forecast error in time series analysis. This error measurement is defined as:

\[ MAE = \frac{1}{n} \sum_{t=1}^{n} |x(t) - x^*(t)| = \frac{1}{n} \sum_{t=1}^{n} |e(t)| \]  

(6)

As the name suggests, the mean absolute error is an average of the absolute errors \(e(t) = x(t) - x^*(t)\), where \(x(t)\) is the prediction and \(x^*(t)\) is the true value. In equation (6), \(n\) is the number of samples. In experimental evaluation, proposed methods are tested against other predictors like NBC, Rule-based, SMA and CA. In this section, mean relative absolute error (MRAE) and mean absolute error (MAE) among all travel time predictors are investigated. Prediction errors of all predictors from 8 AM to 6 PM are examined. There are 11 test cases are evaluated between 8 AM to 6 PM. The line chart shown in figure 3 illustrates relative performance of all travel time predictors according to MARE. From the overall point of view, proposed method performs much better than NBC, SMA, CA and Rule based methods. In case of NCA method, it is shown that eight test cases exhibit errors less than 0.40.
FIGURE 3: MARE of each method during different time interval.

FIGURE 4: Summarized MARE of each prediction method.

Summarized MARE for different methods are shown in figure 4. Summarized MARE of NCA, NBC, SMA, CA and Rule based methods are 3.8692, 4.891, 4.9902, 4.769 and 4.493 respectively. Hence, our method reduces MARE from NBC, SMA, CA and Rule based methods by 20.89%, 22.4%, 19%, and 14% respectively.

MAE of different methods during different time interval are shown in figure 5. In major cases, our method outperforms other methods in most of the cases. Figure 6 displays that the summarized MAE of NCA, NBC, SMA, CA and Rule based methods are 2.9601, 3.0727, 3.1648, 3.2173 and 3.24 respectively and our method reduces MAE from NBC, SMA, CA and Rule based method by 3.66%, 6.4%, 8% and 8.63% respectively.
5. CONCLUSION
In this research, we focus an effective and efficient method to predict travel time more accurately. From the performance analysis portion, we can easily conclude that our method significantly reduces errors comparing with other methods. We also formulate our method in a cunning way so that we can eliminate so called partitioning problems. The centroids of the clusters are placed in a cunning manner so that they maintain as much as possible far way from each other. The superiority of our method is that the more the historical data set increases, the more the predictor is able to predict accurately. In our future plan, we will extend our NCA approach considering not only time and day but also seasonal event. The relationship between the length of roadways and accuracy of the prediction will also be tried to focus. Most importantly, analysis of our NCA will be extended with respect to real field data.
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Abstract

Health databases are characterised by large number of attributes such as personal biological and diagnosis information, health history, prescription, billing information and so on. The increasing need for providing enhanced medical system has necessitated the need for adopting an efficient data mining technique for extracting hidden and useful information from health database. In the past, many data mining algorithms such as Apriori, Eclat, H-Mine have been developed with deficiency in time-space trade off. In this work, an enhanced FP-growth frequent pattern mining algorithm coined FP-Ail is applied to students’ health database with a view to provide information about prevalent ailments and suggestions for managing the identified ailments. FP-Ail is tested on a student’s health database of a tertiary institution in Nigeria and the results obtained could be used by the management of the health centre for enhanced strategic decision making about health care. FP-Ail also provides the possibility to refine the minimum support threshold interactively, and to see the changes instantly.

Keywords: FP-Ail, Frequent Pattern, Health Database, Knowledge.

1. INTRODUCTION

A good number of domains of life such as the scientific institutions, government agencies and businesses have dedicated a good part of their resources to collecting and storing data, of which only a minute amount of these data will ever be used because, in many cases, the volumes are simply too large to manage, or the data structures themselves are too complicated to be analysed effectively. The primary reason is that the original effect to create a data set is often focused on issues such as storage efficiency, it does not include a plan for how the data will eventually be used and analysed for decision making purposes. Thus, establishing the fact that we are drowning in data but starving for knowledge.

Data mining is defined as the process of extracting trends or patterns from data in a large database and carefully and accurately transforms them into useful and understandable information [2].

Frequent pattern mining has been a constantly addressed factor in the field of data mining as a result of its great and promising applicability at mining association [2], causality [9], sequential patterns [3], just to mention a few.
1.1 Frequent Pattern Mining

Let \( I \) be a set of items. A set \( X = \{i_1, \ldots, i_k\} \subseteq I \) is called an itemset, or a \( k \)-itemset if it contains \( k \) items. A transaction over \( I \) is a couple \( T = (\text{tid}, I) \) where \( \text{tid} \) is the transaction identifier and \( I \) is an itemset. A transaction \( T = (\text{tid}, I) \) is said to support an itemset \( X \subseteq I \), if \( X \subseteq I \). A transaction database \( D \) over \( I \) is a set of transactions over \( I \).

A number of algorithms have been proposed for mining frequent patterns in a large database, these include apriori algorithm, pattern growth methods, such as FP-growth [6] and tree projection [7] e.t.c. In a transaction database, a frequent set would be a set of items that co-occur frequently in the database. A pattern growth algorithm, FP-growth, reported to be an order of magnitude faster than apriori algorithm was proposed [6]. In this work, an enhanced FP-growth algorithm is used to mine students’ health database by compressing the whole database in a compact manner.

This paper is organised as follows: Section 2 has the related works, while section 3 discusses the modified algorithm. Section 4 has the implementation details with the results and section 5 concludes the work with area of further research.

2. RELATED WORKS

[4] describes a scalable, distributed software architecture that is suitable for managing continuous activity data streams generated from body sensor network. The system, when applied to healthcare, helps in taking care of patients’ well-being through continuous and intelligent monitoring. The objective was achieved through observation of frequent patterns of the inherent structures of the concerned patients.

CLOTELE, a pattern growth algorithm for mining closed frequent calling patterns of a telecommunication database from a telecommunication provider was proposed in [5]. The knowledge obtained is useful for telecommunication network operators in order to make crucial decisions.

E-CAST used a dynamic threshold and indicated that the cleaning step of the original CAST algorithm may be unnecessary, in which the threshold value was computed at the beginning of each new cluster was introduced [1]. The knowledge gained could be used for the analysis of gene expression data.

[8] presented a systematic approach for expressing and optimizing frequent itemsets queries that involve complex conditions across multiple datasets. This work provided an important step towards building an integrated, powerful and efficient KDDMS which provides support for complex queries on multiple datasets in a KDDMS,(Knowledge Discovery and Data Mining System).

The benefits of performing episodic mining of health data which is a method of compressing transactional set health care episodes, that are standardised medical practise are clearly highlighted in [9]. The benefits include preprocessing data to some temporal principle that is clinically meaningful. It allows for filtering irrelevant attributes that will not be included in data analyses.

3. METHODOLOGY

3.1 Procedure for Mining Frequent Ailments Pattern

Records of different forms such as Patients’ billing information, Staff Routine, Patients’ health information are kept on daily basis in the health domain which could aid strategic decision making for better health care and profit maximization, if it is well exploited. The procedure used in this research for mining frequent ailments patterns involve the following stages:

1. Data Collection: At this stage, a secondary database of students’ health information is extracted from the health management system.
2. Data Cleaning: In order to extract useful frequent ailment pattern, data preprocessing and data cleaning are needed. This stage identifies the most relevant/fundamentally required attributes for mining and also deals with outliers.

3. Pattern Discovery: After the data cleaning stage, the data mining algorithm to discover frequent ailment pattern is designed (section 3.2).

4. Deduction: this involves the comprehensibility of the discovered pattern i.e the conclusion drawn from the discovered knowledge.

<table>
<thead>
<tr>
<th>StudentID</th>
<th>Gender</th>
<th>Level</th>
<th>Diagnosis</th>
<th>Abode</th>
<th>Dept.</th>
<th>…</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4</td>
<td>M</td>
<td>400</td>
<td>Malaria</td>
<td>Hostel</td>
<td>Maths</td>
<td>…</td>
</tr>
<tr>
<td>E3</td>
<td>F</td>
<td>300</td>
<td>Typhoid</td>
<td>Town</td>
<td>ABG</td>
<td>…</td>
</tr>
<tr>
<td>F6</td>
<td>F</td>
<td>300</td>
<td>HepatitisA</td>
<td>Town</td>
<td>Stat</td>
<td>…</td>
</tr>
<tr>
<td>D9</td>
<td>M</td>
<td>400</td>
<td>HepatitisB</td>
<td>Hostel</td>
<td>Home_</td>
<td>…</td>
</tr>
<tr>
<td>A4</td>
<td>M</td>
<td>400</td>
<td>Cough</td>
<td>Hostel</td>
<td>Maths</td>
<td>…</td>
</tr>
</tbody>
</table>

**TABLE 1**: An example of selected health database

3.2 Algorithm Design – FP-Ail

This section discusses the FP-Ail algorithm.

**Algorithm**: Mining frequent ailments pattern, an FP-growth based approach.

**Input**: Valid (User, Password) Authentication

π (D), σabs // π (D) is the projection on the database and σabs is the minimum support.

**Output**: F(π (D), σabs ) //Frequent ailment patterns.

**Methods**: The algorithm is given as below:

```
Login (Username, Password)
If( Login () is successful )
   then Select π (D)
Else re-Login()
end if

H= {} // frequent-1 itemsets
TDB={} // Transaction Database
F(π (D), σabs )={}  // create TDB
for all i ∈ π (D) do
   TDB={i, {j}} where  set j corresponds to i = tid
   // Prune (Delete infrequent itemsets)
   for distinct j ∈ TDB do
      get Supp (j) // get count of j
      if Supp (j) >= σabs
         H={j, Supp(j)}// get frequent-1 itemsets
      end if
   end for
   for all (tid, X) ∈ π (D) with j ∈ X do
      K= sort(tid(i), X) in Support descending order
      // Depth first recursion
      Compute F[k] //frequent itemsets
      F(π (D), σabs ) = {H U F[k]}
end for
```

**FIGURE 1**: Fp-Ail Algorithm

3.3 An Illustrative Example for Mining Frequent Ailment patterns

Consider Table 1 for illustration. Suppose the frequent ailments are to be mined based on two attributes: students’ ID and diagnosis
Step 1- Compute frequent patterns

The database, from which the transaction database (TDB) is extracted, is allowed to be queried by an authenticated user. This algorithm ensures strict denial to an invalid user as the health domain is always meticulous over privacy issue. However, the user has been saved the stress of the need to write SQL queries by just having to select the required attributes from a populated combo box component of the application. Table 1 is used for illustration, in order to reduce the processing time, the second attribute, diagnosis, is encoded with the first letter of each item in the transaction i.e Malaria= m, Cough= c e.t.c. The TDB generated based on the query is scanned in order to compute the support of each itemset, after which the infrequent itemsets are eliminated based on the given minimum support threshold. (Note: the support is the absolute occurrence of items)

<table>
<thead>
<tr>
<th>Itemset</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>3</td>
</tr>
<tr>
<td>D</td>
<td>4</td>
</tr>
<tr>
<td>H</td>
<td>3</td>
</tr>
<tr>
<td>M</td>
<td>5</td>
</tr>
<tr>
<td>T</td>
<td>4</td>
</tr>
<tr>
<td>U</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE 3: TDB showing item support counts

Note: From the above, u is not frequent and is thus eliminated. (Min. support ($\sigma_{abs}$) is set to 3)

<table>
<thead>
<tr>
<th>Tid</th>
<th>Diagnosis (Itemsets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A4</td>
<td>m, t, d</td>
</tr>
<tr>
<td>E3</td>
<td>m, t, t, d, h</td>
</tr>
<tr>
<td>F6</td>
<td>m, m, t, d, c, h</td>
</tr>
<tr>
<td>D9</td>
<td>m, d, c, h</td>
</tr>
</tbody>
</table>

TABLE 4: TDB sorted in support descending order

Step 2: Use FP-Ail algorithm to mine FP-Ail tree

FP-Ail tree has the information of the whole database, so the algorithm mines this tree and not the database.
Starting from h, for each frequent-1 itemsets, construct its conditional pattern base. A conditional pattern base for an itemset contains the transactions that end with that itemset.

i). Item h’s conditional pattern base is: \{m:2, t:1, d:1, c:1\}, \{m:1, t:2, d:1\}, \{m:1, d:1, c:1\}.

Note: In this conditional pattern base, c occurs only twice and is thus eliminated.

The conditional FP-Ail tree is constructed thus:

The frequent patterns generated for item h is as given below:

\{mdh: 3\}, \{dh: 3\}, \{mh: 3\}.

ii). Item c’s conditional pattern base is: \{m: 1, t: 1, d: 1\}, \{m: 2, t: 1, d: 1\}, \{m: 1, d: 1\}.

Note: Items t occurs only twice and is thus eliminated.

The conditional FP-Ail tree is constructed thus:

The generated frequent itemsets is as follows: \{mdc: 3\}{dc: 3\}{mc: 3\}

iii). Items d’s conditional pattern base is \{m: 1, t: 1\}, \{m: 1, t: 2\}, \{m: 2, t: 1\}, \{m: 1\}

The conditional FP-Ail tree is constructed thus;

![Image of FP-Ail tree]

The generated itemsets is as follows: \{mtd: 3\}, \{md: 4\}, \{td: 3\}.

iv). Items t’s conditional pattern base is given as: \{m: 1\}, \{m: 1\}, \{m: 2\} and the generated
itemsets is \{mt: 3\}.

Combined with the frequent-1 itemsets generated during the first database scan, we have the
following frequent patterns: \{mtd: 3\}, \{md: 4\}, \{td: 3\}, \{mt: 3\}, \{mdc: 3\}, \{dc: 3\}, \{mc: 3\}, \{mdh:
3\}, \{dh: 3\}, \{mh: 3\}.

4. IMPLEMENTATION AND RESULTS
The algorithm is experimented on the student health database of 4 different academic
sessions, which is of size 600KB, tested on varying minimum support in order to test the
flexibility and adaptability of the algorithm. All experiments were carried out on a 733MHz
Pentium III PC, with a 1GB RAM size, 100GB HDD running Microsoft Windows Vista. FP-Ail
was implemented in Java using NetBeans IDE 6.1 version.

The system designed is so flexible in that it allows different attributes to be selected based on
the operational environment and the expected knowledge to be discovered. In particular,
during this implementation, three different database is selected from the TDB for mining.
These databases are T6015D100K, T415D100K and T1015D100K where T represents
students’ ID: 60, different levels of students: 4 and different students’ abodes: 10 respectively
and I is the number of diagnosis and D represents the number of records in the data base.
The student ID is mined against diagnosis.

4.1 Types of Knowledge Discovered
The knowledge to be acquired from health databases can not be over-emphasized. However,
in this discourse, from the sequence of diagnosis pattern, the management could discover the
most effective therapy, know the most likely ailment a particular patient could have from the
health record or determine the most affected group of patients with a particular ailment in
order to make strategized and optimal decisions. Table 5 shows examples of patterns
extracted from respective databases with their interpretations and several decision that could
be taken by the authorities concerned.
Patterns | Interpretation | Decision
---|---|---
T60I15D100K | {H8:cough, Tuberculosis: 8} | Student with ID H8 is noticed to have been diagnosed with the ailments in that order on 6 occasions. | Student’s health should be monitored and may need to be sent home for treatment in order to avoid spread of the diseases. |
T4I15D100K | {200L: diarrhoea, malaria: 20} | 200 level students were been attacked severally with the identified ailments | The pharmaceutical unit should be stocked with drugs and measures should be taken to reduce or combat the attack. |
T10I15D100K | {Asero: diarrhoea, malaria: 18} | Several students living at Asero (an abode outside the campus at Abeokuta, Ogun State, Nigeria) were discovered to have been frequently diagnosed with the listed ailments. | The university management could call the attention of the government in carrying out a health inspection of the area and provide necessary measures. |

**TABLE 5:** Interpretation of the patterns extracted

4.1.1 Prevalent Ailments

We went further to mine the prevalent ailments among students by considering each session starting from 2003/2004. This window (Figure 3) displays the result of the successful query, for example:

```
SELECT STUDENTID, DIAGNOSIS FROM TDB WHERE LEVEL = 100
```

on the database. The patterns generated are displayed in the lower right end component of the windows displayed. This result would go a long way in assisting the health management make crucial decisions.

**FIGURE 3:** Mining View with Patterns generated.

The result as depicted in Table 6 using diagnosis against the year showed that {Malaria, Headache} was rampant among the students in 2003/2004 and 2005/2006. This clearly
shows that the common ailments as reported in the health database is this pattern. In this regards, the management should try and design a measure of reducing stress on the parts of students which could be the cause of headache and find a way of reducing the attack of malaria either by always fumigating the environment at the end of each semester or provide some mosquito repellent tools.

<table>
<thead>
<tr>
<th>YEAR</th>
<th>SUPPORT</th>
<th>SUPPORT</th>
<th>SUPPORT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>2003/2004</td>
<td>(Malaria, Headache, cold, catarrh, diarrhoea, dysentery, hepatitis)</td>
<td>(Malaria, Headache, cold, diarrhoea)</td>
<td>(Malaria, Headache)</td>
</tr>
<tr>
<td>2004/2005</td>
<td>(Malaria, diarrhoea, catarrh)</td>
<td>(Malaria, diarrhoea, catarrh)</td>
<td>(Malaria)</td>
</tr>
<tr>
<td>2005/2006</td>
<td>(Malaria, Headache, tuberculosis, dysentery, catarrh)</td>
<td>(Malaria, Headache, tuberculosis, catarrh)</td>
<td>(Malaria, Headache, catarrh)</td>
</tr>
<tr>
<td>2006/2007</td>
<td>{cold, pains}</td>
<td>{cold, pains}</td>
<td>{ pains}</td>
</tr>
</tbody>
</table>

**TABLE 6:** Patterns on prevalent ailments with support values

The choice of the minimum support value is critical in many applications, if it is too high, the FP-Ail tree is empty, if it is too low, the number of items in the FP-Ail tree is too high. Therefore FP-Ail provides the possibility to refine the minimum support threshold interactively, and to see the changes instantly. Figure 4 depicts each of these databases in comparison with the changing of support. The size of the patterns generated is inversely proportional to the minimum support.

**FIGURE 4:** Effects of changing support threshold
5. CONCLUSION
In this paper, we have highlighted the advantages of FP-growth as a frequent pattern mining algorithm. It is thus integrated into an undergraduate students’ health database coined FP-Ail algorithm for extracting hidden knowledge that could aid strategic decision making in the health unit of any organization. The tool designed is flexible and integrates security based on privacy issues of the health domain. The algorithm is tested and several knowledge is discovered.
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Abstract

Association analysis, classification and clustering are three different techniques in data mining. Associative classification is a classification of a new tuple using association rules. It is a combination of association rule mining and classification. In this, we can search for strong associations between frequent patterns and class labels. The main aim of this paper is to improve accuracy of a classifier. The accuracy can be achieved by producing all types of negative class association rules.

Keywords: data Mining, Association Analysis, Classification, Positive and Negative Association Rules.

1. INTRODUCTION

Data mining algorithms aim at discovering knowledge from massive data sets. Association analysis, classification and clustering are three different data mining techniques. The aim of any classification algorithm is to build a classification model given some examples of the classes we are trying to model. The model we obtain can then be used to classify new examples or simply to achieve a better understanding of the available data. Classification generally involves two phases, training and test. In the training phase the rule set is generated from the training data where each rule associates a pattern to a class. In the test phase the generated rule set is used to decide the class that a test data record belongs to. Different approaches have been proposed to build accurate classifiers, for example, naive Bayes classification, Decision trees, and SVMs. Data mining community proposed Association Rule Mining based Classification. This approach is called Associative Classification produces transparent classifier consisting of rules that are straight forward and simple to understand. Associative classification based on association rule mining searches globally for all rules that satisfy minimum support and confidence thresholds. In associative classification the classifier model is composed of a particular set of association rules, in which consequent of each rule is restricted to classification class attribute. Many improvements have been done in associative classification approach in recent studies and experiments thereof show that this approach achieves higher accuracy than traditional approaches.

The traditional associative classification algorithms basically have 3 phases: Rule Generation, Building Classifier and Classification as shown in Fig. 1. Rule Generation employ the association rule mining technique to search for the frequent patterns containing classification rules. Building Classifier phase tries to remove the redundant rules, organize the useful ones in a reasonable order to form the classifier and the unlabeled data will be classified in the third step. Some experiments done over associative classification algorithms such as CBA [26], CMAR [23] and
MCAR [28] state that the associative classification methods share the features of being more accurate and providing more classification rules.

This paper is structured as follows: section II recalls preliminaries about Association Rules, In Section III, existing methods for associative classification are reviewed. The proposed algorithm is presented in Section IV and V. Section VI contains conclusions and future work.

2. BASIC CONCEPTS AND TERMINOLOGY
This section introduces association rules terminology and some related work on negative association rules and associative classification systems.

2.1 Association Rules
Let I = {i1, i2...in} be a set of items. Let D be a set of transactions, where each transaction T is a set of items such that T ⊆ I. Each transaction is associated with a unique identifier TID. A transaction T is said to contain X, a set of items in I, if X ⊆ T. An association rule is an implication of the form “X ⇒ Y”, where X ⊆ I, Y ⊆ I, and X ∩ Y = ø. The rule X ⇒ Y has a support s in the transaction set D if s% of the transactions in D contains X ∪ Y. In other words, the support of the rule is the probability that X and Y hold together among all the possible presented cases. It is said that the rule X ⇒ Y holds in the transaction set D with confidence c if c% of transactions in D that contain X also contain Y. In other words, the confidence of the rule is the conditional probability that the consequent Y is true under the condition of the antecedent X. The problem of discovering all association rules from a set of transactions D consists of generating the rules that have a support and confidence greater than given thresholds. These rules are called strong rules.

2.2 Negative Association Rules
A negative association rule is an implication of the form X /\ Y (or /\ X /\ Y or /\ X /\ Y), where X ⊆ I, Y ⊆ I and X ∩ Y = ø. (Note that although rule in the form of /\ X /\ Y contains negative elements, it is equivalent to a positive association rule in the form of Y /\ X. Therefore it is not considered as a negative association rule. In contrast to positive rules, a negative rule encapsulates relationship between the occurrences of one set of items with the absence of the other set of items. The rule X /\ Y has support s% in the data set s, if s% of transactions in T contain itemset X while do not contain itemset Y. The support of a negative association rule, supp(X /\ Y), is the frequency of occurrence of transactions with itemset X in the absence of itemset Y. Let U be the set of transactions that contain all items in X. The rule X /\ Y holds in the given data set (database) with confidence c, if c% of transactions in U do not contain item set Y. Confidence of negative association rule, conf (X /\ Y), can be calculated with P(X /\ Y)/P(X), where P(.) is the probability function. The support and confidence of itemsets are calculated during iterations. However, it is difficult to count the support and confidence of non-existing items in transactions. To avoid counting them directly, we can compute the measures through those of positive rules.

3. RELATED WORK IN ASSOCIATIVE CLASSIFICATION
The problem of AC is to discover a subset of rules with significant supports and high confidences. This subset is then used to build an automated classifier that could be used to predict the classes of previously unseen data. It should be noted that MinSupp and MinConf terms in ARM
(Association Rule Mining) are different than those defined in AC since classes are not considered in ARM, only itemsets occurrences are used for the computation of support and confidence.

The CBA algorithm[26] was one of the first AC(Associative Classification) algorithms that employed an Apriori candidate generation step to find the rules. Classification Based on Associations (CBA) was presented by (Liu et al., 1998) and it uses Apriori candidate generation method (Agrawal and Srikant, 1994) for the rule discovery step. CBA operates in three steps, where in step 1, it discretises continuous attributes before mining starts. In step 2, all frequent ruleitems which pass the MinSupp threshold are found, finally a subset of these that have high confidence are chosen to form the classifier in step 3. Due to a problem of generating many rules for the dominant classes or few and sometime no rules for the minority classes, CBA (2) has introduced by (Liu et al. 1999), which uses multiple support thresholds for each class based on class frequency in the training data set. Experiment results have shown that CBA (2) outperforms CBA and C4.5 in terms of accuracy.

Classification based on Multiple Association Rules (CMAR)[23] adopts the FP-growth ARM algorithm (Han et al., 2000) for discovering the rules and constructs an FP-tree to mine large databases efficiently (Li et al., 2001). It consists of two phases, rule generation and classification. It adopts a FP-growth algorithm to scan the training data to find the complete set of rules that meet certain support and confidence thresholds. The frequent attributes found in the first scan are sorted in a descending order, i.e. F-list. Then it scans the training data set again to construct an FP-tree. For each tuple in the training data set, attribute values appearing in the F-list are extracted and sorted according to their ordering in the F-list. Experimental results have shown that CMAR is faster than CBA and more accurate than CBA and C4.5. The main drawback documented in CMAR is the need of large memory resources for its training phase.

Classification based on Predictive Association Rules (CPAR)[29] is a greedy method proposed by (Yin and Han, 2003). The algorithm inherits the basic idea of FOIL in rule generation (Cohen,1995) and integrates it with the features of AC.

Multi-class Classification based on Association Rule (MCAR)[28] is the first AC algorithm that used a vertical mining layout approach (Zaki et al., 1997) for finding rules. As it uses vertical layout, the rule discovery method is achieved through simple intersections of the itemsets Tid-lists, where a Tid-list contains the item’s transaction identification numbers rather than their actual values. The MCAR algorithm consists of two main phases: rules generation and a classifier builder. In the first phase, the training data set is scanned once to discover the potential rules of size one, and then MCAR intersects the potential rules Tid-lists of size one to find potential rules of size two and so forth. In the second phase, the rules created are used to build a classifier by considering their effectiveness on the training data set. Potential rules that cover a certain number of training objects will be kept in the final classifier. Experimental results have shown that MCAR achieves 2-4% higher accuracy than C4.5, and CBA.

Multi-class, Multi-label Associative Classification (MMAC) [27] algorithm consists of three steps: rules generation, recursive learning and classification. It passes over the training data set in the first step to discover and generate a complete set of rules. Training instances that are associated with the produced rules are discarded. In the second step, MMAC proceeds to discover more rules that pass MinSupp and MinConf from the remaining unclassified instances, until no further potential rules can be found. Finally, rule sets derived during each iteration are merged to form a multi-label classifier that is then evaluated against test data. The distinguishing feature of MMAC is its ability to generate rules with multiple classes from data sets where each data objects is associated with just a single class. This provides decision makers with useful knowledge discarded by other current AC algorithms.
4. FINDING CLASS ASSOCIATION RULES

Apriori-based implementations are efficient but cannot generate all valid positive and negative ARs. In this section, we try to solve that problem without paying too high a price in terms of computational costs. Generating negative class association rules of the form \( \neg (= XY) \Rightarrow C \) For simplicity, we also limit ourselves to support and confidence to determine the validity of ARs.

Algorithm:
1. Generating negative class association rules of the form \( \neg (= XY) \Rightarrow C \)
2. Generate negative class association rules of the form \( \neg X \Rightarrow C \)
3. Generate negative class association rules of the form \( \neg X \neg Y \Rightarrow C \)
4. Generate negative class association rules of the form \( \neg XY \Rightarrow C \)

4.1. Finding Positive class Association Rules \( XY \Rightarrow C \)

1. \( AR \leftarrow \emptyset \);
2. \( S \leftarrow \emptyset \);
3. Find \( L (P_1) \), i.e. Frequent 1-itemsets
4. \( L(P_i) \leftarrow L(P_i) \)
5. For \( k=2; L (P_{k-1}) \neq \emptyset; k++ \)
6. {
7. // Generating \( C_k \)
8. for each \( l_1, l_2 \in L(P_{k-1}) \)
10. \( C_k = C_k \bigcup \{l_1[l_1] \ldots l_1[k-1], l_2[l_2] \ldots l_2[k-1] \} \)
11. end if
12. end for
13. // Pruning using Apriori property
14. for each \( (k-1)- \) subsets \( s \) of \( l \in C \)
15. if \( s \not\subseteq L (P_{k-1}) \)
16. \( C_k = C_k \setminus \{l\} \)
17. end if
18. end for
19. //Pruning using Support Count
20. Scan the database and find \( \text{supp}(l) \) for all \( l \in C_k \)
21. \( S = S \bigcup \{l \text{ with support count}\} \)
22. For each \( l \) in \( C_k \)
23. if \( \text{supp} (l) \geq ms \)
24. \( L(P_{k}) = L(P_{k}) \bigcup \{l\} \)
25. end if
26. end for
27. \( L (P_1) \leftarrow L(P_1) \bigcup L(P_1) \)
28. }
29. end for
30. // Generating Positive Classification Rules of the form \( l(=XY) \Rightarrow c \)
31. for each \( l(=XY) \in L(P_1) \)
32. for each \( c \in C \)
33. if \( \text{conf} (l \Rightarrow c) \geq mc \)
34. \( AR = AR \bigcup \{l \Rightarrow c\} \)
35. end if
36. end for
37. end for
4.2. Generating negative class association rules of the form \( \neg l(= XY) \Rightarrow \neg C \)
1. for each \( l \in L(P_1) \)
2. if \( 1-\text{supp}(l) \geq ms \)
3. \( L(P2) = L(P2) \cup I \)
4. end for
5. // Generating Negative Association Rules of the from \( \gamma (XY) \Rightarrow c \)
6. for each \( l \in L(P2) \)
7. for each \( c \in C \)
8. If conf(\( \gamma l \Rightarrow c \)) \( \geq mc \)
9. \( AR = AR \cup \{ \gamma l \Rightarrow c \} \)
10. end for
11. end for

4.3. Generating negative class association Rules of the form \( I(= \neg X \neg Y) \Rightarrow C \)
1. \( C(P3) \) \( 2 = \{ \neg \{i1\} \neg \{i2\} || i1, i2 \in L(P1), i1 \neq i2 \} \)
2. for \( k = 2; C(P3)_k \neq \emptyset; k++ \) do
3. for all \( l = \neg X \neg Y \in C(P3)_k \) do
4. if supp(l) \( \geq ms \) then
5. insert l into \( L(P3)_k \)
6. else
7. for all \( j \notin XY \) do
8. // Generating Candidates
9. \( Cand = \{ \neg(XU\{i\}) \neg Y, \neg X(Y U\{i\}) \} \)
10. // Pruning Cand
11. for each item in Cand
12. if \( X\{i\} \) is not in \( L(P1) \) or \( \neg X' \neg Y' \) is in \( L(P3) \) where \( X' \subseteq X\{i\} \) and \( Y' \subseteq Y \)
13. \( Cand = Cand - \{XY \{i\}\} \)
14. \( C(P3)_{k+1} = C(P3)_{k+1} \cup Cand \)
15. if Cand \( \neq \emptyset \), \( XY \{i\} \notin S \) and
16. \( (! \exists \ \exists \ i = \neg XY \{i\} (supp(i) = 0) \) then
17. insert \( XY \{i\} \) into \( S(P3)_{k+1} \)
18. end if
19. end if
20. end if
21. end for
22. compute support of itemsets in \( S(P3)_{k+1} \)
23. \( S = S \cup S(P3)_{k+1} \)
24. end for
25. // Generating Negative class association Rules of the from \( I(= \neg X \neg Y) \Rightarrow C \)
26. for each \( l \in L(P3) \)
27. for each \( c \in C \)
28. if conf(\( l \Rightarrow c \)) \( \geq mc \)
29. \( AR = AR \cup \{l \Rightarrow c\} \)
30. end if
31. end for
32. end for

4.4. Generating negative class Association Rules of the form \( \neg XY \Rightarrow C \)
1. \( C(P4)_{1,1} = \{ \neg \{i1\} \neg \{i2\} || i1, i2 \in L(P1), i1 \neq i2 \} \)
2. for \( k = 1; C(P4)_{k,1} \neq \emptyset; k++ \) do
3. for \( p = 1; C(P4)_{k,p} \neq \emptyset; p++ \) do
4. for all \( l \in C(P4)_{k,p} \) do
5. if supp(l) \( \geq ms \) then
6. insert l into \( L(P4)_{k,p} \)
7. end if
8. end for
9. // Generating Candidates
10. // I₁ and I₂ are joinable if I₁₁ ≠ I₂₂, I₁⁻ = I₂⁻, I₁⁺ = I₂⁺, I₁ = L(P₁)p+1
11. // I₁⁻ and I₂⁻ share the same k - 1 items, and I₁⁺ U I₂⁺ ∈ L(P₁)p+1
12. // Generating Candidates
13. // I₁ and I₂ are joinable if I₁₁ ≠ I₂₂, I₁⁻ = I₂⁻, I₁⁺ and I₂⁺ share the same k - 1 items,
14. // and I₁⁺ U I₂⁺ ∈ L(P₁)p+1
15. for all joinable I₁, I₂ ∈ L(P₄)k,p do
16. X = I₁⁻, Y = I₁⁺ U I₂⁺
17. I = ¬XY
18. if (!∃X₁ ⊂ X)(supp(¬X₁ Y ) ≥ ms) and (!∃Y ⊂ Y )(supp(¬XY ) < ms) then
19. insert I into C(P₄)k,p+1
20. if XY ∉ S and !∃I₁ ⊂ XY, supp(I₁) = 0 then
21. insert XY into S(P₄)k,p+1
22. end if
23. end for
24. compute support of itemsets in S(P₄)k,p+1
25. S = S U S(P₄)k,p+1
26. end for
27. // Generating Negative Association Rules of the form ¬XY => C
28. for each I ∈ L(P₄)
29. for each c ∈ C
30. If conf(I → c) ≥ mc
31. AR = AR U {I → c}
32. If conf(I → ¬ c) ≥ mc
33. AR = AR U {I → ¬ c}
34. end for
35. end for
36. end for

5. ASSOCIATIVE CLASSIFIER
The set of rules that were generated as discussed in the previous section represent the actual
classifier. This categorizer is used to predict to which classes new objects are attached. Given a
new object, the classification process searches in this set of rules for those classes that are
relevant to the object presented for classification. The set of positive and negative rules
discovered as explained in the previous section are ordered by confidence and support. This
sorted set of rules represents the associative classifier. This subsection discusses the approach
for labeling new objects based on the set of association rules that forms the classifier

Algorithm: CPNAR (Classification based on Positive and Negative Association Rules)

Input: A new object to be classified o;
The associative classifier (AC);
The confidence margin T;

Output: Category attached to the new object

Method:
1. S ← φ /* set of rules that match o*/
2. for each r in AC /* the sorted set of rules */
3. If (r ⊂ o) {count++}
4. S ← S U r
5. If(count=1)
6. fr.conf ← r.conf /* keep the first rule confidence*/
7. $S \leftarrow S \cup r$
8. else if $(r.conf > fr.conf - \tau)$
9. $S \leftarrow S \cup r$
10. else break
11. Divide $S$ in subsets by category: $S_1, S_2, \ldots, S_n$
12. for each subset $S_1, S_2, \ldots, S_n$
13. Sum/subtract the confidences of rules and divide by the number of rules in $S_k$
14. $Score_i = \Sigma r.conf/#rules$
15. Put the new object in the class that has the highest confidence score
16. $o \rightarrow c_i$, with $score_i = \max\{ score_1, \ldots, score_n\}$

In the above algorithm (Classification of a new object), a set of applicable rules is selected in the lines 1-8. The set of applicable rules is selected within a confidence margin. The interval of selected rules is between the confidence of the first rule and this confidence minus the confidence margin as checked in line 7. The prediction process is starting at line 10. The applicable set of rules is divided according to the classes in line 10. In lines 11-12 the groups are ordered according to the average confidence per class. In line 13 the classification is made by assigning to the new object the class that has the highest score.

6. EXPERIMENTAL RESULTS

The implementation of our algorithm is a java program. The experiments have been performed using datasets downloaded from UCI machine learning repository. To run the experiments, we have used ten-fold cross validation test to compute the accuracy of the classifier. To discretize the continuous attributes, we have adopted the technique used in CBA. All the experiments are performed on a 600 MHz Pentium PC with 128MB main memory running Microsoft XP. From the table 2, CPNAR algorithm has performed well for Heart, Iris and Zoo datasets when compared to C4.5, CBA, CMAR and CPAR.

<table>
<thead>
<tr>
<th>DATASET</th>
<th>#ATTS</th>
<th>#CLS</th>
<th>#REC</th>
<th>#Rules Generated</th>
</tr>
</thead>
<tbody>
<tr>
<td>BREST</td>
<td>10</td>
<td>2</td>
<td>699</td>
<td>478</td>
</tr>
<tr>
<td>HEART</td>
<td>13</td>
<td>2</td>
<td>270</td>
<td>209</td>
</tr>
<tr>
<td>HEPATITIS</td>
<td>19</td>
<td>2</td>
<td>155</td>
<td>87</td>
</tr>
<tr>
<td>IRIS</td>
<td>4</td>
<td>3</td>
<td>150</td>
<td>123</td>
</tr>
<tr>
<td>ZOO</td>
<td>16</td>
<td>7</td>
<td>101</td>
<td>68</td>
</tr>
</tbody>
</table>

**TABLE 1:** No. of CARs generated by our algorithm on various UCI ML datasets

<table>
<thead>
<tr>
<th>DATASET</th>
<th>C4.5</th>
<th>CBA</th>
<th>CMAR</th>
<th>CPAR</th>
<th>CPNAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>BREST</td>
<td>95.0</td>
<td>96.3</td>
<td>96.4</td>
<td>96.0</td>
<td>96.6</td>
</tr>
<tr>
<td>HEART</td>
<td>80.8</td>
<td>81.9</td>
<td>82.2</td>
<td>82.6</td>
<td>83.0</td>
</tr>
<tr>
<td>HEPATITIS</td>
<td>80.6</td>
<td>81.8</td>
<td>80.5</td>
<td>82.6</td>
<td>82.3</td>
</tr>
<tr>
<td>IRIS</td>
<td>95.3</td>
<td>94.7</td>
<td>94</td>
<td>94.7</td>
<td>95.6</td>
</tr>
<tr>
<td>ZOO</td>
<td>92.2</td>
<td>96.8</td>
<td>97.1</td>
<td>95.1</td>
<td>97.5</td>
</tr>
</tbody>
</table>

**TABLE 2:** Accuracies of Various Classifiers on UCI ML datasets

7. CONCLUSION AND FUTURE WORK

We proposed an algorithm that integrates classification and association rule generation. It mines both positive and negative class association rules. Our method generates positive and negative class association rules with existing support-confidence framework. We conducted experiments on UCI datasets. In future we wish to improve accuracy of our algorithm and then we conduct experiments on some more datasets and compare the performance with other related algorithms.
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