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Feature Extraction and Analysis on Xinjiang High Morbidity of Kazak Esophageal Cancer by Using Comprehensive Feature

Abstract

Image feature extraction technology has been widely applied in image data mining, pattern recognition and classification. Esophageal cancer is a common digestive malignant tumor, China is one of the world's highest incidence and mortality rates of esophageal cancer among the countries, Xinjiang Uygur Autonomous Region is a high incidence area of esophageal cancer, and the kazak is the esophageal cancer high-risk groups. In this paper, we selected 60 advanced esophageal X-ray barium images, half of them are constricted esophagus and the rest are ulcerous esophagus. Firstly, image preprocessing approaches were used to preprocess images. Secondly, extracting the gray-scale histogram features and the GLCM features of the images, then composing the two features into comprehensive feature. Finally, using Bayes discriminant analysis to verify the classification ability of the comprehensive feature. The classification accuracy for constricted esophagus was 86.7%, for ulcerous esophagus was 93.3%.

Keywords: Xinjiang High Morbidity of Kazak, Esophageal Cancer, Comprehensive Feature, Feature Extraction, Image Classification.
1. INTRODUCTION
Esophageal cancer is a common digestive malignant tumor and its worldwide morbidity and mortality in a common cancer were ranked in the sixth and eighth, respectively [1]. The geography difference on its pathogenesis is the most obviously among all cancers, China is one of the world's highest incidence and mortality rates of esophageal cancer among the countries[2], the world's annual increase of 300 thousand patients with esophageal cancer, about half occurred in China[3]. Esophageal cancer is one of the most common cancers in China, the incidence and mortality are above all cancers in the world, esophageal cancer has become a seriously threat to people's life and health, it has been proved to be one of the focus cancer of research [4]. Xinjiang Uygur Autonomous Region is a high incidence area of esophageal cancer, the kazak is the esophageal cancer high-risk groups, whose esophageal cancer mortality rate up to 155.9/106, higher than the average level 15.23/106 in China, so this disease is the regional focus malignant tumors to prevent [5].

CAD can assist the clinician to discover lesions and improve diagnostic accuracy through medical image processing technology as well as other possible physiological and biochemical methods, combining with computer analysis and calculation technology. Image feature extraction technology a cross discipline, has been widely applied in image data mining, pattern recognition and classification. It’s not only included in the computer vision technology, but also involved in the image processing, the aim is to extract the image invariant features through computer analysis and solve practical problems [6]. The gray level histogram method and the GLCM method are usually used in the image feature extraction. There is no related research on image feature extraction of high morbidity of kazak esophageal cancer in Xinjiang. Therefore, this study means a lot to kazak esophageal cancer in Xinjiang.

2. METHODOLOGY
In this paper, we selected two kinds of advanced esophageal X-ray barium images, which were acquired from First Affiliated Hospital, Xinjiang Medical University of China. Classifying them under the clinician's guidance, Selecting 60 images, half of them are constricted esophagus and the rest are ulcerous esophagus. For these selected images, firstly, image preprocessing approaches were used to preprocess images before the analysis algorithm was applied in order to keep the useful image information under different conditions, converting RGB image to the grayscale intensity image by eliminating the hue and saturation information while retaining the luminance, through median filter to remove the image noise and using histogram equalization to enhance the contrast; secondly, to extract the gray-scale histogram features and the GLCM features of the images, then composing the two features into comprehensive feature; Finally, using Bayes discriminant analysis to verify the classification ability of the comprehensive feature.

2.1 Image Preprocessing
Medical images obtained from the hospital not only contain valid information, but there are also some noise and the variation caused by the rotation and translation. So, the images cannot be used directly. The purpose of image preprocessing is to process the image obtained from the medical apparatus, removing the noise due to external disturbance, enhancing the contrast between the normal tissue and the pathological tissue, getting the interest region of strong visuality and contrast, thus providing the better support for the doctor's clinical diagnosis and the subsequent image processing[7]. In this paper, for the purpose of image feature extraction, the original image needs to be preprocessed to convert color, remove noise and enhance the contrast, reducing the influence of the factors mentioned above.

After the image preprocessing, the quality of X-ray barium image was improved significantly, the contrast of normal tissue and pathological tissue was enhanced apparently and the details of image were more clearly (see figure 1 and 2 lower right), which laying a good foundation for the subsequent image extraction of high morbidity of kazak esophageal cancer in Xinjiang, furthermore, improving the subsequent image classification accuracy.
FIGURE 1: Preprocessing results of constricted esophageal X-ray. Upper left: Original image; Upper right: Color transformed; Lower left: Removed noise; Lower right: Enhanced.

FIGURE 2: Preprocessing results of ulcerous esophageal X-ray. Upper left: Original image; Upper right: Color transformed; Lower left: Removed noise; Lower right: Enhanced.

2.2 Gray-scale Histogram Feature Extraction
A digital image histogram is a gray-scale discrete function, the following formula represents the image histogram definition [8].

\[ H(i) = \frac{n_i}{N}, i = 0, 1, \ldots, L - 1 \]

\( i \) represents gray level, \( L \) represents the number of gray level types, \( n_i \) represents the number of \( i \), \( N \) represents the total number of pixels in an image. The equation describes the percentage of the number of \( i \) account the total number of pixels in an image. The abscissa is the gray level, the vertical axis is the frequency of the gradation. Calculating the following statistics to reflect the image characteristic values [9] on the basis of the gray-scale histogram.
(1) Average value: Mean reflects the average gray value of an image.

\[ u = \sum_{i=0}^{L-1} i H(i) \]

(2) Variance: Variance, which is a measure for the width of the histogram, reflects the discrete distribution of a gray-scale image numerically. That is, the difference between the gray level and the average.

\[ \sigma^2 = \sum_{i=0}^{L-1} (i - \mu)^2 H(i) \]

(3) Skewness: Skewness reflects the degree of asymmetry in the histogram distribution, the greater skewness represents the histogram distribution is more asymmetric.

\[ \mu_s = \frac{1}{\sigma^3} \sum_{i=0}^{L-1} (i - \mu)^3 H(i) \]

(4) Kurtosis: Kurtosis, which measures whether the distribution of gray-scale image is very focused on the average gray nearby, reflects the image gray-scale distribution when it closes to the mean. The smaller Kurtosis represents the histogram distribution is more concentrative.

\[ \mu_k = \frac{1}{\sigma^4} \sum_{i=0}^{L-1} (i - \mu)^4 H(i) \]

(5) Energy: Energy reflects the uniform degree of gray-scale distribution, the more uniform gray-scale, the larger energy.

\[ \mu_e = \sum_{i=0}^{L-1} H(i)^3 \]

2.3 GLCM Feature Extraction

GLCM reflects the microtexture of an image area. It described the gray correlation of pixel pairs by a certain spatial relationship [10-11]. GLCM is defined as that starting at the gray level of pixel i from the image, calculating the probability of the pixel j from the distance d and the angle \( \theta \), reflecting the spatial correlation of gradation between two points in the image.

The space GLCM usually can not be used as texture analysis feature due to its complex computation, so we extracted the texture feature on the basis of the GLCM. Haralick [12] proposed 14 kinds of GLCM texture quantitative methods on the basis of the character of texture. We calculated the following statistic characters:

(1) Angular second moment: Also known as energy, reflecting the uniformity of gray, the rougher texture moments, the greater energy.

\[ ASM = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} (P(i, j, d, \theta))^2 \]

(2) Entropy: Using entropy to detect the complexity of the image space and internal uniformity, the thinner texture, the greater entropy.
\( ENT = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} P(i, j, d, \theta) \log P(i, j, d, \theta) \)

(3) Inertia Moment: Also known as Contrast, which represents the total change of gray in a small image area. This parameter reflects the degree that high value matrixes away from the diagonal line.

\( CON = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} (i - j)^2 P(i, j, d, \theta) \)

(4) Correlation: Correlation described the similarity of GLCM between rows and columns, which reflects the extend length of a certain gray value along a certain direction, the longer extension, the greater correlation value.

\[
COR = \frac{\sum_{i=0}^{l-1} \sum_{j=0}^{l-1} i \cdot j \cdot P(i, j, d, \theta) - \mu_x \mu_y}{\sigma_x \sigma_y}
\]

\( \mu_x \) represents the mean of gray value, \( \mu_y \) represents the smooth mean, \( \sigma_x^2 \) represents the grayscale variance, \( \sigma_y^2 \) represents the smooth variance.

\[
\mu_x = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} P(i, j, d, \theta)
\]

\[
\mu_y = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} P(i, j, d, \theta)
\]

\[
\sigma_x^2 = \sum_{i=0}^{l-1} (i - \mu_x)^2 \sum_{j=0}^{l-1} P(i, j, d, \theta)
\]

\[
\sigma_y^2 = \sum_{i=0}^{l-1} (i - \mu_y)^2 \sum_{j=0}^{l-1} P(i, j, d, \theta)
\]

(5) Inverse difference moment: Reflecting the concentration of high value matrixes on the main diagonal line, the greater value, the higher concentration.

\[
IDM = \sum_{i=0}^{l-1} \sum_{j=0}^{l-1} \frac{P(i, j, d, \theta)}{1 + (i - j)^2}
\]

3. RESULTS AND DISCUSSION

3.1 Gray-scale Histogram Feature Extraction Result

Extracting the average value (avg), variance (var), skewness (sk), kurtosis (kur), energy (ene) of all the X-ray images selected, and composing them into vector component(see table 1).
3.2 GLCM Feature Extraction Result

Extracting the GLCM features of all the images selected, electing the Angular Second Moment, the Entropy, the Inertia Moment, Correlation and Inverse difference moment from 4 directions of pixel distance, $d = 1$, $\theta = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}$, calculating the average value and variance of each feature at four directions and 10 features were obtained, then composing them into vector component (see table 2).

<table>
<thead>
<tr>
<th>Image type</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
</tr>
</thead>
<tbody>
<tr>
<td>constricted esophagus</td>
<td>0.0386</td>
<td>0.0035</td>
<td>3.6072</td>
<td>0.1279</td>
<td>0.9848</td>
<td>0.4915</td>
<td>0.0468</td>
<td>0.0006</td>
<td>0.8676</td>
<td>0.0267</td>
</tr>
<tr>
<td></td>
<td>0.0325</td>
<td>0.0042</td>
<td>3.7719</td>
<td>0.1494</td>
<td>0.8085</td>
<td>0.2943</td>
<td>0.0465</td>
<td>0.0002</td>
<td>0.8200</td>
<td>0.0357</td>
</tr>
<tr>
<td></td>
<td>0.0304</td>
<td>0.0030</td>
<td>3.8440</td>
<td>0.1210</td>
<td>0.9388</td>
<td>0.3269</td>
<td>0.0462</td>
<td>0.0003</td>
<td>0.8039</td>
<td>0.0295</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0351</td>
<td>0.0056</td>
<td>3.6790</td>
<td>0.1975</td>
<td>0.7982</td>
<td>0.3763</td>
</tr>
<tr>
<td>ulcerous esophagus</td>
<td>0.0257</td>
<td>0.0043</td>
<td>4.0761</td>
<td>0.1926</td>
<td>1.8209</td>
<td>0.6707</td>
<td>0.0450</td>
<td>0.0008</td>
<td>0.7459</td>
<td>0.0483</td>
</tr>
<tr>
<td></td>
<td>0.0272</td>
<td>0.0041</td>
<td>3.9627</td>
<td>0.1707</td>
<td>1.2833</td>
<td>0.474</td>
<td>0.0456</td>
<td>0.0006</td>
<td>0.7672</td>
<td>0.0436</td>
</tr>
<tr>
<td></td>
<td>0.0342</td>
<td>0.0034</td>
<td>3.7483</td>
<td>0.1347</td>
<td>1.1431</td>
<td>0.5102</td>
<td>0.0463</td>
<td>0.0005</td>
<td>0.8326</td>
<td>0.0305</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0245</td>
<td>0.0047</td>
<td>4.1009</td>
<td>0.2099</td>
<td>1.6412</td>
<td>0.6626</td>
</tr>
</tbody>
</table>

3.3 Bayes Discriminant Analysis

Discriminant analysis is a statistical method, which can estimate the discriminate objects’ category according to their observation results. It has been widely used in the medical field. Robin Hanson used Bayes analysis method of unsupervised models’ classification in different complexity.

Using the gray-scale histogram features and GLCM features extracted to classify the images through Bayes discriminant analysis. The classification accuracy for constricted esophagus was 86.7%, for ulcerous esophagus was 93.3% (see table 3).
### Table 3: Discriminant analysis between two kinds of image by comprehensive features.

<table>
<thead>
<tr>
<th>Image Type</th>
<th>Bayes Discriminant Classification</th>
<th>total</th>
<th>accuracy rate(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constricted Esophagus</td>
<td>26/4</td>
<td>30</td>
<td>86.7</td>
</tr>
<tr>
<td>Ulcerous Esophagus</td>
<td>2/28</td>
<td>30</td>
<td>93.3</td>
</tr>
</tbody>
</table>

#### 4. Conclusion

According to the difference between histogram distribution and texture distribution in different types of high morbidity of Kazak esophageal cancer in Xinjiang, combining with the characteristics of esophageal cancer, we proposed the feature extraction based on histogram and GLCM method, combining the extracted gray-scale histogram features and GLCM features into the comprehensive feature, and then evaluated the feature’s classification ability through Bayes discriminant analysis. Experimental results show that using comprehensive feature for image classification has a high accuracy, and feature classification ability is different when classifying different images, which provides a new direction for the research of computer aided diagnosis system for the high incidence of Kazak esophageal cancer in Xinjiang Uygur Autonomous Region.

#### 5. Abbreviations

CAD: computer aided diagnosis; GLCM: gray level co-occurrence matrix
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Abstract

An approach based on principle component analysis (PCA) to filter out multiplicative noise from ultrasound images is presented in this paper. An image with speckle noise is segmented into small dyadic lengths, depending on the original size of the image, and the global covariance matrix is found. A projection matrix is then formed by selecting the maximum eigenvectors of the global covariance matrix. This projection matrix is used to filter speckle noise by projecting each segment into the signal subspace. The approach is based on the assumption that the signal and noise are independent and that the signal subspace is spanned by a subset of few principal eigenvectors. When applied on simulated and real ultrasound images, the proposed approach has outperformed some popular nonlinear denoising techniques such as 2D wavelets, 2D total variation filtering, and 2D anisotropic diffusion filtering in terms of edge preservation and maximum cleaning of speckle noise. It has also showed lower sensitivity to outliers resulting from the log transformation of the multiplicative noise.

Keywords: Covariance Matrix, Denoising, Despeckling, Principle Component Analysis, Ultrasound Imaging.

1. INTRODUCTION

Ultrasound medical imaging is considered to be cost efficient and practically harmless to the human body. However, the quality of medical ultrasound images is degraded by the presence of speckle noise. Images acquired by pulse-echo ultrasound systems demonstrate the interaction between the incident pressure field and the spatial inhomogeneities of the medium [1]. The majority of such spatial inhomogeneities in soft tissue is highly concentrated with the dimensions much smaller than the wavelength of the incident pressure waves and can be modeled as diffuse scatterers, which radiate the incident acoustic energy in all directions. The large concentration of small scattering targets with sub-wavelength dimensions gives rise to a characteristic pseudo-random granular texture in the envelope-detected image known as speckle. Unlike other kinds of noise, speckle noise is not strictly random but is rather an intrinsic feature of soft tissue. Multiple scans of the same region that are taken in the same position with the same probe and under the same conditions will, in the absence of electrical noise, yield exactly the same speckle pattern each time [1].

Despite the negative effect on the quality of ultrasound images, speckle also carries clinically
important textural information that can be useful for tissue identification [2]. Therefore, methods for image restoration aimed at improving the diagnostic utility of ultrasound images need to enhance image resolution and improve image clarity while preserving the textural information present in the speckle.

In literature, various speckle noise reduction methods have been proposed [3]–[12]. Averaging filters and adaptive weighted median filters [5] are simple and effective noise reduction methods. By introducing weight coefficients to the well known median filter and adjusting the smoothing characteristics of the filter, it is possible to effectively suppress noise. However, such schemes seem to remove fine details being actually filters with a low-pass characteristic [6].

Wavelet denoising is applied for despeckling in medical ultrasound imaging [2], [4], [7], [11], [12]. It is based on multiscale decompositions. It consists of three main steps. First, the noisy signals are analyzed using a wavelet transform. Then the empirical wavelet coefficients are shrunk. Finally, denoised signals are synthesized from these shrunk coefficients through the inverse wavelet transform. These methods are generally referred to as wavelet shrinkage techniques [1]. It is found to be the best approach among many denoising methods in synthetic aperture radar (SAR) images [3]. In [4], logarithmic transformation is used to convert the multiplicative noise to an additive noise prior to wavelet denoising. These are referred to as the homomorphic wavelet despeckling (HWDS) methods [4]. In [11], a non-Gaussian statistical model with an adaptive smoothing parameter is used in the wavelet transformed domain. It was shown that the HWDS does not improve the signal-to-noise ratio (SNR) [8] because the wavelet transformed speckle coefficients are larger than the threshold value, thus not suitable for removing the speckle noise in ultrasound images. Moreover, the log transformed multiplicative noise is spiky in nature, following Fisher-Tippett distribution [6]. HWDS tends to preserve such spikes unless it is properly treated. Two preprocessing stages have been proposed to solve this problem [6]. The first stage is to decorrelate the speckle noise samples. This stage requires point spread function estimation from the ultrasound envelope image. The second stage applies the median filter to normalize the distribution of the log transformed spiky noise. These stages improve the noise distribution to be more Gaussian that is suitable for most wavelet denoising schemes. In [7], adaptive decorrelation is used for further image enhancement.

Total variation filtering (TVF) [10] and anisotropic diffusion filtering (ADF) [9] are also used for despeckling. Similar results can be obtained via replacing the wavelet denoising step proposed in [6] by TVF and ADF. TVF is useful for recovering constant signals and it is considered to be among the most successful methods for image restoration and edge enhancement. It is mainly because of its capability of filtering out the noise without blurring the most universal and crucial features of image edges. Adversely, ADF takes advantage of the locality and anisotropy diffusion. It is capable of smoothing images with a decreased blur of the boundaries between their homogenous regions. ADF was shown to perform well for images corrupted by additive noise. However, in cases where images contain speckle noise, ADF enhances that noise instead of eliminating it [13].

Principle component analysis (PCA) is applied to reduce speckle noise in SAR images [14], [15]. PCA is a result from linear algebra [16]. It arises from the eigen decomposition of the covariance matrix of the signals. It is used for dimensionality reduction and compression of multidimensional data. Unlike many despeckling techniques that trade spatial information for noise reduction, using PCA reduces speckle noise with minimal loss of spatial resolution. The first few principal components hold significant spatial information, while higher order components are dominated by speckle [14].

In this paper, a PCA-based approach for despeckling medical ultrasound images is explored and analyzed in detail. The approach is first introduced in [17]. PCA is applied through overlapped
segments of the ultrasound images. After log transformation, a global covariance matrix is formed
by averaging the corresponding covariance matrices of the segments. A projection matrix is then
calculated by selecting few principal eigenvectors of the global covariance matrix. This projection
matrix is used to filter the speckle noise from the ultrasound images. The PCA-based approach is
applied to simulated and real ultrasound images and the despeckling results are compared to
those from HWDS, TVF, and ADF approaches in terms of the resolution, edges, and the signal to
speckle noise ratio.

2. ULTRASOUND SIGNAL MODEL
A generalized model of a speckle noisy image is given by [18]

\[ g(n,m) = f(n,m)u(n,m) + \xi(n,m) \]  

where \( g, f, u, \) and \( \xi \) stand for the observed envelope image, original image, and multiplicative and
additive components of the speckle noise, respectively. The \( n \) and \( m \) respectively denote the axial
and lateral indices of the image samples, or alternatively, the angular and radial indices for the
sector images. This model has been successfully used both in ultrasound and SAR imaging.
When applied to ultrasound images, this model can be simplified by disregarding the additive
noise term. This leads to the following model:

\[ g(n,m) = f(n,m)u(n,m) \]  

Consequently, adopting (2) as the basic model, it is assumed that the image \( g(n, m) \) is observed
before the system processing is applied [6].

2.1 Proposed Algorithm
In the implementation of the proposed PCA-based approach to despeckle ultrasound envelope
images, subtracting the mean before despeckling and adding it afterward is avoided. Through
experimentations, it shows that subtracting the mean can be more beneficial for additive noise
rather than a log transformed multiplicative noise. The non-linear logarithmic transformation for
conversion of the multiplicative noise into additive noise is done globally at the beginning rather
than for each segment (block). This method is found to have a positive impact on the quality of
the denoised images compared to the method of transforming segments individually.

The following algorithm summarizes the steps implementing the concept of PCA-based approach
in despeckling ultrasound envelope images. Assuming that the size of the ultrasound envelope
images is \( n \times m \), where \( n \) and \( m \) are the numbers of pixels in the axial and lateral directions,
respectively.

Step 1: Apply logarithmic transformation to the given image.

Step 2: Segment the image into overlapping segments \( s_i \) each of \( q \times p \) size, where \( i \) is the index
of the segment; and \( q \) and \( p \) are the numbers of pixels in the axial and lateral directions,
respectively. The segmentation can be done laterally or axially across the 2D image. Segment
\( s_{i+1} \) is shifted by one pixel from segment \( s_i \).

Step 3: Reshape \( s_i \) into a column vector \( v_i \) of \( q \times p \) size and find a covariance matrix \( c_i \) of the
vector \( v_i \), such that \( c_i = v_i \times v_i^T \), where \( T \) denotes transposition.

Step 4: Sum all \( c_i \) and average them by the number of segments of the image to get the overall
covariance matrix \( R \) for the whole image. This method of averaging all covariance matrices of
the segments serves to represent various speckle developments within the image, thus yielding a
better estimation of the global (overall) covariance matrix.
Step 5: Calculate the eigenvalues and eigenvectors of $R$. Select $k < q_p$ eigenvectors that correspond to the set of largest eigenvalues. The remaining $q_p - k$ eigenvectors are simply rejected or ignored. The largest eigenvalues and the corresponding eigenvectors contribute to the true signal in the presence of noise.

Step 6: Form a feature matrix $F$ by sorting the $k$ selected eigenvectors according to their corresponding eigenvalues in the descending order. The size of the feature matrix $F$ is now $q_p \times k$. This sorting procedure enables the use of the eigenvectors that correspond to the true signal.

Step 7: Calculate the transformation or the global projection matrix $P = F \times F^T$.

Step 8: Calculate a denoised vector $d_i$ by projecting $v_i$ onto the projection matrix $P$, i.e., $d_i = P \times v_i$.

Step 9: Reshape the denoised vector $d_i$ back to a segment of the size of $q \times p$.

Step 10: Reconstruct the envelope image by averaging all the overlapping denoised segments according to their original locations and the number of pixels superimposed on each coordinate, and take the exponential.

2.2 Image Quality Measures

To assess the denoising capabilities, we apply five image quality measures: $\alpha$, $\beta$, SNR, S-SNR, and PSNR. These measures are defined as follows. Let $I_{org}$ be the noise free original image and $I_{est}$ be the estimated image or the image after denoising. First, the measure $\alpha$ is the ratio of the number of pixels of the estimated image’s autocorrelation function $(R_{I_{est}I_{est}}(\tau_n, \tau_m))$, where $\tau_n$ and $\tau_m$ are the lags in $n$ and $m$ indices, respectively) that exceeds 75% of its maximum value to the total number of pixels. This $\alpha$ is mostly used to evaluate the resolution in ultrasound imaging [6]. Lower $\alpha$ usually implies better image resolution. Second, the measure $\beta$ is used to assess the ability of the despeckling methods to preserve sharp details of the images. It is given by [19] as

$$\beta = E\left\{ \frac{\langle \Delta I_{org}, \Delta I_{est} \rangle}{\| \Delta I_{org} \|_F \| \Delta I_{est} \|_F} \right\}$$

(3)

where $\Delta$ is the Laplacians operator; $\langle \cdot, \cdot \rangle$ denotes the standard inner product; $E\{ . \}$ is the expectation; and $\| \cdot \|_F$ is the Frobenius matrix norm, i.e., $\| I(n,m) \|_F = \sqrt{\sum_n \sum_m |a_{nm}|^2}$. The $\beta$ closer to 1 indicates the better despeckling ability in preserving image edges. Third, the SNR is the conventional signal to noise ratio which is defined as $E\{ \| I_{org} \|_F / \| I_{org} - I_{est} \|_F \}$. Fourth, the S-SNR is the speckle signal to noise ratio. It is defined as the mean to the standard deviation of the estimated image $I_{est}$. S-SNR is an indicator of the degree of contamination of the image by the speckle noise. Finally, the PSNR is the peak signal to noise ratio. It is the most commonly used measure of quality in image denoising. The PSNR is given by

$$PSNR = E\left\{ \max I_{org} \| I_{org} - I_{est} \|_F \right\}$$

(4)

For simulations, the $\beta$, SNR, S-SNR, and PSNR are used. Due to the absence of the original image in case of real ultrasound data, only $\alpha$ and S-SNR can be applied. The SNR, S-SNR, and PSNR can be reported in dB unit by taking $10 \log_{10}(\cdot)$ of their values.
3. RESULTS, CRITICAL DISCUSSION AND COMPARATIVE EVALUATION

3.1 Simulated Phantom Image

The Field II Program [20], [21] is used to simulate ultrasound envelope images in this paper. Although the Field II program does not account for nonlinear propagation of the ultrasound wave with higher harmonics, which in return improve the quality of the image, the simulated image from the program is used to compare the despeckling approaches. To test denoising efficiency, sharp edges and curves are included within the simulated image as shown in Fig. 1. The image also includes low, medium, and high scattering areas, as represented by dark, white, and background areas, respectively. We simulate 128 radiofrequency (RF) echo signals using 5625 scatterers per cm$^2$ with a lateral resolution of 0.156 mm. This number of scatterers is chosen in accordance with the simulations made in [20], [22]. The envelopes of the RF echo signals are obtained by taking the absolute value of the Hilbert transformation of the RF echo signals [23]. All of the envelopes are rearranged side-by-side to form a 2D envelope image. The envelope image is decimated in the axial direction from 1024 to 256 to yield a $256 \times 128$ image, as shown in Fig. 1-a. The corresponding speckle noisy version, shown in Fig. 1-b, is created by corrupting the undecimated envelope image by noise according to equation 2.

![Simulated phantom images](image)

**FIGURE 1**: Simulated phantom images: a noise-free envelope image (a), a speckle noisy image (b), and the images after despeckling using PCA (c), HWDS (d), TVF (e), and ADF (f) methods. Note that the horizontal and vertical axes represent the axial and lateral axes, respectively (the images are transposed).

The PCA-based approach is compared to three nonlinear despeckling schemes, HWDS, TVF, and ADF. For HWDS, the WaveLab® package (Department of Statistics, Stanford University) is
used. HWDS is applied with four-level wavelet decomposition and Daubechies with four vanishing moments. Since the objective in this paper is not to compare various thresholding schemes, the original approach in [24] is used. The noise variance is estimated by assuming that most empirical wavelet coefficients at the finest level of decomposition are induced by the noise. TVF is also used to include the best empirically adjusted parameters for yielding the best visual results and for avoiding image blurring. The regularization parameter ($\lambda$) controls how much smoothing is performed, large noise levels call for large $\lambda$. TVF uses 100 iterations and $\lambda = 400$. ADF uses 35 iterations and a conduction coefficient of 25. Speed of diffusion controlled by $\lambda$ is set to the maximum ($\lambda = 0.25$). The option of favoring wide regions over smaller ones is chosen for the ADF. The proposed PCA-based approach is used with a segment size of $16 \times 8$ and one eigenvector or written in short as $(16/8-1)$. The images after being despeckled using PCA, HWDS, TVF, and ADF methods are shown in Fig. 1-c to Fig. 1-f, respectively. According to the plots in Fig. 1, the edge preservation and maximum cleaning of the speckle noise can be seen through the proposed approach as compared to the other denoising schemes.

The plots in Fig. 2 compare the performance measures averaged over 100 independent trials. As can be seen, the proposed PCA-based approach provides higher $\beta$, SNR, and PSNR than the other methods. However, the S-SNR from the proposed approach comes in the second place after that from the HWDS.

**FIGURE 2:** Performance comparison of denoising schemes when applied to the simulated phantom image. Vertical axis represents the magnitude in dB for SNR and PSNR while the magnitude is of no unit for Beta and S-SNR.

The comparisons of the axial and lateral profiles are shown in Fig. 3 and Fig. 4, respectively. These profiles are taken from the centers of the images in Fig. 1. The profiles plotted in Fig. 3 and Fig. 4 are from the original (a) and noisy (b) images, and the images after despeckled using the PCA (c), HWDS (d), TVF (e), and ADF (f) methods. The profile from the original image in (a) is also plotted as dotted lines on the same axes of the profiles from the despeckled images in (c) to (f). It is clear from these figures that our PCA-based approach has provided the closest profiles to the original ones. In agreement with the results provided in (Yu and Acton 2002), Fig. 3-f and Fig.4-f also show that the ADF method is less efficient in removing the speckle noise. Notice a remaining spike in the profile around the 70th pixel in Fig. 3-d, a drop-off in the profile around the 120th pixel in Fig. 3-e, and noisy profiles in Fig. 3-f and Fig. 4-f, compared to a smooth profile that follows the original profile closely in Fig. 3-c and Fig. 4-c. From these figures, it implies that the PCA-based approach is insensitive to spikes. The insensitivity of the PCA-based approach to the log transformed spiky noise is also observed by comparing Fig. 1-c with Fig. 1-d.

To further investigate the number of principle components used in our PCA-based approach, the parameters $(16/8-1)$ are changed to $(16/8-2)$, $(16/8-3)$, and $(16/8-4)$. Fig. 5 displays the results. It
shows that the higher the number of eigenvectors, the more the speckle noise becoming dominant.

**FIGURE 3:** Comparison of the axial profiles of the simulated phantom images taken from the centers of the original (a) and noisy (b) images and from the centers of the despeckled images using PCA (c), HWDS (d), TVF (e), and ADF (f) methods. The dotted lines in (c) to (f) are the profile in (a).

### 3.2 Tissue Mimicked Image

For this simulation, the amplitude profile of the scatterers is weighted by a white Gaussian noise field in order to mimic the tissue reflectivity function of the scatterers. The difference between this simulation and the previous one is that the multiplicative noise is interred into the image to mimic the reflectivity function rather than interred to corrupt the undecimated pure 2D envelope image. In addition, a single tumor is also simulated as shown by the circular white region at the center of the image of Fig. 6. For this simulation, the Field II Program with a linear array transducer of 3.5 MHz center frequency and 100 MHz sampling frequency was used. The scatterer map consisted of 3750 scatterers per cm$^2$. We generate 64 scan lines with a axial resolution of 1024 samples per line and a lateral resolution of 0.312 mm. Each scan line is decimated from 1024 to 128 to yield a 128 × 64 image, as shown in Fig. 6. Note that the size of the image is different from that in the previous simulation. HWDS is used with 8 Daubechies vanishing moments and 8 decomposition levels. For the TVF, $\lambda$ is set to 400 and the number of iterations is also set to 300. The number of iteration above 300 would blur the image. For the ADF, $\lambda$ is set to the maximum of 0.25 with the number of iterations set to 50, and the conduction coefficient is set to 30. The option of favoring wide regions over small ones is chosen for the ADF. The PCA-based proposed approach is used with (16/8-1), denoting a segment size of 16 × 8 with one eigenvector.
The noise free phantom image before weighted by the white Gaussian noise and the speckle noisy version after weighted are shown in Fig. 6-a and b, respectively. Note that to display the image in the correct spatial aspect ratio, the images are interpolated from $128 \times 64$ to $128 \times 256$. Fig. 6 also demonstrates a visual comparison between the denoising techniques. As can be seen from Fig. 6-d, the image after despeckled using the HWDS method still contains speckle noise.

The result from the TVF method in Fig. 6-e shows that the size of the inclusion seems to be smaller than the true size, especially in the axial direction (the vertical axis). In contrast to the result from the ADF method in Fig. 6-f, the size of the inclusion seems to be larger than the true size, especially in the lateral direction (the horizontal axis). Furthermore, the background of the despeckled image from the ADF method contain high and elongated hills along the lateral direction that usually connected to the inclusion.

![Image of lateral profiles](image)

**FIGURE 4:** Comparison of the lateral profiles of the simulated phantom images taken from the centers of the original (a) and noisy (b) images and from the centers of the despeckled images using PCA (c), HWDS (d), TVF (e), and ADF (f) methods. The dotted lines in (c) to (f) are the profile in (a).

Fig. 7 plots a performance comparison between the denoising techniques. The proposed PCA method provides higher $\beta$, SNR, and PSNR than other methods. However, the S-SNR from the proposed approach comes in the third place after that from the TVF and the ADF methods. In agreement with the results obtained for the simulated phantom image, through the plots in Fig. 6-c and Fig. 7, the edge preservation and maximum cleaning of speckle noise obtained can be seen through the proposed PCA-based approach as compared to the other denoising schemes.

The comparisons of the axial and lateral profiles are also shown in Fig. 8 and Fig. 9, respectively. These profiles are taken from the centers of the original and noisy images in Fig. 6-a and b and
from the centers of the despeckled images using PCA, HWDS, TVF, and ADF methods in Fig. 6-c to d. The profile from the original image in (a) is also plotted as dotted lines on the same axes of the profiles from the despeckled images in (c) to (f). In general, the PCA-based approach has provided closer profiles to the original ones except for the lateral profile provided by TVF in Fig. 9-e where the lateral length of the simulated tumor is better preserved. However, in Fig. 8-c the PCA has preserved the axial length of the simulated tumor better than the TVF in Fig. 9-e. In agreement with the results provided in [8], Fig. 8-d and Fig. 9-d also show that HWDS is less efficient in removing the speckle noise. While the ADF performance looks close to the PCA performance in Fig. 8 and in Fig. 9, the calculation of the mean square error of the corresponding profiles has showed that PCA profiles are closer to the original ones than the ADF profiles.

The effective number of the principle components used in our PCA method is also investigated for the tissue mimicked image. The number of principle eigenvectors is changed to 2, 3, and 4 eigenvectors. The size of the segment is 16 \times 8, similar to the previous experiment. The images after despeckling are shown in Fig. 10. In agreement with the results obtained for the simulated phantom image, the higher the number of eigenvectors the more dominant the speckle noise becomes. More spatial information is provided by the fewer number of eigenvectors.

To show the effect of our PCA-based approach parameters ($q/p$-$ev$) on the image quality measures ($\alpha$, $\beta$, S-SNR, SNR, and PSNR), the simulated tissue mimicking image is despeckled with every possible combination of the parameters ($q/p$-$ev$), where $q = \{8, 16, 32\}$, $p = \{8, 16, 32\}$, and $ev = \{1, 2, 3\}$. The image size of 128 \times 64 as used in the previous experiment is chosen.

Table I lists the PCA-based approach parameters versus the image quality measures. The ranks are also shown in the parentheses following the image quality measures. The summations of these ranks are also calculated and put in the last column with their rank in ascending order in the parentheses. Better $\alpha$ values (or lower number), which indicate higher resolution, seem to come from the parameters that have smaller segment sizes and more principle eigenvectors used (as shown in the second column of Table 1).

For $\beta$ values, where a larger $\beta$ indicates a better edge preservation of the denoising method, the segment size, both $q$ and $p$ parameters, seems to affect this quality measure. Larger segment sizes in the axial direction seem to provide better $\beta$. In contrast, smaller segment sizes in the
lateral direction seem to provide better $\beta$. This can be seen from the results of the parameters $(32/8-1)$ that rank 4th in $\beta$ from 27 sets of the parameters and the parameters $(8/32-1)$ that rank 23rd. Using one principle eigenvectors seems to provide better $\beta$ if the segment size is set as recommended above. This can be seen from the results of the parameters $(32/8-1)$, $(32/8-2)$, and $(32/8-3)$ have rank 4th, 12th, and 9th.
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**FIGURE 6:** Tissue mimicking images: a noise-free envelope image (a), a speckle noisy image (b), and the images after despeckling using PCA (c), HWDS (d), TVF (e), and ADF (f) methods. Note that the horizontal and vertical axes represent the lateral and axial axes, respectively, and their representations are different from those in Fig. 1.
FIGURE 7: Performance comparison of denoising schemes when applied to the tissue mimicked image. Vertical axis represents the magnitude in dB for SNR and PSNR while the magnitude is of no unit for Beta and S-SNR.

FIGURE 8: Comparison of the axial profiles of the tissue mimicking images taken from the centers of the original (a) and noisy (b) images and from the centers of the despeckled images using PCA (c), HWDS (d), TVF (e), and ADF (f) methods. The dotted lines in (c) to (f) are the profile in (a).

For S-SNR, larger segment sizes and smaller number of principle components used seem to provide better S-SNR values, as can be seen from the results of the parameters (32/32-1), (32/32-2), and (32/32-3), that rank 1st, 7th, and 11th, respectively.
For SNR and PSNR, the effects of the despeckling parameters on these image quality measures seem to be the same. The ranks 1\textsuperscript{st}, 2\textsuperscript{nd}, and 3\textsuperscript{rd} for each measure are from the same parameters (16/32-3), (16/16-2), and (16/8-1), respectively. The large segment sizes in the lateral direction need more principle eigenvectors to obtain better SNR and PSNR. The segment size of 16 pixels in the axial direction ($q = 16$) seem to optimize these image quality measures.

The tissue mimicking images after despeckling using the proposed PCA method with some sets of parameters in Table I are shown in Fig. 11. As shown, the despeckled images from the parameter (16/32-3), (16/16-2), and (16/8-1), in the middle row of the images in Fig. 11 are the best in cleaning the speckles and also in preserving the edge of the inclusion.

3.3 Experimental Results
Real RF data is obtained for the experimental scanner RASMUS (Department of Electrical Engineering, Technical University of Denmark) -- also described in [22] -- at the time of peak systole of a carotid artery for a healthy 30 year old male. The imaging protocol used to collect the human data was approved by the Ethics committee on Biomedical Experiments for Copenhagen and the subject provided informed consent. The transducer is a B-K 8812 linear array transducer with 6.2 MHz linear array probe, 40 MHz sampling frequency and 5 MHz center frequency. The RF data are composed of 64 RF lines with 1024 samples per line. For displaying in a correct spatial aspect ratio, the image is decimated in the axial direction and is interpolated in the lateral direction to yield a 256 $\times$ 256 image size as shown in Fig. 12.

In order to investigate the denoising efficiency of the proposed approach, as well as to show the effect of decimation in removing parts of the noise and consequently its effect on the performance of the denoising schemes, 3 different image sizes of 512 $\times$ 64, 256 $\times$ 64, and 128 $\times$ 64, resulting from decimation by factors of 2, 4, and 8 in the axial directions, are despeckled using the PCA, HWDS, TVF, and ADF methods. Their parameters are shown in Table II. The visual performance of these despeckling methods is shown in Fig. 13. Note that for the displaying purpose, the image lateral dimensions are interpolated to match their axial dimensions, i.e., 512 $\times$ 512, 256 $\times$ 256, and 128 $\times$ 128 image sizes. The plots in Fig. 14 show the numerical performance of these despeckling methods.
FIGURE 9: Comparison of the lateral profiles of the tissue mimicking images taken from the centers of the original (a) and noisy (b) images and from the centers of the despeckled images using PCA (c), HWDS (d), TVF (e), and ADF (f) methods. The dotted lines in (c) to (f) are the profile in (a).

Through these different decimation examples, it can be clearly observed how the decimation of the ultrasound image has a direct impact on the performance of the denoising scheme. Effect of decimation on the performance of the HWDS, TVF and ADF methods can be visually compared in Fig. 13. It can also be noticed in Fig. 14 in terms of the increasing values of $\alpha$ while increasing the decimation factors from 2 to 8. This implies that higher decimation factors generally reduce the despeckled image resolution. In contrast, the S-SNR values are very similar for these image sizes, except for the HWDS that the S-SNR is gradually increasing. Therefore, the decimation factor does not impact the S-SNR of the images despeckled using the PCA, TVF, and ADF method; however, higher decimation factors help the HWDS method to improve the S-SNR results.
FIGURE 10: Comparison of the despeckled images using the PCA method with different numbers of principle components: $ev = 2$ (a), 3 (b), and 4 (c). The segment size is $16 \times 8$. Note that the horizontal and vertical axes represent the lateral and axial axes, respectively.

FIGURE 11: The denoising performance of the PCA-based approach for different parameters $(q/p-ev)$, where $q$ is the segment size in the axial direction, $p$ is the segment size in the lateral direction, and $ev$ is the number of the principle eigenvectors used.
higher the artery on the image of Fig. 13 and their quality, the results from the PCA method are comparable to those from the TVF and ADF 13, the speckle noise is diminishing from the images while the despeckling. The increasing value of $\alpha$ can also imply less speckle noise remained after despeckling. This is clearly seen by comparing the despeckled images using the HWDS method in the 2<sup>nd</sup> column of Fig. 13 and their $\alpha$ values on the bar graphs in Fig. 14. As can be seen in the 2<sup>nd</sup> column of Fig. 13, the speckle noise is diminishing from the images while the $\alpha$ values are increasing. Therefore, higher $\alpha$ values could imply lower image resolution and less speckle noise remaining after despeckling.

From Fig. 13 and Fig. 14, the results from the PCA method can be compared to those from other methods in terms of image visual quality, $\alpha$ values, and S-SNR values. For the image visual quality, the results from the PCA method are comparable to those from the TVF and ADF methods. The TVF method seems to provide better edges of the carotid artery for the images of 512 × 64 and 256 × 64 image sizes. However, some speckle artifacts are left on the top border of the artery on the image of 128 × 64 image size (as shown in the 3<sup>rd</sup> row and the 3<sup>rd</sup> column of Fig. 13).

<table>
<thead>
<tr>
<th>q/p-ev</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>S-SNR</th>
<th>SNR</th>
<th>PSNR</th>
<th>Sum Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/8-1</td>
<td>0.3400</td>
<td>0.1091</td>
<td>1.4339</td>
<td>13.7227</td>
<td>21.0744</td>
<td>56 (9)</td>
</tr>
<tr>
<td>8/8-2</td>
<td>0.0831</td>
<td>0.1230</td>
<td>1.1923</td>
<td>6.8194</td>
<td>15.4807</td>
<td>90 (22)</td>
</tr>
<tr>
<td>8/8-3</td>
<td>0.0587</td>
<td>0.0939</td>
<td>1.1385</td>
<td>6.0404</td>
<td>14.7488</td>
<td>98 (25)</td>
</tr>
<tr>
<td>8/16-1</td>
<td>0.7478</td>
<td>0.1055</td>
<td>1.9680</td>
<td>10.4405</td>
<td>18.3838</td>
<td>78 (17)</td>
</tr>
<tr>
<td>8/16-2</td>
<td>0.2902</td>
<td>0.1306</td>
<td>1.3468</td>
<td>13.2858</td>
<td>20.6813</td>
<td>63 (12)</td>
</tr>
<tr>
<td>8/16-3</td>
<td>0.1217</td>
<td>0.1353</td>
<td>1.2243</td>
<td>8.5016</td>
<td>16.8057</td>
<td>81 (18)</td>
</tr>
<tr>
<td>8/32-1</td>
<td>0.6240</td>
<td>0.0554</td>
<td>2.9884</td>
<td>0.5456</td>
<td>8.7126</td>
<td>94 (24)</td>
</tr>
<tr>
<td>8/32-2</td>
<td>0.9285</td>
<td>0.0970</td>
<td>1.6538</td>
<td>10.9291</td>
<td>18.8886</td>
<td>82 (19)</td>
</tr>
<tr>
<td>8/32-3</td>
<td>0.4368</td>
<td>0.1967</td>
<td>1.3598</td>
<td>12.5929</td>
<td>20.4564</td>
<td>60 (10)</td>
</tr>
<tr>
<td>16/8-1</td>
<td>0.5542</td>
<td>0.2504</td>
<td>1.5137</td>
<td>15.5510</td>
<td>22.6982</td>
<td>40 (1)</td>
</tr>
<tr>
<td>16/8-2</td>
<td>0.1613</td>
<td>0.1674</td>
<td>1.2872</td>
<td>9.1980</td>
<td>17.5949</td>
<td>72 (15)</td>
</tr>
<tr>
<td>16/8-3</td>
<td>0.1207</td>
<td>0.1245</td>
<td>1.2114</td>
<td>7.5921</td>
<td>16.1847</td>
<td>85 (20)</td>
</tr>
<tr>
<td>16/16-1</td>
<td>0.9581</td>
<td>0.3465</td>
<td>2.0599</td>
<td>8.5137</td>
<td>17.0704</td>
<td>68 (14)</td>
</tr>
<tr>
<td>16/16-2</td>
<td>0.5110</td>
<td>0.2670</td>
<td>1.4173</td>
<td>16.2368</td>
<td>23.0961</td>
<td>41 (3)</td>
</tr>
<tr>
<td>16/16-3</td>
<td>0.2233</td>
<td>0.1800</td>
<td>1.3099</td>
<td>11.0315</td>
<td>19.0029</td>
<td>61 (11)</td>
</tr>
<tr>
<td>16/32-1</td>
<td>0.6902</td>
<td>0.0000</td>
<td>3.1351</td>
<td>1.6217</td>
<td>7.6727</td>
<td>100 (26)</td>
</tr>
<tr>
<td>16/32-2</td>
<td>1.0000</td>
<td>0.0448</td>
<td>1.7101</td>
<td>9.2392</td>
<td>17.7663</td>
<td>90 (22)</td>
</tr>
<tr>
<td>16/32-3</td>
<td>0.6472</td>
<td>0.3054</td>
<td>1.4263</td>
<td>16.5981</td>
<td>23.3503</td>
<td>40 (1)</td>
</tr>
<tr>
<td>32/8-1</td>
<td>0.6589</td>
<td>0.2673</td>
<td>1.6698</td>
<td>13.4351</td>
<td>20.4327</td>
<td>52 (5)</td>
</tr>
<tr>
<td>32/8-2</td>
<td>0.2911</td>
<td>0.1569</td>
<td>1.4372</td>
<td>13.4930</td>
<td>20.8241</td>
<td>52 (5)</td>
</tr>
<tr>
<td>32/8-3</td>
<td>0.2272</td>
<td>0.1879</td>
<td>1.2816</td>
<td>10.7855</td>
<td>18.8960</td>
<td>66 (13)</td>
</tr>
<tr>
<td>32/16-1</td>
<td>0.9260</td>
<td>0.6001</td>
<td>2.2816</td>
<td>6.7772</td>
<td>15.1996</td>
<td>74 (16)</td>
</tr>
<tr>
<td>32/16-2</td>
<td>0.6294</td>
<td>0.1419</td>
<td>1.5588</td>
<td>13.8496</td>
<td>21.1800</td>
<td>52 (5)</td>
</tr>
<tr>
<td>32/16-3</td>
<td>0.3795</td>
<td>0.1507</td>
<td>1.4617</td>
<td>13.6787</td>
<td>21.0017</td>
<td>53 (8)</td>
</tr>
<tr>
<td>32/32-1</td>
<td>0.3737</td>
<td>0.0000</td>
<td>3.8110</td>
<td>1.8763</td>
<td>7.3329</td>
<td>89 (21)</td>
</tr>
<tr>
<td>32/32-2</td>
<td>1.0000</td>
<td>0.0000</td>
<td>1.8563</td>
<td>7.5074</td>
<td>15.8430</td>
<td>100 (26)</td>
</tr>
<tr>
<td>32/32-3</td>
<td>0.6812</td>
<td>0.1948</td>
<td>1.5710</td>
<td>14.0827</td>
<td>21.0244</td>
<td>49 (4)</td>
</tr>
</tbody>
</table>

**TABLE 1**: Performance of PCA-based approach when applied to the simulated tissue mimicked image. Note: The numbers in the parentheses are the rank in the descending order, except for the first and the last column in the ascending order.
FIGURE 12: A carotid artery image before despeckling. Note that the horizontal and vertical axes are the lateral and axial directions, respectively.

FIGURE 13: Comparison of despeckled carotid artery images using the PCA, HWDS, TVF, and ADF methods (respectively shown in 1st to 4th columns) applied on the images after decimation in the axial dimension to the sizes of 512 × 64, 256 × 64 and 128 × 64 (respectively shown in the 1st to 3rd rows). Note that for displaying purpose the images are interpolated in the lateral dimensions to match their axial dimensions. The horizontal and vertical axes are the lateral and axial directions, respectively.
TABLE 2: Despeckling parameters used in the carotid artery images with different image sizes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Image size 512 × 64</th>
<th>Image size 256 × 64</th>
<th>Image size 128 × 64</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA</td>
<td>Segment size</td>
<td>32 × 8</td>
<td>16 × 8</td>
<td>8 × 8</td>
</tr>
<tr>
<td></td>
<td>Eigenvector used</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>HWDS</td>
<td>Wavelet function</td>
<td>Daubechies</td>
<td>Daubechies</td>
<td>Daubechies</td>
</tr>
<tr>
<td></td>
<td>Vanishing moment</td>
<td>8</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Decomposition level</td>
<td>8</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>TVF</td>
<td>$\lambda$</td>
<td>500</td>
<td>500</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Iteration number</td>
<td>300</td>
<td>300</td>
<td>150</td>
</tr>
<tr>
<td>ADF</td>
<td>$\lambda$</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Iteration number</td>
<td>60</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Conduction Coefficient</td>
<td>30</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Favoring region</td>
<td>Wide</td>
<td>Wide</td>
<td>Wide</td>
</tr>
</tbody>
</table>

FIGURE 14: The bar graphs of the alpha and S-SNR values measured on carotid artery images of 512 × 64, 256 × 64, and 128 × 64 image sizes (respectively from a to c) before despeckling (REF) and after despeckling using the PCA, HWDS, TVF, and ADF methods. Vertical axis represents the magnitude.

The image visual quality of the results from the PCA, TVF, and ADF methods is far better than that from the HWDS method. For the S-SNR values, the despeckled images from the PCA method have better S-SNR values than most of those from the other methods, except for the S-SNR value from the ADF method applied on the image of 128 × 64 image size is better than those from the PCA method. For the $\alpha$ values, the despeckled images from the PCA method have higher $\alpha$ values than the other methods. The $\alpha$ parameter can be improved (lower $\alpha$) by using more than one principle component per block but that will be on the account of the S-SNR. However, unlike the other denoising methods in this paper which provide better resolution accompanying reduction in the despeckling efficiency when they are applied to larger image sizes, the proposed PCA method improves the resolution while maintaining the superiority of speckle removal. Improving $\alpha$ while maintaining high S-SNR is observed for the PCA when moving from small to larger image sizes; from c to a in Fig. 14, or more clearly by comparing the despeckling performance of the methods for the 256 × 64 image size with the 512 × 64 image size. In general, the PCA method is a powerful speckle removing scheme regardless of the decimation factor or image size. Once the proper denoising block size is selected, the PCA-based approach provides high quality denoising results.
To further investigate the effective number of the principle components used in the PCA method on real ultrasound data, the carotid artery image of 256 \times 64 image size is despeckled using the segment size of 16 \times 8 and 2, 3, and 4 principle components, i.e., the parameters of (16/8-2), (16/8-3), and (16/8-4). The despeckled images are shown in Fig. 15. As expected, the higher number of principle components used, the more speckle noise becoming dominant. These results are in accordance with the simulation results previously shown.

The choice for the \( q \times p \) denoising block size in this paper is based by default on the image size itself and the size of the speckle noise clusters. It follows \( M\lfloor \sqrt{n} \rfloor \times \lfloor \sqrt{m} \rfloor \) rule, where \( M \) is equal to 1 for small noise clusters and equal to 2 for large noise clusters; \( \lfloor \sqrt{\cdot} \rfloor \) means the square root value is floored to the nearest multiple of eight; and \( n \) and \( m \) are the number of pixels in the axial and lateral dimensions of the image. For example, for the simulated phantom image of 256 \times 128 image size in Fig. 1-b showing small noise clusters, therefore, the denoising block size is set to 16 \times 8 (\( M = 1 \)). For the simulated tissue mimicking image in Fig. 6-b after decimating its size to 128 \times 64, the image shows large noise clusters; therefore, the block size is set to 16 \times 8 (\( M = 2 \)). For the carotid artery image in Fig. 12 after decimating its size to 128 \times 64, the image shows small noise clusters; therefore, the block size is set to 8 \times 8 (\( M = 1 \)).

The complexity of these despeckling methods can be compared as follows. For the PCA method, there are three main stages. The first stage is to find \( N \) covariance matrices of vectors of \( q \times p \) length, where \( N \) is the number of image pixels and \( q \times p \) is the segment size. Finding a covariance matrix of a vector requires the complexity of \( L^2 \), where \( L \) is the length of the vector. The complexity of the first stage is \( Nq^2p^2 \). From the rule to select the block size described above, \( q^2p^2 = nm = N \). Therefore the complexity of the first stage is \( N^2 \). The second stage is to find the maximum eigenvector of the averaged covariance matrix. This requires the use of an eigen decomposition procedure and a sorting procedure. The eigen decomposition procedure is dominant and its complexity is \( M^3 \), where \( M \) is the number of elements in the matrix [25]. Therefore, the complexity of the second stage is \( (q^2p^2)^3 = N^3 \). Finally, the third stage is to projecting or filtering \( N \) vectors of \( q \times p \) length by a projection matrix of \( q^2p^2 \) size. This third stage requires a complexity of \( NNq.p = N^{5/2} \). From these complexity approximations showing that the second stage is dominant, the complexity of the PCA method is \( N^3 \) and it is depending on the eigen decomposition procedure.

The complexity of the HWDS, TVF, and ADF methods can be approximated as follows. HWDS, wavelet decomposition and reconstruction require a complexity of \( N \log N \) [26]. The TVF and ADF require a complexity of \( N \) for each iteration [27]. Note that the number of iteration is small compared to \( N \). To enhance the performance of HWDS, TVF, and ADF there are two main preprocessing stages [6], which are point spread function estimation and outlier shrinkage stage. Point spread function estimation requires a complexity of \( N \log N \) [28], while the outlier shrinkage stage requires a complexity of \( N \). Note that the median filter size used in the outlier shrinkage is small compared to \( N \). Therefore, the complexity of these despeckling methods including preprocessing is \( N \log N \), which is lower than \( N^2 \) of the PCA method. However, the complexity of the PCA method could be reduced if we despeckled the image in the axial and lateral directions separately. Since the length of the vector for the covariance calculation is reduced to \( q \) or \( p \) for each direction. Therefore, the complexity could be reduced to \( N^{5/2} \) and it is because of the domination of the eigen decomposition procedure. Nevertheless, this number is still larger than \( N \log N \).
4. CONCLUSIONS

A PCA-based approach to filter out multiplicative noise from ultrasound images has been presented in this paper. It segments the envelope image into small overlapping blocks, finds a subspace representation of these blocks via principal component analysis, projects them back to the subspace, and averages the projections. The size of the block is dependent on the original size of the image and the size of the noise cluster found in the image. The proposed PCA-based approach outperforms many existing denoising approaches such as the homomorphic wavelet despeckling [4], the total variation filtering [10], and the anisotropic diffusion filtering [9] in both simulation and real ultrasound data. In terms of image resolution (α) the PCA-based approach lags the other denoising schemes. However, the S-SNR from PCA is the best for higher resolution (less decimated) images. It has been verified that, per segment size, very few principle components (in most cases the first or the first and the second principle components) are needed to represent the true signal. The proposed method depends solely on the size of the image and the number of the principle components used, while many parameters need to be adjusted for the other methods in order to obtain acceptable denoising results. Moreover, no preprocessing is needed for the proposed method, while the other methods need many preprocessing stages, such as decorrelating the speckle noise samples and then removing the outliers from the log transformed speckle noise [6]. It has been shown that the prior decimation factors performed on the noisy images have no effect on the despeckling quality of the results. In contrast to the homomorphic wavelet despeckling needs high decimation factors to improve the results. However, our approach needs to be optimized to improve the computational time and reduce the complexity of the algorithm.

FIGURE 15: Comparison of the despeckled images using the PCA method with different numbers of principle components: ev = 2 (a), 3 (b), and 4 (c). The image size before despeckling is 256 × 64 and the segment size is 16 × 8. Note that the horizontal and vertical axes are the lateral and axial directions, respectively.
5. FUTURE RESEARCH DIRECTIONS

Optical Coherence Tomography (OCT) is similar to the principle of ultrasound in the sense that OCT images are formed from the envelope of the measured interference signal. It has been shown that computation of the absolute magnitude of the signal for measurement of the envelope is a nonlinear process that destroys phase information. Processing the partially coherent OCT signals in the complex domain has provided the opportunity to correct phase aberrations responsible for speckle noise in OCT images. One of the future research directions for developing additional models for ultrasound image despeckling is to investigate the phase and spectra of the received ultrasound echo signals that are usually ignored when the magnitudes of the complex signals are being solely considered.

6. ACKNOWLEDGMENT

The authors would like to thank Prof. Jensen J., head of the center of fast ultrasound imaging at the technical university of Denmark, for his kind support in providing the medical ultrasound data used in this research.

7. REFERENCES


Script Identification In Trilingual Indian Documents
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Abstract

This paper presents a research work in identification of script from trilingual Indian documents. This paper proposes a classification algorithm based on structural and contour features. The proposed system identifies the script of languages like English, Tamil and Hindi. 300 word images of the above mentioned three scripts were tested and 98.6% accuracy was obtained. Performance comparison with various existing methods is discussed.

Keywords: Script, Dilation, Boundary, Centroid, Zone, Blob, Bounding Box.

1. INTRODUCTION

India being a multi-lingual country, most of the documents contains two (bilingual) or three language (trilingual) scripts. English and Hindi are the most prevalent language being used in India along with the state language. Important documents like, government documents and question papers of every state contains two or three languages. Script is referred as the graphics part of the writing system. The writing style and the characters are combined in the script class. A script can be used by only one language or many languages. Indian and South East Asian languages are based on Brahmic scripts. North Indian languages are based on Devanagri, Bengali, Manipuri, Gurumukhi, Gujarati and Oriya scripts. South Indian languages are based on Tamil, Telugu, Kannada and Malayalam scripts. Automatic identification of scripts is very essential before feeding into multi-script optical character recognition (OCR) system. Many methods exist in the literature for script identification. In section 2 existing methods in this field are discussed. Properties of English, Hindi and Tamil are discussed in section 3. In section 4 the proposed methodology is explained. Results and performance comparison with various existing methods are detailed in section 5. Section 6 deals with the conclusion and future work.

2. LITERATURE SURVEY

Various methods exist in the literature for multi-script identification. The script identification is performed in two ways as local approach and global approach. Identification of script at text line level or word level or character level is defined as local approach. In global approach the entire text block is considered [1]. The following methods identify multi-scripts at text line level. [2], [18] used shape features, statistical features and Water Reservoir based features and classified using a rule based classifier.[3] have used horizontal projection profile (HPP) and derived a rule based classifier by calculating the threshold using the successive maxima. Structural features, K-Nearest Neighbour (KNN) and support vector Machine (SVM) was used by [4] for classification. Profile based features were used by [5] and classified using KNN. Structural, topological, contour and Water Reservoir based features were used by [6] and classified using rule based classifier.
Character level script identification technique using Gabor and Gradient features and SVM for classification [7]. The following methods were performed at word level. Eight features were obtained by [8] based on top and bottom max row, top horizontal line, tick component, top and bottom holes, vertical lines and bottom component and classified using KNN. [9] performed Devanagri script identification using the presence of headlines as [2] and Kannada script identification using morphological operation. Their method was restricted to font style and size. [10] have used 400 and 64 dimensional features and SVM was used for classification. [11] has used Neural networks (NN) for classification and features based on histogram mean distance, pixel value and vertical zero crossing. [12] used Zone based Gabor features and SVM classifier was used.

3. PROPERTIES OF ENGLISH, HINDI AND TAMIL SCRIPTS

English language uses Latin or Roman script. English follows the Alphabetic system. Hindi language uses Devanagri script. The characters of the Hindi words are connected using a headline called “Shirorekha”. Printed Tamil and English words contain isolated characters. The structure of the three scripts is divided into three zones (Fig.1). The upper zone (UZ), middle zone (MZ) and lower Zone (LZ). The character set of English constitutes 52 characters comprising 26 uppercase and 26 lowercase characters. The uppercase English characters stay inside the middle zone. The lowercase English characters like b, d, f, h, k, l, t containing ascenders occupies UZ and those containing descenders like g, j, p, q, y occupies the LZ. But the presence of pixels in the LZ and UZ by lower case English alphabets is of symmetrical pattern (Fig1.a). Tamil character contains 12 vowels and 18 consonants. 216 compound characters were formed by combining vowels and consonants. Almost all the character of Tamil occupies UZ and LZ. Tamil character that occupies the UZ and LZ has varied pixel density and patterns (Fig1.b). Hindi character contains 34 consonants and 10 vowels and form combined characters. Since Hindi characters are connected using headline, the probability of pixel density in the LZ and UZ is very less (Fig1.c).

![FIGURE 1](image_url)

4. PROPOSED METHODOLOGY

The input image is converted to greyscale image and binarized using Ostu method [17], (Fig.2). The proposed algorithm works by dividing the multi-script words into three zones and the pixel densities are calculated in the UZ above Headline (HL) and LZ below base line (BL) for discriminating multi-script (Fig.1). The proposed algorithm is based on the contour features and classifies using a rule based classifier. First it checks whether the script belongs to Hindi by using the pixel density of UZ and LZ. Classification of English and Tamil script is performed using the contour features of the boundary pattern such as upper boundary (UB) and lower boundary (LB) pixel density calculation.
4.1 Classification Phase - I
The given word image is classified in two phases. In phase - I the image is classified to check the presence of Hindi word. In phase - II, it is classified as English or Tamil.

Step 1: The heights ($h_i$) and widths ($w_i$) of all the blobs are calculated for the image (Fig2). Where $i=1$ to $N$, $N$ is the number of blobs.
Step 2: Calculate the average width $avg(w_i)$ and $avg(h_i)$ average heights of all blobs.
Step 3: Divide every $h_i$ by $avg(h_i)$ and store in an array.

$$v_i = \frac{h_i}{avg(h_i)}$$

Step 4: Choose the $\min(v_i)$ as it is closer to the average $avg(h_i)$.
Step 5: Extract the $\min_x$, $\min_y$, and $ht$ for the chosen $h_i$ (blob).
Step 6: Calculate the height of the MZ using the following formula. (Fig.3)

$$mh = \text{round} \left( \min_y + \text{ht} \right)$$

FIGURE 3: Middle Zone (MZ) Height.

Step 7: Count the pixels row wise for all rows of the entire image and store it in an array ($s1$).
Step 8: Count the pixels above HL and below BL using

$$s2 = \sum_{i=1}^{\min} s1, s3 = \sum_{i=mh}^{\max} s1$$

Step 9: Count the no of blobs

The word is classified as Hindi if pixels in BL and HL is zero and the total number of blobs is equal to one as the Hindi word is connected by a headline otherwise it is classified as English or Tamil in the next phase.
4.2 Classification Phase – II

Step 1: Extract the boundary features using Morphological operations

Step 2: Dilate the image. (Fig. 4a)

Step 3: Calculate the centroid value \( C_x \) and \( C_y \).

Step 4: Extract the boundary co-ordinates and store in the array, \( x_{ub}, y_{ub} \) and \( x_{lb}, y_{lb} \). (Fig. 4 & 5)

![Figure 4: a) Obtained Boundary (English) b) UB c) LB.

![Figure 5: a) Obtained Boundary (Tamil) b) UB c) LB.](image)

Step 5: Extract the upper boundary pixel co-ordinates (\( u_y \)) and lower boundary (\( l_y \)) pixel co-ordinates using the following formula,

\[
ub_y = \max_{i=1}^{\max(y_{ub})} y_{ub}(i) < c_y \quad (4)
\]

\[
lb_y = \sum_{i=1}^{\max(y_{lb})} y_{lb}(i) > c_y \quad (5)
\]

Step 6: Calculate the total count of pixels in the upper boundary and lower boundary. If the total pixels is greater than the threshold then it is classified as Tamil else English. The basic idea is that, the upper boundary of Tamil words (Fig. 6a) contains unsymmetrical patterns (peaks and valleys) by accumulating more pixels. But in English word (Fig. 6b) the boundary shape pattern is more symmetrical without jerks. Hence the pixels between \( \min_y \) and \( \max_y \) will be zero or less for English. Always the characters of Tamil font will be little bigger in size compared to the English character of same font size.

![Figure 6: Scatter plot for UP of Tamil and b) Scatter plot for UP of English.](image)
5 RESULTS AND DISCUSSION

Samples were collected from the trilingual documents. 300 word samples of Hindi, English and Tamil were tested using the proposed algorithm and 98.6% accuracy was obtained. In cases where the Tamil words were very small and having symmetrical pattern was misclassified as English. The error rate is very low as always the number of pixels will be greater for Tamil compared to English.

<table>
<thead>
<tr>
<th>Script</th>
<th>Hindi</th>
<th>English</th>
<th>Tamil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hindi</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>English</td>
<td>0</td>
<td>98</td>
<td>2</td>
</tr>
<tr>
<td>Tamil</td>
<td>0</td>
<td>2</td>
<td>98</td>
</tr>
</tbody>
</table>

**TABLE 1: Accuracy of Script Identification.**

There is lack of any comparative analysis of the results with most of the reported works in script recognition. Experimental results of every proposed method have not been compared with other benchmark works in the field [1]. As there was no standard evaluation measures available in the literature. The results were evaluated as using the following statistical measures (Table. 2 & 3). The proposed algorithm is evaluated using the statistical measures Recall, Precision, Accuracy and Fscore based on the following metrics. (H-Hindi, E-English and T-Tamil)

True Positive (TP): Correctly identified: (H, E, T identified as H, E, T).
False Positive (FP): Incorrectly identified: (E, T incorrectly identified as T, E).
True Negative (TN): Correctly rejected.
False Negative (FN): Incorrectly rejected.

5.1 Statistical Measure

**Recall:** This gives the positive cases obtained. It is same as the sensitivity to identify positive results.

\[
Recall = \frac{TP}{TP + FN}
\]

**Precision:** This measure gives the percentage of positive predictions.

\[
Precision = \frac{TP}{FP + TP}
\]

**Accuracy:** This measure gives the predictions that were correct.

\[
Accuracy = \frac{TN + TP}{TP + FN}
\]

**Fscore:** This measure is used as a single measure of performance test by combining all the above results.

\[
Fscore = 2 \left( \frac{Precision \times Recall}{Precision + Recall} \right)
\]
## 5.2 Performance Comparison with the Existing Methods

The proposed algorithm is compared with many of the existing methods in the literature for script identification of Hindi (H), English (E), Kannada (K), Devanagri (D), Oriya (O), Telugu (Te), Gurumukhi (G), and Tamil (T) using local approach.

<table>
<thead>
<tr>
<th>Author &amp; year</th>
<th>Script</th>
<th>Local Approach</th>
<th>Technique Used</th>
<th>Accuracy</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>[12]-2003 12 scripts Text line</td>
<td>Local features and water reservoir based feature</td>
<td>98%</td>
<td>Many features were extracted from individual characters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[13]-2010 K, H &amp; E Text line</td>
<td>Top and bottom profile, KNN classifier</td>
<td>99.75%</td>
<td>Dependent on font size, time consuming</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[16]-2002 T &amp; E Word-wise</td>
<td>Gabor features, SVM classifier</td>
<td>96%</td>
<td>Computationally complex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[5]-2005 D, E &amp; U Word-wise</td>
<td>Profile based features, Water reservoir method</td>
<td>97.51%</td>
<td>Character level features were extracted.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[9]-2009 E, D &amp; B Word-wise</td>
<td>64 &amp; 400 dimensional features and SVM as classifier</td>
<td>98.51%</td>
<td>Error rate increases when number of character is less than three</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3]-2013 H, B, Te &amp; K Text line</td>
<td>Projection profile and rule based classifier</td>
<td>97.83%</td>
<td>Fixed font size was used</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[6]-2013 G &amp; E Character level</td>
<td>Gabor, Gradient features and SVM classifier</td>
<td>99.45%</td>
<td>Complex and Time consuming</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[10]-2013 D Word-wise</td>
<td>Mean distance, pixel value and zero crossing, NN</td>
<td>90%</td>
<td>Computationally complex and execution time is very high</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[7]-2011 H &amp; E Word-wise</td>
<td>Many features,</td>
<td>95%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 2: Statistical Results.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>100%</td>
</tr>
<tr>
<td>Recall</td>
<td>100%</td>
</tr>
<tr>
<td>Precision</td>
<td>98.6%</td>
</tr>
<tr>
<td>Fscore</td>
<td>99%</td>
</tr>
</tbody>
</table>

### TABLE 3: Accuracy of Classification.
KNN

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type</th>
<th>Features Based On</th>
<th>Percentage</th>
<th>Suitability</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8]-2011</td>
<td>K, E &amp; H</td>
<td>Word-wise</td>
<td>95.54%</td>
<td>Suitable only for fixed font size and font style</td>
</tr>
<tr>
<td>[15]-2002</td>
<td>D, T &amp; O</td>
<td>Word-wise</td>
<td>97.33</td>
<td>Computationally complex</td>
</tr>
<tr>
<td>Proposed method-2014</td>
<td>H, E &amp; T</td>
<td>Word-wise</td>
<td>98.6%</td>
<td>Simple, fast, efficient and accurate</td>
</tr>
</tbody>
</table>

TABLE 4: Performance Comparison.

6. CONCLUSION AND FUTURE WORK

The existing methods are computationally complex and have used more features based on structural and pixel density feature. But the proposed method is very simple, efficient, fast and accurate for discriminating the scripts in bilingual or trilingual documents. Majority of the Indian bilingual or trilingual documents contains 2 or 3 scripts. The documents contain Hindi, English and the state language. Hence the proposed algorithm can be used for script identification of trilingual documents containing Tamil, Hindi and English or Bilingual documents containing any two combinations of these three scripts. The future work will be concentrated towards script identification of Kannada, Telugu, and Malayalam in trilingual or bilingual documents with the combination of Hindi and English as the other two languages.
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Abstract

A novel image compression using hybrid Haar wavelet transform has been proposed in this paper. Hybrid wavelet transform is generated using two different orthogonal transforms. Haar transform acts as a base transform and other sinusoidal transforms like DCT, DST, Hartley and Real-DFT are paired with Haar transform to generate hybrid Haar wavelet. Among these four pairs Haar-DCT hybrid wavelet gives lower error as compared to Haar-DST, Haar-Hartley and Haar-Real-DFT. Performance of Haar-DCT hybrid wavelet is further analyzed using multi resolution hybrid wavelet and Haar-DCT hybrid transform. Experimental results show that hybrid wavelet with component size 16-16 gives lower error at higher compression ratios than multi resolution analysis and hybrid transform performance. Performance is measured using RMSE which is traditional parameter to measure error. Lowest RMSE obtained is 9.77 at compression ratio 32 using Haar-DCT Hybrid Wavelet with component size 16-16. Various other error metrics like MAE, AFCPV and SSIM are used to measure error. Lowest MAE and AFCPV are observed at compression ratio 32 are in Haar (16x16) –DCT (16x16) hybrid wavelet having values 6.86 and 0.31 respectively. When blocked SSIM is applied on 16-16 Haar-DCT hybrid wavelet it gives value 0.993 at compression ratio 32 which is closer to one indicating that good quality of compressed image is obtained.

Keywords: Hybrid Transform, Haar Wavelet, SSIM, MAE, Image Compression.

1. INTRODUCTION

Digital images are inevitable part of today’s multimedia world. Downloading and transmitting the images using internet consume considerable amount of time and bandwidth. Hence if these images are compressed and used, it will help to save time and bandwidth required for transmission. Image compression deals with reducing the number of bits required to store and transmit the image. It eliminates redundant information in image by retaining important information and intrinsic structure of the original image such that quality of compressed image is acceptable to human visual system. Wavelets have gained immense popularity in image compression during last two-three decades due to their high energy compaction property and multi-resolution analysis [1]. Basically wavelets are mathematical functions that represent time-frequency analysis of the data. Selecting a wavelet prototype function or mother wavelet is an
essential step in wavelet based analysis. Other wavelets are produced by translation and contraction of mother wavelet. These generated wavelet functions must be orthogonal which will comprise wavelet transform. Haar transform is a simple, orthonormal transform proposed by Alfred Haar in 1910 [2]. It serves as a prototype for wavelet transform. [3]. Many wavelet based image compression techniques have been used till now including Haar wavelet. Commonly used error metrics to judge the performance of compression methods are Mean Square Error (MSE) and Peak Signal to noise ratio (PSNR). This paper proposes hybrid Haar wavelet transform and compares its performance with its multi-resolution hybrid wavelet transform and hybrid transform using various error metrics like root mean square error (RMSE), mean absolute error (MAE), average fractional change in pixel value (AFCPV) and structural similarity index (SSIM).

2. REVIEW OF LITERATURE
A lot of research has been done on wavelet based image compression. Image compression using sparse Haar wavelet has been proposed by R. Mehala and Kuppusamy [4]. In this paper they have used 8x8 Haar matrix by inserting appropriate zeroes and ½ in Haar wavelet and it is applied on blocked gray scale image. Performance is measured using compression ratio and PSNR. But this method is applicable only on low intensity image. Haar wavelet and neural network based image compression is proposed by S. Shridhar et al. [5]. Using Haar wavelet image is decomposed into different frequency sub bands and then scalar quantization and Huffman coding are used for compression of different sub bands. The coefficients in low frequency band are compressed by Differential Pulse Code Modulation (DPCM) and the coefficients in higher frequency bands are compressed using neural networks. Complexity of this method is high and it measures performance using traditional error parameter i.e. MSE. Wavelet based extension of JPEG 2000 standard is proposed by Singh and Sharma [6]. In this paper first level wavelet decomposes the image only in vertical direction and subsequent wavelet levels use full horizontal and vertical splitting for all image components. But performance of this method degrades when images are with low colour depth. Medical image compression using Haar wavelet, Daubechies wavelet and Coeflit wavelet has been proposed by Krishna Kumar et al. [7]. Where performance has been measured using PSNR and SSIM. Different wavelets perform better for different kind of medical images and SSIM up to 0.7 is obtained for ECG images. Singular value decomposition combined with linear and quadratic interpolation has been proposed by J Hizadian, A Hosaini and M Jalili [8]. But this method is time consuming. A simple wavelet transform based image compression is proposed in [9] by H. B. Kekre, Tanuja Sarode and Prachi Natu. In this paper performance of full wavelet transform is compared with respective column wavelet and row wavelet transform. To save number of computations, column wavelet transform can be used with slight increase in error in reconstructed image. Hybrid wavelet based compression using DCT with RealDFT has been proposed in [10]. Hybridisation helps to incorporate properties of both transforms used to generate hybrid wavelet transform and hence error reduces drastically as compared to orthogonal transform and orthogonal wavelet transform.

In this paper a simpler method of image compression using Hybrid Haar wavelet has been proposed. Sinusoidal transforms like DCT, DST, Real DFT and Hartley are combined with Haar transform to generate hybrid Haar wavelet. This transformation matrix is generated in three different ways to study the effect of global, local and semi global properties on image compression. Performance of proposed method is measured using various fidelity criteria like RMSE, MAE, AFCPV and SSIM.

3. HAAR TRANSFORM
Haar transform is the simplest and basic transform used in image processing. It is faster to implement and helps to analyze local features of a signal. Haar transform uses Haar function as its basis function which varies in both scale and position. 8x8 Haar transform matrix is given below. It contains only real elements 1,-1 and 0.
Haar functions for 8x8 Haar matrix are shown in Fig. 1

4. FIDELITY CRITERIA

4.1 Root Mean Square Error

It is commonly used fidelity criteria to measure the distortion between original image and reconstructed image. Mathematically it is calculated as:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{p} \sum_{j=1}^{q} (x_{ij} - y_{ij})^2}{pq}}$$ (2)

But it is not very well matched to perceived quality [11]. It is calculated with assumption that loss of perceptual quality is directly related to visibility of error signal.

4.2 Mean Absolute Error

It is average of absolute difference in pixel values. It gives better perceptibility than RMSE.

$$MAE = \frac{\sum_{i=1}^{p} \sum_{j=1}^{q} |x_{ij} - y_{ij}|}{pq}$$ (3)

4.3 Average Fractional Change in Pixel Value

It represents the fractional change in pixel values and hence reflects perceptibility in better way.

$$AFCPV = \frac{\sum_{i=1}^{p} \sum_{j=1}^{q} |x_{ij} - y_{ij}|}{x_{ij}pq}$$ (4)
4.4 Structural Similarity Index (SSIM) [11]
Concept of SSIM is based on the assumption that human visual system is highly adapted for extracting structural information from still image and hence measure of structural similarity can provide a good approximation to perceived image quality. SSIM considers image degradation as perceived change in structural information. Structural information is the idea that the pixels have strong inter-dependencies especially when they are spatially close. These dependencies carry important information about the structure of the objects in the visual scene. SSIM is calculated as

\[
\text{SSIM}(x, y) = \frac{(2\mu_x \mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1} \left( \frac{\mu_y^2 + c_2}{\sigma_y^2 + c_2} \right)
\]

5. PROPOSED METHOD
5.1 Hybrid Wavelet Transform [12]
In this paper hybrid Haar wavelet has been proposed using Kekre’s algorithm to generate hybrid wavelet transform [12]. Haar transform is combined with sinusoidal transforms like DCT, DST, Hartley and Real-DFT. All these sinusoidal transforms are selected as local components of hybrid wavelet transform. Use of hybrid wavelet transform helps to incorporate traits of both component transforms. It is generated using following Kronecker product.

\[
T_{AB} = \begin{bmatrix}
A_0 \otimes B_q(1), \\
I_0 \otimes B_q(2), \\
I_0 \otimes B_q(3), \\
. \\
. \\
. \\
I_0 \otimes B_q(n)
\end{bmatrix}
\]

Here ‘A’ is pxp ‘base’ transform and ‘B’ is qxq ‘local’ transform used to generate pqxpq hybrid wavelet transform denoted as T_{AB}. Size of component transforms p and q are selected such that size of T_{AB} is same as image size. B_q(1) indicates first row of matrix B whose Kronecker product with A is taken. It generates first p rows of transform matrix representing global features of an image. Kronecker product of Identity matrix ‘I’ of size pxp and each row of matrix B is used to translate the rows of matrix B which will contribute to local properties.

5.2 Multi-resolution Hybrid Wavelet [13]
Above generated hybrid wavelet matrix gives global and local features of an image hence give bi-resolution analysis. It is modified as below to include semi global features of an image.
In above Kronecker product A is pxp and B is qxq orthogonal transforms. Bq(i:j) represents i to j rows of transform B. Lower order matrix A of size p/rn is generated where rn is divisor of p except 1 and p itself. Lower order matrix A is used for scaling operation and Identity matrix is used for shifting operation in generation of hybrid wavelet transform.

5.3 Hybrid Transform
It is the limiting case of hybrid wavelet transform obtained by full Kronecker product of two component transforms.

It is given as

\[ A \otimes B = a_{ij} [B] \]  

Where, \( a_{ij} \) is individual element of matrix A.

Generated hybrid wavelet transform is applied on each plane of color image. Coefficients in transformed plane are sorted in descending order of energy. Low energy coefficients are discarded. Image is reconstructed by applying inverse transform on transformed planes with retained high energy coefficients. Distortion between original and reconstructed image is measured using various fidelity criteria mentioned above. Performance of different hybrid Haar wavelets is compared using experimental database and required graphs are plotted below.

6. EXPERIMENTS AND RESULTS
Dataset used for experimental work is shown in Fig. 2. It contains colour images from different classes. All images are of 256x256x3 bytes.
Fig. 3 shows plot of RMSE vs. compression ratio using hybrid Haar wavelet with different sinusoidal transforms. It shows that Haar-DCT hybrid wavelet gives less RMSE for all compression ratios. RMSE 9.91 is obtained at highest compression ratio 32. Performance of Haar-DCT is followed by Haar-RealDFT. DST combined with Haar gives higher error among all.
As Haar-DCT gives less error, further it is analyzed to obtain the best component size combination of Haar and DCT that gives lowest error. Four combinations of component transforms are selected and RMSE in each of them is compared as shown in Fig. 4. Up to compression ratio 10.67, 16-16 and 32-8 size give nearly equal error. Slight increase in error is observed for size 32-8 at compression ratios 16 and 32. Thus 16-16 becomes better combination at higher compression ratios.

Fig. 5 shows comparison of RMSE in multi-resolution hybrid wavelet. Here also Haar-DCT proves to be better giving less error. At compression ratio 32, RMSE 10.13 is obtained with component size 8-32. It is slightly higher than error in Haar-DCT hybrid wavelet shown in Fig. 3.
For multi-resolution analysis, four different sized pairs of Haar-DCT are tried and their error is plotted against compression ratio in Fig. 6. Pair of size 8-32 gives lower RMSE than all other pairs at compression ratio 32. At lower compression ratios, difference in error is negligible.

Fig. 7 shows RMSE obtained in Hybrid transform. In hybrid transform, which is obtained by full Kronecker product of two component matrices, all rows of transformation matrix represent global features of an image. Local and semi global features are absent in hybrid transform. In hybrid transform also Haar-DCT gives better performance in terms of RMSE.
H. B. Kekre, Tanuja Sarode & Prachi Natu

**FIGURE 7:** Avg. RMSE vs. Compression ratio in Hybrid transform using Haar transform (8x8) with different sinusoidal transforms (32x32).

Different size combinations of Haar-DCT hybrid transform are tried and error is plotted in Fig. 8. It shows that four different combinations give nearly equal error for selected compression ratio. Error increases with increase in compression ratio.

**FIGURE 8:** Average RMSE against Compression ratio in Hybrid Transform using different size of DCT with Haar Transform.

Fig. 9 shows overall comparison of RMSE in hybrid Haar wavelet, its multi resolution analysis and hybrid transform at various compression ratios. Up to compression ratio 8, hybrid wavelet with components Haar 32x32 and DCT 8x8 gives less error. Onwards, as compression ratio increases, Haar 16x16 and DCT 16x16 give less RMSE.
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**FIGURE 9:** Average RMSE against compression ratio using different sizes of component transforms in Haar–DCT Hybrid Wavelet, Multi resolution analysis and Hybrid transform.

Fig. 10 shows performance comparison of Haar hybrid wavelet using MAE as error measurement criterion, Fig. 11 shows this comparison for multi resolution analysis and in Fig. 12 comparison of different hybrid transforms is done. Similar to RMSE, Haar-DCT gives better performance than other sinusoidal transforms in multi resolution as well as in Hybrid transform.

**FIGURE 10:** Avg. MAE against Compression Ratio in Hybrid Wavelet transform using different Sinusoidal transforms with Haar Transform.

**FIGURE 11:** Avg. MAE against Compression ratio in Multi Resolution Hybrid Wavelet using different Sinusoidal transforms with Haar Transform.
FIGURE 12: Avg. MAE vs. Compression ratio in Hybrid Transform using different Sinusoidal Transforms with Haar Transform.

Fig. 13, 14 and 15 show graph of MAE against compression ratio using various size combinations of Haar-DCT in Hybrid wavelet, its multi resolution and hybrid transform respectively. The best pair obtained in Hybrid wavelet is of size 16-16 and in Multi resolution analysis, it is of 8-32 for higher compression ratio 32.

FIGURE 13: Avg. MAE against Compression ratio using Different size of Haar-DCT pairs in Hybrid Wavelet.
Fig. 14: Avg. MAE in Multi Resolution hybrid Wavelet using different size variations in Haar-DCT.

Fig. 15: Avg. Mae vs. Compression ratio in Hybrid Transform using different combinations of Haar-DCT.

Fig. 16 shows overall comparison of MAE in Haar-DCT Hybrid Wavelet, Multi resolution analysis and hybrid Transform using various size combinations. It has been observed that Haar-DCT hybrid wavelet of size 16-16 gives lower MAE at higher compression ratio 32.
FIGURE 16: Average MAE against compression ratio using all possible sizes of Haar –DCT in Hybrid Wavelet, Multi resolution and hybrid transform.

Fig. 17, 18 and 19 show comparison of AFCPV in Haar hybrid wavelet, its multi resolution hybrid wavelet and hybrid transform respectively. AFCPV gives change in perceived value of a pixel. Lower the AFCPV value better is the image quality.

FIGURE 17: AFCPV vs. Compression ratio in Hybrid Wavelet using different Sinusoidal Transforms with Haar Transform.
Fig. 18: AFCPV vs. Compression Ratio in Multi resolution using different sinusoidal transforms with Haar transform.

Fig. 19: AFCPV against Compression ratio in hybrid Transform using different sinusoidal Transforms with Haar Transform.

Fig. 20, 21 and 22 show AFCPV in Haar-DCT using its Hybrid wavelet, Multi resolution analysis and hybrid transform with different component sizes. In hybrid wavelet, 32-8 pair of Haar-DCT gives low AFCPV. At compression ratio 32, Haar (32x32) and DCT (8x8) pair gives low AFCPV. In multiresolution 16-16 size gives better AFCPV up to compression ratio 16. Negligible difference is observed between AFCPV obtained using variations of component size. In Haar-DCT hybrid transform, 64-4 size gives lower value of AFCPV for all compression ratios.
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**FIGURE 20:** AFCPV vs. Compression Ratio in Hybrid Wavelet using different sizes of Haar-DCT.

**FIGURE 21:** AFCPV vs. Compression Ratio in Multi resolution using different size combinations of Haar-DCT.

**FIGURE 22:** AFCPV vs. Compression Ratio in Hybrid Wavelet using different sizes of Haar-DCT.

Overall comparison of AFCPV in Haar-DCT hybrid wavelet, its multi resolution and hybrid transform is done in Fig 23. Hybrid wavelet again proves to be better for Haar 16x16 and DCT 16x16.
Comparison of AFCPV using various component transforms sizes in Haar-DCT Hybrid wavelet, Multi resolution hybrid wavelet and hybrid transform.

Fig. 24 shows Structural Similarity Index in Haar-DCT hybrid wavelet at various compression ratios for sample ‘Lena’ Image.

At compression ratio 1 i.e. when two images are exactly same, SSIM is one. As compression ratio increases, distortion in the reconstructed image increases and hence SSIM reduces. Image is divided into 16x16 blocks and SSIM of individual block is calculated to get more accuracy in perception of image to HVS. In hybrid wavelet SSIM is close to one at lower compression ratios and attains value 0.993 at compression ratio 32, indicating better perceived image quality. This objective measure of perceptibility is not obtained by traditional RMSE parameter. Multi resolution hybrid wavelet and hybrid transform show marginal difference in image quality than Hybrid wavelet in terms of SSIM.
<table>
<thead>
<tr>
<th></th>
<th>Haar-DCT</th>
<th>Haar-Hartley</th>
<th>Haar-Real DFT</th>
<th>Haar-DST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid Wavelet</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>MAE</td>
<td>6.86</td>
<td>8.55</td>
<td>7.76</td>
<td>13.75</td>
</tr>
<tr>
<td>Multi-resolution Hybrid Wavelet</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>MAE</td>
<td>7.53</td>
<td>9.01</td>
<td>8.39</td>
<td>12.62</td>
</tr>
<tr>
<td>Hybrid Transform</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>MAE</td>
<td>8.10</td>
<td>9.62</td>
<td>8.87</td>
<td>10.46</td>
</tr>
</tbody>
</table>

**FIGURE 25:** Reconstructed ‘Lena’ image at Compression ratio 32 using Hybrid Haar Wavelet, its Multi Resolution Analysis and Hybrid Transform with Haar 16x16 and different Local Component Transforms of Size 16x16.

Fig. 25 shows reconstructed Lena images at compression ratio 32 using different hybrid Haar wavelet transforms. Local component transform is varied keeping size of both components as 16x16. It shows that Haar-DCT pair gives lower MAE than other pairs. Also Hybrid wavelet transform gives less MAE than multi resolution analysis and hybrid transform. Haar-DST shows poor performance including grid effect in reconstructed image.

### 7. CONCLUSION

In this paper Hybrid Haar wavelet with bi resolution analysis, multi resolution analysis and with global features is implemented and compared. Sinusoidal transforms DCT, DST, Hartley and Real DFT are used as local component transforms and combined with Haar transform. Haar-DCT hybrid wavelet gives less error than Haar-DST, Haar-Hartley and Haar-Real DFT wavelet. In multi resolution analysis and hybrid transform also Haar-DCT gives less error. In Haar- DCT hybrid wavelet, size variation of component transforms is done to observe the changes in different fidelity criteria. AFCPV is used to measure fractional change in pixel values. It gives better perceptibility of image than traditional RMSE metric. Lowest AFCPV is obtained for Haar-DCT pair with size 16-16. SSIM is objective fidelity criteria used to approximate the perceived image quality. SSIM equal to 1 indicates that original and reconstructed images are exactly similar. Using hybrid Haar wavelet SSIM 0.993 is obtained at compression ratio 32. In multi resolution analysis and hybrid transform, values of SSIM are 0.992 and 0.991 for same compression ratio. Thus there is marginal difference in image quality when it is compressed using Hybrid wavelet, multi resolution and hybrid transform.
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Abstract
In this paper, we propose a new multiresolution image denoising technique using Discrete Sine Transform. Wavelet techniques have been in use for multiresolution image processing. Discrete Cosine Transform is also extensively used for image compression. Similar to the Discrete Wavelet and Discrete Cosine Transform it is now found that Discrete Sine Transform also possess some good qualities for image processing; specifically for image denoising. Algorithm for image denoising using Discrete Sine Transform is proposed with simulation works for experimental verification. The method is computationally efficient and simple in theory and application.

Keywords: Denoising, Multiresolution, Image Transform, Discrete Sine Transform, Sub Bands.

1. INTRODUCTION
Different types of noise corrupt images during its capture, storage, transmission, etc. When noise creeps in image, its visual quality is reduced. Moreover, depending on the amount of noise, important features of the image become disguised and are not readily available for identification and use[1]. The only way to solve these problems is to denoise (remove noise) the image.

Several denoising techniques have been proposed during the last two/three decades. However, so called perfect denoising algorithm is yet to be developed; especially in the case of color images. Removal of noise is not yet complete in all respects [2].

One of the comparatively recent successful denoising techniques makes use of multiresolution capability of image transforms. It was originally proposed by Stephen Mallat (1988/89) with the use of Wavelet Transform (WT) for image processing [3]. However, WT is not the only transform which exhibit multiresolution capability [4, 5]. Discrete Sine Transform (DST) is now seen to possess multiresolution property. In this paper, Multiresolution DST is proposed for denoising of images. Rest of the paper is organized as Noise in Images in section 2, Some Denoising Techniques in Images in section 3, Multiresolution Techniques in Image Processing in section 4, DST and Multiresolution Analysis in section 5, Implementation of the DST Algorithm in section 6, Experimental results in section 7, and Conclusions in section 8.

2. NOISE IN IMAGES
Generally noise is generated along with the signal in most of the image production mechanisms. Photographic image is obtained using digital camera. Almost all cameras now available use Charge Coupled Devises (CCD) or Charge Injection Devices (CID) or Complementary Metal Oxide Semiconductor (CMOS) in its construction, making use of integrated circuit (IC) technology. Due to the imperfections in its fabrication, dark currents, unequal currents, clock
noise, etc. produce noise (Gaussian, Impulse, etc.) in the images photographed by these cameras [6, 7]. In addition, varying levels of illumination on the objects and background light also introduce noise in images. Further, signal conditioning (amplification, quantization, etc.) applied to the image signal add electronic device noise due to imperfect operation of active and passive devices. Medical images are another category of images which are widely used by clinicians for diagnostic purposes. Techniques such as Ultrasound (US), Magnetic Resonance (MR), Computed Tomography (CT), X-rays, Positron Emission Tomography (PET), etc. are used in the generation of medical images [8, 9]. All of these images contain different types of noise (speckle, Poisson, etc.) due to the imperfect operation of respective instruments. Satellite images are remote sensed images obtained by high resolution/low resolution cameras and provide amazing information about earth’s surface, roads, rivers, buildings, etc. These images are basically noisy. Variations in natural environments, limitations of cameras, etc. are some of the reasons for noise in such images [10].

3. SOME DENOISING TECHNIQUES IN IMAGES

Image denoising techniques can be broadly classified as i) Spatial Domain and ii) Frequency Domain. In spatial domain, pixel by pixel processing is done for removing noise [11]. Some kind of moving masks are used to locate each pixel in the image and neighborhood operation is done to filter the noise. Using suitable weights [12] in elements of mask, convolution or correlation is done with the neighborhood of pixel and elements of mask to get new pixel values for replacing the noisy pixel. This operation is known as filtering. The method works well in some environments. But it processes all pixels whether noisy or not and hence introduces some distortions. Noise detection before denoising improved the situation to some extent.[13, 14].

In the frequency domain method, the image is transformed into its frequency domain, using suitable image transform and then processing is done. One of the early and widely used transform is 2-dimensional Discrete Fourier Transform (2D DFT) implemented [1] using fft2 in MATLAB. Using this transform, the image pixel coefficients are represented by equivalent sine and cosine coefficients having different frequencies and amplitudes. This transform gives complex coefficients. Also DFT does not give information about the time at which a particular frequency component has occurred. Using short windows of time for groups of pixels in the image, and computing DFT (named as STFT), some amount of non-stationary analysis could be carried out. STFT has the limitation of constant resolution. A better method is to get variable resolution (multiresolution) for non-stationary images. Wavelet transform is the appropriate solution in this respect [15]. It has multiresolution analysis capability. Wavelet transform in its various forms (decimated, undecimated, orthogonal, biorthogonal, etc.) and new generations (curvelet, contourlet, etc.) have been in use in multiresolution approach for several image processing, including image denoising [16, 17].

4. MULTiresolution TECHNIQUES IN IMAGE PROCESSING

Multiresolution refers to characteristics of the image analysis such that a feature in an image can appear at different resolutions and scales. [1, 3]. In multiresolution analysis, some features that go undetected at one resolution may be easy to spot at another resolution. Wavelet transform is a pioneer in this category of transforms. In its discrete implementation, known widely as Discrete Wavelet Transform (DWT), digital FIR filters are used to separate (decompose) the images in to its frequency bands.

In one level of decomposition, using filters and down sampling by two, four subimages are obtained. They are called as LL1, LH1, HL1 and HH1 bands. The band LL1 contains low frequency information and is called approximation sub band. The other three sub bands (LH1, HL1 and HH1) contain higher frequency information of the image and are called as detailed sub bands. Denoising of image relies on the strategy that noise is of higher frequency as well as noise is of smaller amplitudes compared to signal amplitudes. Hence the approximation coefficients (in LL1 band) more or less represent signal and some parts (low amplitude coefficients) of detailed sub bands represent the unwanted noise. To remove noise from image, we threshold [18] the
detailed sub bands, keeping higher amplitudes (signals) in these bands and removing the low amplitude (noise). Wavelet synthesis of LL1 band with thresholded detailed sub bands gives the denoised image. Results can be improved by decomposing LL1 band to the second level of wavelet decomposition giving rise to more detailed sub bands and processing these bands further on the same lines as first level decomposition.

5. DST and MULTIRESOLUTION ANALYSIS

The Discrete Sine Transform (DST) is related to DFT (and FFT). DST is used to represent signal in terms of a sum of sinusoids with its different frequencies and amplitudes [19]. However DST is not the imaginary part of FFT. To obtain DST of a digital signal, elements of the signal are reconfigured as an odd (anti-symmetric) extension of the input and then applying FFT. Total numbers of input as well as total number of DST coefficients are the same. All the DST coefficients are real, which is an advantage of DST processing over FFT (FFT gives complex coefficients). A companion transform of DST is Discrete Cosine Transform (DCT). DCT is widely used for image compression (JPEG).

The one dimensional DST of a vector of N elements can be obtained by reconfiguring the input and including the odd symmetric extension of its elements resulting in 2N elements. Depending on the symmetry used for extension of elements, there are 8 versions of DST (DST-1 to DST-8) equations. Each of them has somewhat different properties (in addition to some common properties)

The N point DST-1 is defined as in [19]

\[ X(k) = \sum_{n=0}^{N-1} x(n) \sin \left( \frac{\pi}{N+1} (n+1)(k+1) \right) \quad 0 \leq k \leq N-1 \]  

where \( x(n) \) is the input signal.

The corresponding Inverse Discrete Sine Transform (IDST) is given by

\[ x(n) = \sum_{k=0}^{N-1} X(k) \sin \left( \frac{\pi}{N+1} (n+1)(k+1) \right) \quad 0 \leq n \leq N-1 \]  

However, the DST is defined in MATLAB as

\[ Y(k) = \sum_{n=1}^{N} x(n) \sin \left[ \pi kn /(N + 1) \right] \quad 1 \leq k \leq N \]  

and the corresponding IDST is

\[ x(n) = \frac{2}{(N + 1)} \sum_{k=1}^{N} Y(k) \sin \left[ \pi kn /(N+1) \right] \quad 1 \leq n \leq N \]  

The 2D DST is an extension of 1D DST for two dimensional signals.

The 1D DST can be evaluated using fast algorithm of FFT. The DST available in MATLAB (dst) is 1D DST.

The DST has some more desirable properties as a transform for image processing. It has high energy compaction (most of the energy is confined to small number of coefficients) and sparse representation (large numbers of its coefficients are zeros). Further, DST coefficients are real, symmetric and orthogonal. Symmetric and orthogonal property indicates that for forward and reverse transformation, computation is same except for normalization. As DST is a separable transform, the 2D DST can be implemented using twice the 1D DST. The 1D DST is first applied
Multiresolution technique can be implemented using DST to separate the frequency components of an image into one low frequency band and three high frequency bands (as in the case of wavelet transform) in its first level decomposition. Whereas filters are used in DWT multiresolution analysis, DST and IDST operations are done selectively so as to separate low frequency part of image and high frequency parts at each level. By repeating the operation on the low frequency part of first level, further separation of the image into coarse and fine frequency can be done.

6. IMPLEMENTATION OF THE DST ALGORITHM
Image analysis is done as shown in Figure 1. It is based on the method proposed in [20] for DCT multiresolution application in image fusion. The 1D DST available in MATLAB is made use of. Frequency domain information of noisy image is obtained by applying DST column wise on the noisy image. For an MxN image, the image is divided into N columns of Mx1 image. DST operation is done column by column and the result is stored as two (M/2)xN matrices. The first half consists of frequency components from 0 to π/2 and the second half represents frequency components from π/2 to π. IDST is now applied column wise to the first half to get L1 band which represents the low frequency components of the image. Again IDST is applied column wise to the second half to get H1 band which represents the high frequency components of the image. Now DST is applied row wise to the L1 band. To the first half of this result, IDST is applied row wise to get the LL1 band. Application of IDST row wise to the second half gives LH1 band. Similar row wise IDST operations on the first half and second half after DST operation of H1 band gives HL1 and HH1 bands. This is the first level of decomposition. The process can be repeated by taking the LL1 band as the input to give four sub bands namely LL2, LH2, HL2 and HH2. The LL1 band consists of frequency components of 0 to π/2 row wise and 0 to π/2 column wise. The LH1 band consists of 0 to π/2 row wise and π/2 to π column wise. The HL1 band consists of π/2 to π row wise and 0 to π/2 column wise. The HH1 band consists of π/2 to π row wise and π/2 to π column wise.
If 2D DST is readily available, implementation of the algorithm can be modified as illustrated in Figure 2. The 2D DST is applied to the MxN size image. Four partitions are now made on the result. The first partition consists of 1 to M/2 rows and 1 to N/2 columns. IDST is applied to this partition giving rise to LL1 band. The second partition consists of 1 to M/2 rows and (N/2) +1 to N columns. IDST applied to this partition gives the LH1 band. The third partition consists of (M/2) +1 to M rows and 1 to N/2 columns. IDST applied to this partition gives HL1 band. The fourth partition is of (M/2) +1 to M rows and (N/2)+1 to N columns. IDST applied to this partition gives HH1 band. A second level of decomposition can now be obtained by repeating the steps with LL1 band as the input, giving rise to LL2, LH2, HL2and HH2 bands.

The coarsest sub band is LL1. It consists of low frequency DST coefficients of the image and is the approximation band. All very important features of the image are represented by this band. Magnitudes of the coefficients in this band are larger than that in any other bands. Noise in this band can be assumed to be very small as the noise is generally of high frequency .The other three sub bands (LH1, HL1 and HH1) consist of DST coefficients representing high frequency.
information such as edges, curves, etc. Noise is also present in these bands. However coefficients representing noise are of smaller magnitudes compared to that of signal in these bands. The denoising strategy is that the low amplitude noisy coefficients are removed from these bands by suitable thresholding [1]. According to the requirements, hard thresholding or soft thresholding can be employed. Adaptive thresholding [18] is employed in this paper. The thresholded detailed sub bands and the approximation sub band are synthesized to get the denoised image. As the approximation sub band has most of the features of the original image, except for some high frequency details, resizing of approximation band to size of original image is to some extent the denoised image.

DST is as old as DCT. However whereas DCT has been extensively used for image processing (eg. image compression; JPEG) DST is not seen used, at least as much as DCT, for signal processing, although both have many similar properties [19]. In this paper, utility of DST is brought to the lime-light in the form of a multiresolution signal processing tool; specifically for image denoising. Implementation of the algorithm is much simpler than many of the recently proposed algorithms. In spite of this, attractive feature is that the performance, especially in visual quality, is as good as many of the existing methods. Computational complexity is less and hence, time taken for implementation is comparatively low.

7. EXPERIMENTAL RESULTS
Multi resolution DST is applied to the “cameraman” image and the first level of decomposition is done. Resulting LL1 band is again decomposed to get the second level of analysis. Results of the two levels of decomposition along with the original image are shown in Figure 3. Gaussian noise is added to the “Barbara” image with zero mean and 10% standard deviation. The noisy image is decomposed to get the LL1, LH1, HL1 and HH1 bands. Denoising is done as explained in section 7. Results are shown in Figure 4. A 10% impulse noise is added to “circles” image and denoising is done. Results are shown in Figure 5. Again impulse noise is added to “rice” image and denoising is done. Results are shown in Figure 6.

![Figure 3: Two Level DST Decomposition.](image)

![Figure 4: Denoising of Gaussian Noise.](image)
For color image (RGB model) denoising, as there is correlation between color components, color model has to be changed (to Ycbcr, HSV, etc.) and then processing has to be done. A color image ("autumn") is used for demonstration of denoising. Speckle noise is added in this image. The resulting RGB image is converted to Ycbcr image. After denoising process on Y components, with the multiresolution DST, Ycbcr image is converted back to RGB image. Experimental results of denoising are shown in Figure 7. Results show that noise is removed, but there is small amount of color artifacts. Further work is to be done to rectify this defect.

Performance comparison of the proposed denoising method with that of a few of the existing methods are done (1) by observing the visual quality and (2) by measuring the Peak Signal to Noise Ratio (PSNR) of denoised image. The metric PSNR is defined as

$$\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right) \text{ dB}$$

(5)

where $\text{MSE (Mean Square Error)} = \sum \left( \sum (Y(i,j) - Y_1(i,j))^2 \right) / (M^*N^*D)$

(6)
Y(i, j) is the original (non-noisy) image, Y_1(i, j) is the denoised image and M, N, D are the size of the image. For Gaussian denoising, noise density is varied from 10 to 40 in steps of 10 and for each value, PSNR of Gaussian denoised image is measured. The respective PSNR for three existing methods wavelet thresholding [18], Multiresolution Bilateral Filter [21] and LPG-PCA are also obtained. Table 1 shows these PSNR values. It can be seen that the proposed method has PSNR values better than or very close to the other existing methods referred. However the second and third methods are computationally more involved (compared to the proposed method) and take much more execution time.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>σ = 10</td>
</tr>
<tr>
<td>Wavelet Threshold</td>
<td>30.8</td>
</tr>
<tr>
<td>Multi resolution Bilateral filter</td>
<td>34.1</td>
</tr>
<tr>
<td>LPG-PCA</td>
<td>33.2</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>33.4</td>
</tr>
</tbody>
</table>

**TABLE 1**: PSNR of Gaussian noise removal (Barbara Image).

For impulse denoising experiment, impulse noise is added to “circles” image with a noise level from 10% to 40% in steps of 10 in the proposed method and PSNR are measured in each case. The procedure is repeated for “rice” image also. The respective PSNR using three existing methods, Median filter, Adaptive median filter and Modified Decision Based [14] method are also obtained. Table 2 shows all the PSNR values. It can again be seen that the performance of the proposed method is better than the first two existing methods and very close to that of the third method. However the third method is computationally much involved and requires more computer time.

<table>
<thead>
<tr>
<th>Image</th>
<th>“Circles”</th>
<th>“Rice”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methods</td>
<td>PSNR for noise levels</td>
<td>PSNR for noise levels</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>Median Filter</td>
<td>26.2</td>
<td>25.1</td>
</tr>
<tr>
<td>Adaptive Median Filter</td>
<td>30.1</td>
<td>29.6</td>
</tr>
<tr>
<td>Modified Decision Based</td>
<td>32.5</td>
<td>31.8</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>31.2</td>
<td>29.4</td>
</tr>
</tbody>
</table>

**TABLE 2**: PSNR of Impulse noise removal (Circles and Rice images).

In terms of visual quality, the proposed method has superior visual quality compared to the existing methods referred.
8. CONCLUSIONS

Multiresolution image denoising using DST is proposed in this paper as a new method of image denoising. It has close similarity with DWT denoising. Algorithm for generating sub bands of low frequency and high frequencies using DST and IDST is given. As MATLAB does not provide function for 2D DST, implementation of algorithm using 1D DST is explained. Also if 2D DST is readily available, algorithm of implementation of denoising using 2D DST and 2D IDST is also given. Strategy of denoising is also discussed. It has close similarity with that using DWT. Approximation sub band which is substantially the original signal and thresholded detailed sub bands are synthesized to get denoised image. If some reduction in the high frequency component of the image can be tolerated, the approximation band can represent the denoised image. Experimental results using MATLAB simulation are given. It is seen that the method can remove different types of noises such as Gaussian, Impulse, Poisson, Speckle, etc. The visual qualities of the denoised images are good while its computational complexity is low. Future work has to be for getting good quality denoised color images.

This work might be extended to add sophistications to further reduce noise when the noise level is very high. Also a universal denoising algorithm can be pursued to denoise images when they are corrupted simultaneously by different types of noises. Further, improvement in the qualities of color images by modifying the proposed work could be a worth future work.
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Abstract
Ownership of digital content has become a serious matter, due to the exponential raise in the global repository of digital multimedia content, like images are to be considered in this paper. The validated proof as an imperceptible and robust watermark is needed to be embedded in the digital images. This paper proposes a simulation of DCT with Fuzzy Logic based HVS model for Realtime Robust Image Watermarking technique using Simulink.

Keywords: Realtime, Digital Image Watermarking, Fuzzy logic, HVS, Simulink.

1. INTRODUCTION
Digital image watermarking is a process used for embedding a set of information in an image for enhancing its authenticity. It has been used through various optimized techniques but mainly on gray scale images already available in the repository. In this paper, we propose a simulink based model for realtime robust image watermarking. The robustness of the process of image watermarking includes DCT and Fuzzy Inference System, which implements HVS (Human Visual System) for embedding the watermark in an image, captured using webcam in realtime. It transforms the captured image from spatial domain to frequency domain using DCT and applies fuzzy logic to implement the HVS logic for embedding the watermark in the host image.

Within a span of few years, we have observed the exponential raise in the usage of digital media for distribution of images. This model could be extended for the realtime image watermarking in camera enabled mobile devices to improve the authorization of the image distributed using digital media which seems to have no boundaries with the open ended environment called internet.

2. REVIEW
The model in this paper proposes the technique to incorporate the authorization watermark in the host image captured in real time. Motwani et al. [1] used MAMDANI type Fuzzy Inference System (FIS), its input parameters are derived from Human Visual System (HVS) using the sensitivity towards brightness, edge and contrast of the gray scale image which has been further improved to use blue frame of a colour image captured using webcam. Charu et al. [2] further used and extended the research work using the three layered Fuzzy-BPN having a layer configuration of (3-3-1) for learning mechanism through 50 iterations. Charu et al. [2] divided an image of size 256x256 into 1024 blocks of size 8x8 and compute its sensitivity, on the basis of the variance computed using Fuzzy-BP, the blocks were filtered and the random sequence of numbers are embedded as watermark. This procedure generated a good quality imperceptible...
watermarked image, but, in this paper we try to insert the system identification numbers using the suggested techniques of Zhao, Jian, and Eckhard Koch [5][6]. Saraju et al.[3] has suggested a simulink based realtime perceptual watermarking architecture for video broadcasting through FPGA. Saraju et al. [3] has suggested very useful methods of combining cryptography and watermarking for better results in hiding useful data in a video frame as a visible transparent watermark, and Diffie et al. [7] has suggested various new ways of cryptography which can give better results in data hiding. We try to use his suggestive method in an image captured in a single shot through webcam using simulink.

3. MODELLING AND ANALYSIS
We consider a 640x480 pixel image captured using webcam for this presented work. The characteristics are modeled using Eckhard et. al. [5, 6] presented that the multimedia data must contain a label or code, which could identify it uniquely as property of the copyright holder. The embedded watermark extracted from the signed image using proposed algorithm was compared for the similarity correlation using SIM(X, X') proposed by Cox et al. [4], this parameter is determined for recovered watermark. Computed values show a good significance level of optimization in the process of embedding and extraction of watermark.

Sharma et al. [9] proposed Fuzzy inference system (FIS) is used to embed the watermark in the host image in the DCT domain. The FIS is based on a set of 27 inference rules using SIGMOID way of interpreting the logical inputs, based on the facts of HVS based sensitivity towards noise in the image with respect to brightness, texture or contrast, edges.

<table>
<thead>
<tr>
<th>Rule No.</th>
<th>Luminance Sensitivity</th>
<th>Contrast Sensitivity</th>
<th>Edge Sensitivity</th>
<th>Weighting Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DARK</td>
<td>LOW</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>2</td>
<td>DARK</td>
<td>MEDIUM</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>3</td>
<td>DARK</td>
<td>HIGH</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>4</td>
<td>MEDIUM</td>
<td>LOW</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>5</td>
<td>MEDIUM</td>
<td>MEDIUM</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>6</td>
<td>MEDIUM</td>
<td>HIGH</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>7</td>
<td>BRIGHT</td>
<td>LOW</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>8</td>
<td>BRIGHT</td>
<td>MEDIUM</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>9</td>
<td>BRIGHT</td>
<td>HIGH</td>
<td>SMALL</td>
<td>LEAST</td>
</tr>
<tr>
<td>10</td>
<td>DARK</td>
<td>LOW</td>
<td>MEDIUM</td>
<td>LESS</td>
</tr>
<tr>
<td>11</td>
<td>DARK</td>
<td>MEDIUM</td>
<td>MEDIUM</td>
<td>HIGH</td>
</tr>
<tr>
<td>12</td>
<td>DARK</td>
<td>HIGH</td>
<td>MEDIUM</td>
<td>HIGHER</td>
</tr>
<tr>
<td>13</td>
<td>MEDIUM</td>
<td>LOW</td>
<td>MEDIUM</td>
<td>LESS</td>
</tr>
<tr>
<td>14</td>
<td>MEDIUM</td>
<td>MEDIUM</td>
<td>MEDIUM</td>
<td>AVERAGE</td>
</tr>
<tr>
<td>15</td>
<td>MEDIUM</td>
<td>HIGH</td>
<td>MEDIUM</td>
<td>AVERAGE</td>
</tr>
<tr>
<td>16</td>
<td>BRIGHT</td>
<td>LOW</td>
<td>MEDIUM</td>
<td>LESS</td>
</tr>
<tr>
<td>17</td>
<td>BRIGHT</td>
<td>MEDIUM</td>
<td>MEDIUM</td>
<td>AVERAGE</td>
</tr>
<tr>
<td>18</td>
<td>BRIGHT</td>
<td>HIGH</td>
<td>MEDIUM</td>
<td>HIGHER</td>
</tr>
<tr>
<td>19</td>
<td>DARK</td>
<td>LOW</td>
<td>LARGE</td>
<td>LESS</td>
</tr>
<tr>
<td>20</td>
<td>DARK</td>
<td>MEDIUM</td>
<td>LARGE</td>
<td>HIGHER</td>
</tr>
<tr>
<td>21</td>
<td>DARK</td>
<td>HIGH</td>
<td>LARGE</td>
<td>HIGHEST</td>
</tr>
</tbody>
</table>
In this paper, we propose a technique to embed imperceptible watermark in an image in realtime. The model constitutes of webcam needed to acquire an image in realtime, Matlab version 8.0 with Simulink running on a computer. The acquired image constitutes of RGB colour frames; we propose to extract the Blue frame for embedding the watermark in it and merge it with other two Red and Green colour frames to reconstitute the image. This process makes the image watermarking robust and optimized.

The host image captured in realtime in spatial domain having the size of 640x480 pixels is divided into the blocks of 8x8 pixels each. Discrete Cosine Transformation (DCT) is used for the transformation of these blocks in the frequency domain. All the three HVS characteristics mentioned formerly are computed over these blocks as follows:

**The Luminance Sensitivity:** It is derived from the DC coefficients from the DCT blocks of the host image according to following formula:

\[ L_i = \frac{X_{DC,i}}{X_{DCM}} \]  

(1)

Where, \( X_{DC,i} \) denotes the DC coefficient of the \( i^{th} \) block and \( X_{DCM} \) is the mean value of the DC coefficients of all the blocks put together.

**The Contrast Sensitivity:** The contrast sensitivity is derived from the texture content of a region of 8x8 blocks in an image. The value of variance computed of an image block is provided to the direct metric for the quantification of the texture as a parameter. A routine proposed by Gonzalez et. al. [9] is used through MATLAB. The execution of this routine is given by (2).

\[ t = \text{statxture}(f) \]  

(2)

where, \( f \) is the input image or the sub-image (block) and \( t \) is the 7 – element row vector, one of which is the variance of the block in question.

**The Edge Sensitivity:** The edge could be detected in an image using the threshold operation; edge sensitivity can be quantified as a natural effect to the calculation of the block threshold \( T \). The Matlab image processing toolbox implements bluethresh\((f)\) routine which computes the block threshold using histogram – based on Otsu’s method of computing graythresh\((f)\) [8]. The implementation of this routine is given by (3)

\[ T = \text{bluethresh}(f) \]  

(3)

Where, \( f \) is the host sub-image (block) in question and \( T \) is the computed threshold value. These three parameters are fed into the FIS shown in Figure 3.
Once the watermark is embedded then Quality assessment of the signed image is done by computing Mean Square Error (MSE) and Peak Signal to Noise Ratio (PSNR).

Extracting Watermark from Signed Image and Computing $SIM(X, X')$: Firstly, the DCT of both host and signed images are computed block wise. Thereafter, the computed coefficients are subtracted from each other and the watermark is recovered. Let the original and recovered watermarks be denoted as $X$ and $X'$ respectively. A comparison check is performed between $X$ and $X'$ using the similarity correlation parameter given by eq. (1).

$$SIM(X, X') = \frac{\sum_{i=1}^{N} (X_i X'_i)}{\sum_{i=1}^{N} (X_i X'_i)}$$  \hspace{1cm} (1)

4. RESULTS
The profile summary shows the time consumed in the entire process of realtime image watermarking using the proposed method.
Profile Summary


<table>
<thead>
<tr>
<th>Function Name</th>
<th>Calls</th>
<th>Total Time</th>
<th>Self Time</th>
<th>Total Time Plot (dark band = self time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BlueDctFuzzyExtract</td>
<td>1</td>
<td>5.653 s</td>
<td>0.531 s</td>
<td></td>
</tr>
<tr>
<td>evalfs</td>
<td>1024</td>
<td>2.264 s</td>
<td>0.173 s</td>
<td></td>
</tr>
<tr>
<td>ismember</td>
<td>2053</td>
<td>1.546 s</td>
<td>0.239 s</td>
<td></td>
</tr>
<tr>
<td>ismember&gt;ismemberlegacy</td>
<td>2053</td>
<td>1.388 s</td>
<td>0.500 s</td>
<td></td>
</tr>
<tr>
<td>unique</td>
<td>2054</td>
<td>0.810 s</td>
<td>0.321 s</td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 2: Profile Summary of Time Consumed.

Following are the result of watermark embedding process adopted in this paper using SIMULINK

FIGURE 3: Original Image Captured in Realtime.

FIGURE 4: Watermarked Image in Blue Channel.

MSE: 4.2053dB; PSNR: 41.957dB
5. CONCLUSION
Computed value of SIM(X, X*) parameter for the image depicted in Figure 4 (Singed Image) is 18.5987 which indicates a good watermark recovery process. The time consumed in image watermarking is computed as approx. 12 seconds, this model could be extended for the realtime digital image watermarking in camera enabled mobile devices for improving the authenticity of images captured and shared using Smartphone.
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