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Abstract

Studies has been made in this paper, on multistage decision problem, fuzzy dynamic programming (DP). Fuzzy dynamic programming is a promising tool for dealing with multistage decision making and optimization problems under fuzziness. The cases of deterministic, stochastic, and fuzzy state transitions and of the fixed and specified, implicity given, fuzzy and infinite times, termination times are analyzed.
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1. INTRODUCTION
Multistage decision problems usually arise when decisions are made in the sequential manner over time where earlier decisions may affect the feasibility and performance of later decisions. Dynamic programming approach is used in such multistage decision problems which are based on Bellman’s Principle of Optimality.

The common elements of dynamic programming models include decision stages, a set of possible states in each stage, transitions from states in one stage to states in the next, value functions that measure the best possible objective values that can be achieved starting from each state, and finally the recursive relationships between value functions and different states.

A decision made at a given stage, and at a given state, induces a change in the output of the process. The performance of the process is measured over some planning horizon, and is expressed by an aggregate of partial scores that express the performance of the particular stage decisions. An optimal sequence of decisions or controls at the consecutive stages over the planning horizon is then sought. Dynamic programming is a powerful formal tool for dealing with a large spectrum of multistage decision making and control problems. In mid 1950’s (cf. Bellman, 1957), dynamic programming has become a standard tool in many fields including operation research, control theory and engineering, engineering, computer science, etc.
Dynamic programming has been one of the earliest general techniques to which fuzzy sets theory has been applied (cf. Chang, 1969; Bellman and Zadeh 1970, Esogbue and Ramesh, 1970).

2. MULTISTAGE DECISION MAKING PROCESS

The multistage decision making process can be separated into a number of sequential steps, or stages, which is completed in one or more ways. The options for completing stages are known as decisions. The condition of the process at a given stage is known as state at that stage; each decision effects a transition from the current state to a state associated with the next stage.

The multistage decision making process is finite if there are only a finite number of stages in the process and a finite number of states associated with each stage. Many multistage decision processes have returns (cost or benefits) associated with each decision, and these returns may vary with both the stage and state of the process. The multistage decision process is deterministic if the outcome of each decision is known exactly.

Mathematical Program

The mathematical program

\[
\begin{align*}
\text{optimize} & \quad Z = \sum_{i=1}^{n} f_i(x_i) \\
\text{subject to} & \quad \sum_{i=1}^{n} x_i \leq b \\
\end{align*}
\]

subject to \[\sum_{i=1}^{n} x_i \leq b\]

\[x_i \geq 0, \quad i = 1, 2, \ldots, n\]

in which \(f_i(x_i), \quad i = 1, 2, \ldots, n\) are known (non-linear) functions of a single variable and \(b\) is a non-negative integer.

2.1. PRINCIPLE OF OPTIMALITY IN DYNAMIC PROGRAMMING

Dynamic programming is an approach for optimizing multistage decision making processes. It is based on Bellman’s principle of optimality. An optimal policy has the property that, “regardless of the decisions taken to enter a particular state in a particular stage, the remaining decisions must constitute an optimal policy for leaving that state”. This principle, begin with the last stage of an n-stage process and determine for each state the best policy for leaving that state and completing the process, assuming that all preceding stages have been completed.

Let \(u\) the state variable, whose values specify the states

\[
m_j(u) = \text{optimum return from completing the process beginning at stage } j \text{ in state } u
\]

\[
d_j(u) = \text{decision taken at stage } j \text{ that achieves } m_j(u)
\]

The entries corresponding to the last stage of the process, \(m_n(u)\) and \(d_n(u)\) are generally straightforward to compute. The remaining entries are obtained recursively; i.e. the entries for \(j\) th stage \((j = 1, 2, \ldots, n - 1)\) are determined as functions of the entries for the \((j + 1)\)th stage.

The dynamic programming approach is well suited processes modeled by system Eq.(1) in which each decision pays off separately, independent of other decisions. For system Eq.(1), the value of \(m_n(u)\) for \(u = 0, 1, 2, \ldots, b\) are given by

\[
m_n(u) = \text{optimum } \{f_n(x)\}_{0 \leq x \leq u}
\]

(2)
The recursion formula is
\[ m_j(u) = \text{optimum}\{f_j(x) + m_{j+1}(u-x)\} \]
for \( j = n-1, n-2, \ldots, 1 \). In Eq.(2), the decision variable \( x \) (which is denoted \( x_n \) in Eq.(1)) runs through integral values, as \( x \equiv x_j \) in Eq.(3). That value of \( x \) which yields the optimum in Eq.(2) is taken as \( d_n(u) \) and that value of \( x \) which yields the optimum in Eq.(3) is taken as \( d_j(u) \). If more than one values of \( x \) yields either optimum, arbitrarily choose one as the optimal decision. The optimal solution to program Eq.(1) is \( Z^* = m_1(b) \) the optimal return from completing the process beginning at state 1 with \( b \) units available for allocation. With \( Z^* \) determined, the optimal decisions \( x_1^*, x_2^*, \ldots, x_n^* \) are found sequentially from
\[
\begin{align*}
x_1^* &= d_1(b) \\
x_2^* &= d_2(b-x_1^*) \\
x_3^* &= d_3(b-x_1^*-x_2^*) \\
& \quad \ldots \quad \ldots \quad \ldots \quad \ldots \\
x_n^* &= d_n(b-x_1^*-x_2^*\ldots-x_{n-1}^*)
\end{align*}
\]

(4) **DYNAMIC PROGRAMMING WITH DISCOUNTING**

If money earns interest at the rate of \( i \) per period, an amount \( p(n) \) due \( n \) periods in the future has the present (or discounted) value
\[ p(0) = \alpha^n p(n), \quad \text{where} \quad \alpha = \frac{1}{1+i}. \]

The multistage decision making processes, the stages represent time periods and the objective is to optimize a monetary quantity. The solution by dynamic programming, the recurrence formula for \( m_j(u) \), the best return beginning in stage \( j \) and state \( u \), involves terms of the form \( m_{j+c}(y) \), the best return beginning in the stage \( j+c \) (\( c \) time periods after stage \( j \)) and state \( y \). If \( m_{j+c}(y) \) is multiplied by \( \alpha^c \), where \( \alpha \) is the above-defined discount factor, then \( m_{j+c}(y) \) is discounted to its present value at the beginning of stage \( j \). So \( m_1(u) \) will be discounted to the beginning of stage 1, which is the start of the process.

2.3. **STOCHASTIC MULTISTAGE DECISION PROCESSES**

The multistage decision making process is stochastic if the return associated with at least one decision in the process is random. This randomness generally two ways: either the states are uniquely determined by the decisions but the returns associated with one or more states are uncertain or the returns are uniquely determined by the states arising from one or more decisions are uncertain.

If the probability distributions governing the random events are known and if the number of stages and the number of states are finite, then the dynamic programming approach is useful for optimizing a stochastic multistage decision making process. The general procedure is to optimize the expected value of the return. In those cases, where the randomness occurs exclusively in the returns associated with the states and not in the states arising from the decisions, this procedure has the effect of transforming a stochastic process into a deterministic one.
3. MULTISTAGE DECISION MAKING UNDER FUZZINESS

3.1. DECISION MAKING UNDER FUZZINESS

The basic elements of [19] general approach are: a fuzzy goal \( G \) in \( X \), a fuzzy constraint \( C \) in \( X \), and a fuzzy decision \( D \) in \( X \); \( X \) is a (non-fuzzy) space of options. The fuzzy relation
\[
\mu_D(x) = \mu_C(x) \land \mu_G(x), \quad \forall \ x \in X
\] (6)

which expresses the "goodness" of an \( x \in X \) as a solution to the decision making problem. Considered, 1 for definitely good (perfect) to 0 for definitely bad (unacceptable), through all intermediate values. The "\( a \land b = \min(a, b) \)" operation is commonly used and is assumed throughout this paper though many other operations are also employed ([11] and [12]).

For an optimal (non-fuzzy) solution, an \( x \in X \) such that
\[
\mu_D(x^*) = \sup_{x \in X} \mu_D(x) = \sup_{x \in X} (\mu_C(x) \land \mu_G(x))
\] (7)
is a natural (but not the only possible [11]) choice.

The multiple fuzzy constraints and fuzzy goals is defined in different spaces. Suppose that the fuzzy constraint \( C \) is defined as a fuzzy set in \( X = \{x\} \) the fuzzy goal \( G \) is defined as a fuzzy set in \( Y = \{y\} \) and a function \( f : X \rightarrow Y, \ y = f(x) \) is known. \( X \) and \( Y \) may be sets of decisions and their outcomes, respectively.

Now, the induced fuzzy goal, both \( G' \) and \( C \) are defined as
\[
\mu_{G'}(x) = \mu_{Gf}(f(x)) \text{ for each } x \in X
\] (8)
and the (min-type) fuzzy decision is
\[
\mu_D(x) = \mu_{G'}(x) \land \mu_C(x) = \mu_{Gf}(f(x)) \land \mu_C(x), \text{ for each } x \in X
\] (9)

The \( n \) fuzzy constraints defined in \( X, C_1, C_2, \ldots, C_n \), \( m \) fuzzy goals defined in \( Y, G_1, G_2, \ldots, G_m \), and a function \( y = f(x) \), then the (min-type) fuzzy decision is
\[
\mu_D(x) = \mu_{G_1}(f(x)) \land \ldots \land \mu_{G_m}(f(x)) \land \mu_{C_1}(x) \land \ldots \land \mu_{C_n}(x) \text{ for each } x \in X
\] (10)

Now we proceed the multistage decision making case within the above general framework.

3.2. MULTISTAGE DECISION MAKING (CONTROL) UNDER FUZZINESS

By [11], [12] and [19], we assume, the dynamics of the deterministic dynamic system under control is described by a state transition equation
\[
x_{t+1} = f(x_t, u_t), \quad t = 0, 1, \ldots
\] (11)

where \( x_t, x_{t+1} \in X = \{x\} = \{s_1, s_2, \ldots, s_n\} \) are the states at time (stage) \( t \) and \( t+1 \), respectively and \( u \in U = \{u\} = \{c_1, c_2, \ldots, c_m\} \) is the decision (control or input) at \( t; X \) and \( U \), are assumed finite.
The multistage decision making (control) under fuzziness may be depicted in Fig.1. We start from an initial state at stage (time) \( t = 0 \), \( x_0 \) make a decision \( u_0 \) attain a state, at time \( t = 1 \), \( x_1 \) make a decision \( u_1 \), …… Finally, being at \( t = N - 1 \) in \( x_{N-1} \), we apply \( u_{N-1} \) and attain the final state \( x_N \).

The state transitions are given Eq.(11), the consecutive decision \( u_i \) are subjected to fuzzy constraints \( C^i \) and on the states \( x_{i+1} \) fuzzy goals \( G^{i+1} \) are imposed, \( t = 0, 1, \ldots, N - 1 \). The multistage decision making process is evaluated by the fuzzy decision which is assumed a decomposable fuzzy set in \( \times \ldots \times \times \times \), is

\[
\mu_D(u_0, u_1, \ldots, u_{N-1} | x_0) = \mu_c(u_0) \land \mu_G(x_1) \land \ldots \land \mu_c(u_{N-1}) \land \mu_G(x_N) \\
= \land_{i=0}^{N-1} [\mu_c(u_i) \land \mu_G^{i+1}(x_{i+1})]
\]

(12)

where \( N \) is some termination time is fixed. The basic case, the optimal sequence of decisions \( u_0^*, u_1^*, \ldots, u_{N-1}^* \), such that

\[
\mu_D(u_0^*, u_1^*, \ldots, u_{N-1}^* | x_0) = \max_{u_0, u_1, \ldots, u_{N-1}} \left[ \mu_c(u_0) \land \mu_G(x_1) \land \ldots \land \mu_c(u_{N-1}) \land \mu_G(x_N) \right] \\
= \max_{u_0, u_1, \ldots, u_{N-1}} ^{N-1} \left[ \mu_c(u_i) \land \mu_G^{i+1}(x_{i+1}) \right]
\]

(13)

For simplicity, a fuzzy goal, \( \mu_G^{N}(x_N) \) is only imposed on the final state \( x_N \). Then the fuzzy decision is

\[
\mu_D(u_0, u_1, \ldots, u_{N-1} | x_0) = \mu_c(u_0) \land \mu_G(x_1) \land \ldots \land \mu_c(u_{N-1}) \land \mu_G^{N}(x_N)
\]

(14)

and the problem is to find \( u_0^*, u_1^*, \ldots, u_{N-1}^* \), such that
This general problem formulation may be extended, mainly with respect to ([11] and [12]):

- The type of termination time: fixed and specified in advance, fuzzy implicitly given infinite.
- The type of the dynamic system: deterministic, stochastic, fuzzy and fuzzy stochastic.
- The type of objective function: cost minimization, profit/benefit maximization and fuzzy criterion set based satisfactory degree maximization, and virtually all cases a dynamic-programming-type algorithm can be devised.

4. FUZZY DYNAMIC PROGRAMMING FOR THE CASE OF A FIXED AND SPECIFIED TERMINATION TIME

The case of a fixed and specified (in advance) termination time is basic, and provides a suitable point of departure for extensions. Here we discussed a deterministic, stochastic, fuzzy dynamic system, and fuzzy criterion set dynamic program.

4.1. THE CASE OF A DETERMINISTIC DYNAMIC SYSTEM

A deterministic system is described by its state transition Eq.(11), i.e. \( x_{t+1} = f(x_t, u_t) \);
\( x_t, x_{t+1} \in X = \{ s_1, s_2, \ldots, s_n \} \); \( u_t \in U = \{ c_1, c_2, \ldots, c_m \} \); \( t = 0, 1, \ldots, N-1 \), \( x_0 \in X \) is the initial state, and \( N < \infty \) is a fixed and specified termination time. The fuzzy constraints are \( \mu_{C^0}(u_0), \ldots, \mu_{C^{N-1}}(u_{N-1}) \) and the fuzzy goal is \( \mu_{G^0}(x_N) \). The fuzzy decision is

\[
\mu_D(u_0, u_1, \ldots, u_{N-1}|x_0) = \mu_{C^0}(u_0) \land \cdots \land \mu_{C^{N-1}}(u_{N-1}) \land \mu_{G^0}(x_N) 
\]  

(16)

and to find \( u_0^*, u_1^*, \ldots, u_{N-1}^* \), such that

\[
\mu_D(u_0^*, u_1^*, \ldots, u_{N-1}^*|x_0) = \max_{u_0, u_1, \ldots, u_{N-1}} \left[ \mu_{C^0}(u_0) \land \cdots \land \mu_{C^{N-1}}(u_{N-1}) \land \mu_{G^0}(x_N) \right] 
\]  

(17)

Clearly, the last two terms are \( \mu_{C^{N-1}}(u_{N-1}) \land \mu_{G^0}(f(x_{N-1}, u_{N-1})) \) depend on \( u_{N-1} \), hence Eq.(17) can be rewritten as

\[
\mu_D(u_0^*, u_1^*, \ldots, u_{N-1}^*|x_0) = \max_{u_0, u_1, \ldots, u_{N-1}} \left[ \mu_{C^0}(u_0) \land \cdots \land \mu_{C^{N-2}}(u_{N-2}) \land \max_{u_{N-1}} \left( \mu_{C^{N-1}}(u_{N-1}) \land \mu_{G^0}(f(x_{N-1}, u_{N-1})) \right) \right] 
\]  

(18)
On repeating this backward iteration for \( u_{N-1}, u_{N-2}, \ldots, u_0 \), we obtain the set of dynamic programming recurrence equations

\[
\begin{align*}
\mu_{G^{N-i}}(x_{N-i}) &= \max_{u_{N-i}} \left[ \mu_{C^{N-i}}(u_{N-i}) \land \mu_{G^{N-i+1}}(x_{N-i+1}) \right] \\
x_{N-i+1} &= f(x_{N-i}, u_{N-i}), \quad i = 1, 2, \ldots, N
\end{align*}
\] (19)

where \( \mu_{G^{N-i}}(\cdot) \) is a fuzzy goal at \( t = N-i \) induced by a fuzzy goal at \( t = N-i+1 \).

An optimal sequence of decisions sought, \( u_0^*, u_1^*, \ldots, u_{N-1}^* \), is given by the successive maximizing values of \( u_{N-i}^* \) in Eq.(19). It is convenient to represent the solution, \( u_t^* \), by an optimal policy \( \mu^*_t : X \rightarrow U \), such that \( u_t^* = a_t^* \left(x_t\right) \), \( t = 0, 1, \ldots, N-1 \), i.e., relating an optimal decision to the current state.

### 4.2. THE CASE OF A STOCHASTIC DYNAMIC SYSTEM

The stochastic system is assumed to be a Markov chain whose temporal evolution is described by a conditional probability \( P(x_{t+1} | x_t, u_t) \) such that \( x_t, x_{t+1} \in X = \{s_1, s_2, \ldots, s_n\} \), \( u_t \in U = \{c_1, c_2, \ldots, c_m\} \); \( x_0 \in X \) is an initial state, \( t = 0, 1, \ldots, N-1 \) and \( N < \infty \) is a fixed and specified termination time. Now the following two problem formulations:

- due to [19]: find an optimal sequence of decisions \( u_0^*, u_1^*, \ldots, u_{N-1}^* \) to maximize the probability of attainment of the fuzzy goal, subject to the fuzzy constraints, i.e.

\[
\mu_D \left( u_0^*, u_1^*, \ldots, u_{N-1}^* | x_0 \right) = \max_{u_0, u_1, \ldots, u_{N-1}} \left[ \mu_{C^0}(u_0) \land \cdots \land \mu_{C^{N-1}}(u_{N-1}) \land \mu_G(x_N) \right]
\] (20)

where the fuzzy goal is viewed to be a fuzzy event in \( X \) whose (non-fuzzy) probability is [17],

\[
E\mu_G(x_N) = \sum_{x_N \in X} P(x_N \mid x_{N-1}, u_{N-1}) \mu_G(x_N)
\] (21)

- due to [14]: find an optimal sequence of decisions \( u_0^*, u_1^*, \ldots, u_{N-1}^* \) to maximize the expectation of the fuzzy decisions membership function, i.e.

\[
\mu_D \left( u_0^*, u_1^*, \ldots, u_{N-1}^* | x_0 \right) = \max_{u_0, u_1, \ldots, u_{N-1}} E \left[ \mu_{C^0}(u_0) \land \cdots \land \mu_{C^{N-1}}(u_{N-1}) \land \mu_G(x_N) \right]
\] (22)

These formulations are clearly not equivalent.

**Bellman and Zadeh’s approach [19]**

Since in Eq.(20), \( \mu_{C^{N-i}}(u_{N-i}) \land E\mu_G \left[ f(x_{N-i}, u_{N-i}) \right] \) depend only on \( u_{N-i} \), the next two right-most terms depend only on \( u_{N-2} \) etc., the structure of Eq.(20) is essentially the same as that of Eq.(18), and the set of fuzzy dynamic programming recurrence equation is

\[
\begin{align*}
\mu_{G^{N-i}}(x_{N-i}) &= \max_{u_{N-i}} \left[ \mu_{G^{N-i}}(x_{N-i+1}) \land \mu_{G^{N-i+1}}(x_{N-i+1}) \right] \\
E\mu_{G^{N-i+1}}(x_{N-i+1}) &= \sum_{x_{N-i+1} \in X} P(x_{N-i+1} \mid x_{N-i}, u_{N-i}) \mu_{G^{N-i+1}}(x_{N-i+1}), \quad i = 1, 2, \ldots, N
\end{align*}
\] (23)
and we consecutively obtain \( u^*_{N-i} \) or optimal policies \( a^*_{N-i} \), such that \( u^*_{N-i} = a^*_{N-i}(x_{N-i}) \), \( i = 1,2, \ldots, N \).

**Kacprzyk and Staniewski’s approach [14]**

To solve problem Eq.(22), first introduce a sequence of functions \( h_i : X \times X U \rightarrow [0,1] \) and \( g_j : X \times X U \rightarrow [0,1] \); \( i = 0,1,2, \ldots, N \); \( j = 1,2, \ldots, N-1 \), such that

\[
\begin{align*}
  h_N(x_N,u_0, \ldots, u_{N-1}) &= \mu_{\omega_0}(u_0) \wedge \cdots \wedge \mu_{\omega_{N-1}}(u_{N-1}) \wedge \mu_{\omega}(u_0, \ldots, u_{N-1}|x_0) \\
  g_j(x_k, u_0, \ldots, u_k) &= \sum_{i=1}^{n} h_{k+i}(s_i, u_0, \ldots, u_k) \cdot P(s_i|x_k, u_k) \\
  h_k(x_k, u_0, \ldots, u_{k-1}) &= \max_{u_k} g_k(x_k, u_0, \ldots, u_k) \\
  h_0(x_0) &= \max_{u_0} g_0(x_0, u_0)
\end{align*}
\]

The consecutive decisions and states are \( u_0, u_1, \ldots, u_j \) and \( x_0, x_1, \ldots, x_j \), respectively, then \( g_j \) is the expected value of \( \mu_{\omega}(x_0) \) provided that the next decisions are optimal, i.e. \( u^*_{j+1}, u^*_{j+2}, \ldots, u^*_{N-1} \). It can be shown ([11], [12] and [14]), that there exist functions \( \omega_k : X \times X U \rightarrow U \), such that

\[
h_k(x_k, u_0, \ldots, u_{k-1}) = g_k(x_k, u_0, \ldots, \omega_{k-1}, \omega_k(x_k, u_0, \ldots, u_{k-1})).
\]

Then, an optimal policy sought, \( a^*_t \), \( t = 0,1,2, \ldots, N-1 \) is given by

\[
\begin{align*}
  a^*_0 &= \omega_0(x_0) \\
  a^*_1(x_0, x_1) &= \omega_1(x_1, a^*_0(x_0)) \\
  &\vdots \\
  a^*_N(x_0, x_1, \ldots, x_N) &= \omega_N(x_N, a^*_N(x_0), a^*_N(x_0), \ldots, a^*_N(x_0), \ldots)
\end{align*}
\]

It is depends not only on the current state but also on the trajectory.

**4.3. THE CASE OF A FUZZY DYNAMIC SYSTEM**

In this case the system is fuzzy and its dynamics is governed by a state transitions equation

\[
X_{t+1} = F(X_t, U_t), \quad t = 0,1,2, \ldots
\]
where \( X_t, \ X_{t+1} \) are fuzzy states at time (stage) \( t \) and \( t + 1 \), and \( U_t \) is a fuzzy decision at \( t \) characterized by their membership functions \( \mu_{X_t}(x_t) \), \( \mu_{X_{t+1}}(x_{t+1}) \) and \( \mu_{U_t}(u_t) \), respectively. Eq.(26) is equivalent to a conditioned fuzzy set \( \mu_{X_{t+1}}(x_{t+1}|x_t, u_t) \) ([11] and [12]).

Baldwin and Pilsworth [13] proposed a dynamic programming scheme. First, for each \( t = 0, 1, 2, ...., N - 1 \) a fuzzy relation \( \mu_R(t, x_{t+1}) = \mu_C(u_t) \land \mu_{G^{t+1}}(x_{t+1}) \) is constructed. The degree to which \( U_t \) and \( X_{t+1} \) satisfy \( C^t \) and \( G^{t+1} \) is

\[
\mu_t(u_t, \mu_R(u_t, x_{t+1}), x_{t+1}) = \max_{u_t} \left[ (\mu_{U_t}(u_t) \land \mu_C(u_t)) \land \max_{x_{t+1}} (\mu_{X_{t+1}}(x_{t+1}) \land \mu_{G^{t+1}}(x_{t+1})) \right] \tag{27}
\]

The fuzzy decision is

\[
\mu_D(U_0, ...., U_{N-1}|X_0) = \max_{u_0} \left[ (\mu_{U_0}(u_0) \land \mu_C(u_0)) \land ... \land \max_{u_{N-1}} (\mu_{U_{N-1}}(u_{N-1}) \land \mu_C(u_{N-1})) \land \max_{x_N} (\mu_{X_N}(x_N) \land \mu_{G_N}(x_N)) \right] \tag{28}
\]

and an optimal sequence of fuzzy decisions \( U_0^*, ...., U_{N-1}^* \), such that

\[
\mu_D(U_0^*, ...., U_{N-1}^*|X_0) = \max_{U_0^*, ...., U_{N-1}^*} \mu_D(U_0, ...., U_{N-1}|X_0) = \max_{U_0^*, ...., U_{N-1}^*} \mu_D(U_0^*, ...., U_{N-1}^*|X_0) \tag{29}
\]

Hence the set of dynamic programming recurrence equation is

\[
\begin{align*}
\mu_{G_N}(x_N) &= \max_{x_N} \left[ \mu_{X_N}(x_N) \land \mu_{G_N}(x_N) \right] \\
\mu_{G_{N-i}}(X_{N-i}) &= \max_{X_{N-i}} \left[ \max_{u_{N-i-1}} (\mu_{U_{N-i-1}}(u_{N-i-1}) \land \mu_C(u_{N-i-1}) \land \mu_{G_{N+i}}(X_{N+i})) \right] \\
\mu_{X_{N+i}}(X_{N+i}) &= \max_{X_{N+i}} \left[ \max_{u_{N+i}} (\mu_{U_{N+i}}(u_{N+i}) \land \mu_{X_{N+i}}(x_{N+i}) \land \mu_{G_{N+i}}(X_{N+i})) \right] \\
\end{align*}
\tag{30}
\]

They redefine the problem formulation in terms of the reference fuzzy states and fuzzy decisions to finally make Eq.(30) solvable ([11], [12] and [13]).

5. FUZZY DYNAMIC PROGRAMMING FOR THE CASE OF A FUZZY TERMINATION TIME

In many real-world problems it may be more adequate (sufficient) to assume a fuzzy termination time as more or less 5 years, a couple of days, ten years or so [7].
Let \( R = \{0,1,\ldots,k-1,k,k+1,\ldots,N\} \) be the set of decision making states. At each \( t \in R \), a fuzzy constraint \( \mu_c(u_t) \), and a fuzzy goal \( \mu_g(x_v), \ v \in R \) is imposed on the final state. The fuzzy termination time is given by \( \mu_T(v), \ v \in R \), which is a termination time \( v \).

The fuzzy decision

\[
\mu_D(u_0, u_1, \ldots, u_{v-1} | x_0) = \mu_c(u_0) \land \cdots \land \mu_c(u_{v-1}) \land \mu_T(v) \mu_g(x_v)
\]  

and to find an optimal termination time \( v^* \) and an optimal sequence of decisions \( u_0^*, u_1^*, \ldots, u_{v-1}^* \) such that

\[
\mu_D(u_0^*, u_1^*, \ldots, u_{v-1}^* | x_0) = \max \left[ \mu_c(u_0) \land \cdots \land \mu_c(u_{v-1}) \land \mu_T(v) \mu_g(x_v) \right]
\]  

5.1. THE CASE OF A DETERMINISTIC DYNAMIC SYSTEM

Eq.(32) was formulated and solved by Kacprzyk ([7] and [8]). Then, Stein [23] presented a computationally more efficient model and solution.

Kacprzyk’s approach

In Kacprzyk’s ([7] and [9]) formulation the set of possible termination times is \( \{v \in R : \mu_T(v) > 0\} = \{k, k+1, \ldots, N\} \subseteq R \), hence an optimal sequence of decisions is \( u_0^*, u_1^*, \ldots, u_{v-1}^* \). The part \( u_{i-1}^*, u_i^* \ldots, u_{v-1}^* \) is determined by solving

\[
\begin{align*}
\mu_{G^{i-1}}(x_{i-1}, v) &= \max_{v_{i-1}} \left[ \mu_{c^{i-1}}(u_{i-1}) \land \mu_{G^{i-1}}(x_{i-1}, v) \right] \\
x_{i+1} = f(x_i, u_i) \\
i &= 1, 2, \ldots, v - i + 1; \ v = k, k+1, \ldots, N - 1
\end{align*}
\]  

where \( \mu_{G^{i-1}}(x_v, v) = \mu_T(v) \mu_{G^{i-1}}(x_v) \). An optimal termination time \( v^* \), then found by the maximizing \( v \) in

\[
\mu_{G^{i-1}}(x_{k-1}) = \max_v \mu_{G^{i-1}}(x_{k-1}, v)
\]  

The part \( u_0^*, u_1^*, \ldots, u_{K-2}^* \) is then determined by solving

\[
\begin{align*}
\mu_{G^{K-2}}(x_{K-1}) &= \max_{u_{K-1}} \left[ \mu_{c^{K-2}}(u_{K-1}) \land \mu_{G^{K-2}}(x_{K-1}) \right] \\
x_{K-1} = f(x_{K-2}, u_{K-2})
\end{align*}
\]  

Stein’s approach

Stein [23] presented a computationally more efficient dynamic programming approach. At \( i = N - 1 \), \( i \in \{1, 2, \ldots, N - 1\} \), and attain

\[
\mu_{G^{N-i}}(x_{N-i}) = \mu_T(N - i) \mu_{G^{N-i}}(x_{N-i})
\]

or apply \( u_{N-i}^* \) and attain \( \mu_{c^{N-i}}(u_{N-i}) \land \mu_{G^{N-i}}(x_{N-i}) \).

The set of recurrence equation is therefore
\[
\begin{align*}
\mu_{G^{N-i}}(x_{N-i}) &= \mu_{u_{N-i}}(x_{N-i}) \max_{u_{N-i}} \left[ \mu_{C^{N-i}}(u_{N-i}) \land \mu_{G^{N-i+1}}(x_{N-i+1}) \right] \\
x_{N-i+1} &= f(x_{N-i}, u_{N-i}); \quad i = 1, 2, \ldots, N
\end{align*}
\]  

and an optimal termination time is such a \( i = N - i \) at which terminating decision \( u_{v-1}^* \), occurs, i.e. when

\[
\mu_{G^{N-i}}(x_{N-i}) > \max_{u_{N-i}} \left[ \mu_{C^{N-i}}(u_{N-i}) \land \mu_{G^{N-i+1}}(x_{N-i+1}) \right]
\]

(37)

### 5.2. THE CASE OF A STOCHASTIC DYNAMIC SYSTEM

This stochastic dynamic system was first formulated and solved in Kacprzyk ([8] and [9]) by combining the section 4.2 and 5.1. An optimal termination time \( v^* \) and an optimal sequence of decisions \( u_0^*, u_1^*, \ldots, u_{v-1}^* \) such that

\[
\mu_{\mathcal{D}}(u_0^*, u_1^*, \ldots, u_{v-1}^*, x_0) = \max_{u_0, u_1, \ldots, u_{v-1}} \left[ \mu_{C}(u_0) \land \ldots \land \mu_{C^{v-i-1}}(u_{v-1}) \land \mathbb{E} \mu_{G^v}(x_v) \right]
\]

(38)

where \( \mu_{G^v}(x_v) = \mu_{T}(v), \mu_{C^v}(x_v) \) and \( \{ v : \mu_{T}(v) > 0 \} = \{ k, k + 1, \ldots, N \} \). As in section 4.2, we determine \( v^* \) and \( u_k^*, u_{k-1}^*, \ldots, u_{v-1}^* \) by solving

\[
\begin{align*}
\left[ \mu_{G^{v-i}}(x_{v-i}) = \max_{u_{v-i}} \left[ \mu_{C^{v-i}}(u_{v-i}) \land \mathbb{E} \mu_{G^{v+1}}(x_{v+1}) \right] \right] \\
\mathbb{E} \mu_{G^{v-i+1}}(x_{v-i+1}) = \sum_{x_{v-i+1} \in X} p(x_{v-i+1} | x_{v-i}, u_{v-i}) \times \mu_{G^{v-i}}(x_{v-i+1}); \quad i = 1, 2, \ldots, N
\end{align*}
\]

(39)

and \( v^* \) is given by the maximizing \( v \) in

\[
\mu_{G^{v-i}}(x_{v-i}) = \max_v \mu_{G^{v-i}}(x_{v-i}, v)
\]

(40)

The remaining part \( u_{k-2}^*, u_{k-3}^*, \ldots, u_0^* \) is obtained by solving

\[
\begin{align*}
\left[ \mu_{G^{v-i}}(x_{v-i}) = \max_{u_{v-i}} \left[ \mu_{C^{v-i}}(u_{v-i}) \land \mathbb{E} \mu_{G^{v+1}}(x_{v+1}) \right] \right] \\
\mathbb{E} \mu_{G^{v-i+1}}(x_{v-i+1}) = \sum_{x_{v-i} \in X} p(x_{v-i} | x_{v-i+1}, u_{v-i+1}) \times \mu_{G^{v-i}}(x_{v-i+1}); i = 1, 2, \ldots, k - 1
\end{align*}
\]

(41)

In the later Stein’s [23], formulation the problem is solved by the following set of recurrence equations

\[
\begin{align*}
\left[ \mu_{G^{N-i}}(x_{N-i}) = \mu_{C}(x_{N-i}) \land \max_{u_{N-i}} \left[ \mu_{C^{N-i}}(u_{N-i}) \land \mathbb{E} \mu_{G^{N-i+1}}(x_{N-i+1}) \right] \right] \\
\mathbb{E} \mu_{G^{N-i+1}}(x_{N-i+1}) = \sum_{x_{N-i} \in X} p(x_{N-i+1} | x_{N-i}, u_{N-i}) \times \mu_{G^{N-i}}(f(x_{N-i}, u_{N-i})); i = 1, 2, \ldots, N
\end{align*}
\]

(42)

where \( v^* \) occurs when

\[
\mu_{G^{N-i}}(x_{N-i}) > \max_{u_{N-i}} \left[ \mu_{C^{N-i}}(u_{N-i}) \land \mathbb{E} \mu_{G^{N-i+1}}(x_{N-i+1}) \right]
\]

(43)
5.3. THE CASE OF A FUZZY DYNAMIC SYSTEM

In this case, fix some (finite and relatively small) number of reference fuzzy states (and possibly decisions), and obtain an auxiliary approximate system whose state transitions are of deterministic system type ([12] and [16]). Then, Stein’s [23] approach can be employed.

6. MULTISTAGE DECISION MAKING (CONTROL) WITH AN IMPLICIT SPECIFIED TERMINATION TIME

Now the process terminates when the state enters for the first time a termination set of states \( W = \{ s_{p+1}, s_{p+2}, \ldots, s_n \} \subset X \). We determine an optimal sequence of decisions \( u_0^*, u_1^*, \ldots, u_{n-1}^* \), such that

\[
\mu_D(u_0^*, u_1^*, \ldots, u_{n-1}^* | x_0) = \max_{u_0, u_1, \ldots, u_{n-1}} [\mu_C(u_0 | x_0) \land \ldots \land \mu_C(u_{n-1} | x_{n-1}) \land \mu_G(x_n)]
\]

(44)

where \( x_0, x_1, \ldots, x_{n-1} \in X \setminus W \), and \( x_n \in W \).

The solution of Eq.(44) may proceed by using:

- Bellman and Zadeh’s [19] iterative approach,
- Komolov’s et al. [22] graph theoretic approach and
- Kacprzyk’s ([5] and [8]) branch and bound approach.

7. MULTISTAGE DECISION MAKING (CONTROL) WITH AN INFINITE TERMINATION TIME

In all the problems considered the solution process required some iteration over consecutive stages. This may be justified the number of stages is not too high, and when the process itself exhibits a sufficient variability over time. In the fuzzy setting, the multistage decision making (control) problem with an infinite termination time was first formulated and solved by Kacprzyk and Staniewski ([15] and [16]).

For the deterministic dynamic system Eq.(11), the fuzzy decision is

\[
\mu_D(u_0, u_1, \ldots, u_n | x_0) = \mu_C(u_0 | x_0) \land \mu_G(x_1) \land \mu_C(u_1 | x_1) \land \mu_G(x_2) \land \ldots \ldots
\]

\[
= \lim_{N \to \infty} \land_{0 \leq t \leq N} [\mu_C(u_t | x_t) \land \mu_G(x_{t+1})]
\]

(45)

and to find an optimal stationary strategy \( a^* = (a^*, a^*, \ldots) \), such that

\[
\mu_D(a^* | x_0) = \max_{a^*} \mu_D(a^* | x_0)
\]

\[
= \max_{a^*} \lim_{N \to \infty} \land_{0 \leq t \leq N} [\mu_C(a_t | x_t) \land \mu_G(x_{t+1})]
\]

(46)

Eq.(46) may be solved in a finite number of steps by using a policy iteration algorithm whose essence is a step-by-step improvement of stationary policies. A policy iteration type algorithm was also proposed for the stochastic system by [16].
8. COMPUTATIONAL COMPLEXITY

The development of efficient algorithms for processing various aspects of fuzzy dynamic programs is an important research area in dynamic programming. In this section, we will summarize main results of the computational complexity analysis provided by (1997). Esogbue [2] using two algorithms of Kacprzyk [7] and Stein [23] for the fuzzy termination time discussed.

Esogbue showed that the dynamic programming approach presented by Kacprzyk requires $N(N+1)/2$ iterations while the one proposed by Stein [23] requires only $N$ and it is computationally more efficient. Let, the time and space complexity analysis for both.

Here, consisting of $n$ equations and $u_{N-1}$ controls each assuming $m$ values, and time $t = N - 1, \ldots, k$, the total number of operations involved is

\[ n(2mt - 2mk - 2m - t + k) + n(N - k + 1) + (k - 1). n . (2m - 1) \]  

(47)

Let $m = k = t$, then Eq.(47) is of order $O(2k^3)$.

The basic dynamic programming formulation of the problem proposed by Stein [23] is the same expect for the structure of the recurrence equations that require $N$ only iterations of the optimizing process as opposed to $N(N+1)/2$ required is Kacprzyk’s algorithm.

The space and the time complexities are of order $O(n)$ and $O(mn)$, respectively. Essentially, the time complexity is of order $O((2m-1)(N-k))$. This is of order $O(k^2)$. The total storage demand is $n(N - k + 1)(N - k + 2)/2 + 2n + n(k - 1)$. This is order $O(k)$. It was pointed out, the difference between the earliest and the latest possible termination times is an important factor in the computationally burden of this optimization process.

So, the model proposed by Stein [23] is computationally more efficient, taking $O(k)$ memory spaces in $O(k^2)$ operations, as opposed to $O(k^2)$ memory spaces in $O(k^3)$ operations in Kacprzyk’s (1977) model. The superiority is exhibited both from the space and time complexity considerations.

The case of stochastic system, it was shown that the computational burden and storage requirements are identical for both algorithms. If in the dynamic programming formulation, the objective is to maximize the probability of attainment of the fuzzy goal $G$ subject to non fuzzy constraints.

9. CONCLUSION

We have presented a brief exposition of main aspects of fuzzy dynamic programming, including main problem classes and major applications in a variety of fields. We have studied dynamic programming problems in fuzzy environments. Some basic problems have been studied and development of fuzzy dynamic programming is given. It is shown that the fuzzy dynamic programming may be a promising tool for dealing with multistage decision making and optimization problems under fuzziness. For other surveys of fuzzy dynamic programming and its applications, we refer the reader to [1] and then the fundamental presentation by [6] and [11].

REFERENCE


INSTRUCTIONS TO CONTRIBUTORS

The International Journal of Logic and Computation aims to promote the growth of logic and computing research from the perspectives of logic, mathematics and computer science, but emphasizes semantics of programs, in contrast with the traditional treatment of formal languages as sets of strings. IJLP promote this new field with its comprehensive selection of technical scientific papers and regular contributions such as letters, reviews and discussions for logical systems using classical and non-classical logic, constructive logic, categorical logic, modal logic, type theory, logical issues in logic programming, knowledge-based systems and automated reasoning programming; logical programming issues in knowledge representation, non-monotonic reasoning, logics and semantics of programming and applications of logic in hardware and VLSI.

To build its International reputation, we are disseminating the publication information through Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, ScientificCommons, Docstoc and many more. Our International Editors are working on establishing ISI listing and a good impact factor for IJLP.

The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. Starting with Volume 2 2011, IJLP will aim to appear with more focused issues. Besides normal publications, IJLP intend to organized special issues on more focused topics. Each special issue will have a designated editor (editors) – either member of the editorial board or another recognized specialist in the respective field.

We are open to contributions, proposals for any topic as well as for editors and reviewers. We understand that it is through the effort of volunteers that CSC Journals continues to grow and flourish.

IJLP LIST OF TOPICS
The realm of International Journal of Logic and Computation (IJLP) extends, but not limited, to the following:

- Categorical Logic
- Classical and Non-Classical Logic
- Constructive Logic
- Logic Representation Techniques
- Logical Programming Issues in Knowledge Representation
- Modal Logic
- Non-Monotonic Reasoning
- Programming Reasoning Test Collection
- Semantic Representation in Logic Programming
- Challenges in Natural Language and Reasoning
- Computer Logical Reasoning
- Knowledge-Based Systems and Automated Reasoning Programming
- Logical Issues in Logic Programming
- Logics and Semantics of Programming
- Natural Language
- Programming Expressiveness
- Reasoning Systems
- State-Based Semantics

CALL FOR PAPERS

Volume: 2 - Issue: 1


iii. Issue Publication: April 2011
CONTACT INFORMATION

Computer Science Journals Sdn Bhd
B-5-8 Plaza Mont Kiara, Mont Kiara
50480, Kuala Lumpur, MALAYSIA

Phone: 006 03 6207 1607
006 03 2782 6991

Fax: 006 03 6207 1697

Email: cscpress@cscjournals.org