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Abstract

An Intrusion Detection System in network fetches the intrusions information from systems by using Mobile Agents aid. Intrusion Detection System detects intrusions based on the collected information and routes the intrusion. The intelligent decisions on communications permit agents to gain their goals more efficiently and provide more survivability and security of an agent system. The proposed model showed a formal representation of information assurance in agent messaging over a dynamic network by probability of redundant routes. The proposed Intrusion Detection System, chase intruders and collect information by Mobile Agents. Our proposed architecture is an information exchange method and chasing intrusion along with a method by implementing Mobile Agents.

Keywords: Intrusion Detection System (IDS), Hybrid Intrusion Detection System (HyIDS), Mobile Agent (MA).

1. INTRODUCTION

Computer network attacks generally are divided into two types: break in from outside of local area network and the other attack from inside the local area network. Therefore, it is rarely happen in either case that intruders can directly attacks from their own host [1]. The reason is obvious: intruders want to conceal their origin. Intruders prefer to attack the minimum secured hosts first, then smoothly approaching secured host with stronger protection, consequently try up to reach their target hosts. Typically the users or administrators do not notice about intrusion attacks, either on the target hosts or the intermediate hosts, and the administrators cannot chase the origin of an intrusion even the intrusion has been detected or the network connection has logged out. Intrusion Detection has
the ability to analyze data in real time to detect the intruder and block the attacks when they occurred.

There are various types of Intrusion Detection Systems and each one has different activity and different ways of detection. Practically detecting the intrusion is more complex than a simple definition.

With the Mobile Agents over a network environment that support it, it can be penetrated possibly harmful agents that called intruders. By increasing the damages of intruder’s, motivation of a large amount of research on detection part especially by Mobile Agent team, also increased. The Mobile Agent team, deploy their chasing over the network just by detection of an intruder.

Here, we are defining the different types of Intrusion Detection System:

A Network Intrusion Detection System (NIDS) which identify the intrusion by monitoring the network traffic; it has an independent platform of detection [2] and can monitor multiple hosts. Network Intrusion Detection Systems approach access to network traffic by connecting to a hub network or switch, to configure the mirroring port, or network tap such as a snort, which is an example of NIDS.

A Protocol based Intrusion Detection System (PIDS) is based on communication protocol between different connected devices, such as user or system and the server. PIDS has agents that settle down on server front-end that analyzes and monitor the network traffic.

Other type of IDS is Application Protocol based Intrusion Detection System (APIDS). The APDIS is based on a system or agents that located within a number of servers, and try to analyze and monitor the communication on specific application protocols.

A Host based Intrusion Detection System (HIDS) is basis on an agents on a host [12,13,14] that identify intrusions by various measurement like file system modifications such as binaries, password files, analyzing system call, application logs and other host activities and states.

The last model of Intrusion Detection System is Hybrid Intrusion Detection system (HyIDS). HyIDS is a combination of two or more approaches of Intrusion Detection Systems. In case of implementing a combine specification of intrusion detections, we can have a new comprehensive view of network detection.

2. RELATED WORK

Using Mobile Agents in Intrusion Detection System being conducted by various researchers including Wayne Jansen, Peter Mell, which worked on reification of their own model on specific network [15], Mohamad Eid, proposed immunity components [16], Omid Mahdi Ebadati, Harleen Kaur, M. Afshar Alam, proposed secured route in NIDS [17], Christopher Krugel, Thomas Toth conducted their work on Sparta and Micael [18], Shunji Okazawa, Midori Asaka, Atsushi Taguchi, proposed detection in an intermediate node [19], Wayne A. Jansen, proposed a new design with more robust [24].

By introducing the intrusion detection to the industry, it is become a part of detection technology, and different companies commercially perfecting the existing intrusion detection techniques. Finally the research part focuses on the most unsealed part that those are:

1- Mechanisms of attack response.
2- Architecture for distributed Intrusion Detection Systems and standards of intrusion detection interoperability.
3- New paradigms for performing intrusion detection by Intrusion Detection System.

3. INTRUSION DETECTION SYSTEM ARCHITECTURE

In a large scale to deploying an Intrusion Detection System over a network, network traffic will be ultimately high though the high volume of the system logs will regularly transferred, in this case large number of information which has been collected, are unrelated to intrusion. Therefore in such cases Intrusion Detection System on a large network environment does not have efficient functionality. For the solution of this problem we adopted a Mobile Agent paradigm in developing IDS. Mobile Agents autonomously [10] route to the target systems for just collecting the intrusion related information and eliminate the requirement of transferring logs to the server.
Through the TCP/IP protocol Intrusion Detection System can deploy on the local area network. The proposed Intrusion Detection System typically consists of various elements like a sensors, administrator, notice boards, flag/message boards, information collector agents, and chasing agents.

**Information collector agents**— Information collector agents during the normal process gathering the information from the specific network. This information which has been collected may contain intrusion also but the recognition of this matter is unrelated to this part.

**Administrator**— The administrator of intrusion detection has the duty of recognition of intrusions. After information collector agents gathered the information over the specify network, the administrator try to detect the intrusions among them. The administrator manages the notice boards and mobile agents and tries to making interface between system and administrators. The detection part according to the information weight which entered by agents on the notice board and exist in manager accumulator can find out the intrusion. If the weights are more than a set threshold administrator concludes that it is an intrusion.

![FIGURE 1: Intrusion Detection System Architecture](image)

**Notice boards and sensors**— Notice boards by the aim of sensors try to specify the information and get direction to the administrator.

The sensor on each agent by logging which conduct by system monitoring send the report of collected logs to the administrator.

**Chasing agent**— Chasing agent is specifically to route and trace the path of intrusion and try to locate the origin of intrusion. This chase can be done by detection of remote logged on, to the target host. The compromised nodes in network can detect by chasing agent.

**Intrusion Detection System functionality**— The speed of detection part which depend on platform of detection and different algorithm that can use in the system shows the performance of IDS. If the functionality of IDS wants to be acceptable, speed of detection and reliability of that must be increase. The requirement performance of IDS can depend on, real time detection of anomalous event and security breaches and an immediately report is necessary to reduce the corruption and loss on the network to have the confidential data.

The Intrusion Detection System should not busy by different deployment on the system and not to interfere with the normal operation on it. The important thing is that, the agents aware of the consumption of network resources, and the tradeoff between additional levels of security that monitoring the network and checking the agents performance.

Scalability of Intrusion Detection System due to the new computing devices which added to the network is another issue of performance, and IDS must be able to handle the communication load and these computations [8].
4. FUNCTIONALITY OF IDS IN MOBILE AGENTS

There is a certain platform of Mobile Agent that can work on variety of hosts and systems. In this platform not all but at least hosts and network devices must be installed with Mobile agent platform. Mobile Agent platform give the capability of implementation various applications and simply can assume companies and organizations [9]. Mobile Agents are not preinstalled on all the systems because, it has not that much popular to be, and so if it is, it needs to contrast for IDS scheme and assume on host based Intrusion Detection System. Generally this scheme is too expensive and it is unusual to install Mobile Agent platform or Java virtual machine on all hosts for a general purpose.

Mobile Agent Merits

Previously Mobile Agents have not the ability to move in different environments. As virtual machines and interpreter has been introduced, it got the possibility for heterogeneous environment and platform but however there is a limitation support for preservation and resumption of the execution state.

Mobile Agents although carry a deal of autonomy and role well in operating disconnection and the failure of platforms or home platform, that the agent confidentially provide the security services and reduce their functionality.

The fault tolerant of Mobile Agent can be increased when agents moving from a machine to another machine therefore, the Mobile Agents always working on the trusted machine and restrict on its functionality, so its environments will be a trusted platform and a safe home.

Mobile Agents platform designers mostly face tradeoff between fault tolerance and security. An example of security risk can be multi hop in Mobile Agent that cause of different types of architecture which have been built in client server centralization models that need those agents return to a central server before moving to another machine/host machine [20]. Even though having a security risk of Mobile Agents shows the vulnerable and failing of MA for central server.

There is some keynotes about Mobile Agents like network latency over coming, network load reduction, execution and autonomy asynchronization, composition and structure, scalability, dynamic adoption, fault tolerance behavior and robust, hydrogenise environment operations.

Mobile Agents have many capabilities to enhance with Intrusion Detection System technology. The first obvious one is mobility which is the most important characteristics of MA. Agent lending capability to Intrusion Detection System can be another one. Agent application and technology mimic collections of intelligent individual and autonomous. Individual classes have special applications and each class can operate individually and independently than each other and each one individually exchange the information and talk to other when they meet individually. This paradigm is clearing the traditional programming where Master Logic Unit controls slave unit that have not autonomy and work according to command of Master Logic Unit.

Traditional approach which work on multiple units with set communication channel and set duties cannot response well, suppose each unit rely on other unit to perform their job and there is not central controller. In case of a unit seas the other unit are not enough intelligent to function and sort out the problem. The traditional distribution programming paradigm upon function reliability to component can only work well, and even by using redundant components a small number of back offs can attack and make it disable with attackers. Even though the implementation of the traditional design and solution can efficiency solves many problems. A great contrast to traditional design is agent technology that attempt to give understanding of environment along with independently decision making and authority to each agent.

Chasing Agents on Network Environment

The agents take their way and decide their destination and their path to them by use of notice board. Chasing agents perform as follow:

First of all, agents know that on each system there is a process and user ID, therefore dispatching process to a target system by chasing a process ID [11] is the first perform.

Secondly, the chasing agent tries to find out the logs on target systems, if it detects any, it will determine its destinations from the information on user’s log.

Thirdly, referring to the notice board on the target system is the next refer of chasing agent.
Fourthly, it will check whether on notice board there is any information related to login session that intend the agent to chase, if there is any related to that session on the notice board and its already exist, it shows that another agent has already tried and traced this user, so the chasing agent update the notice board, and returns to the administrator.

Fifthly, if there is no information pertains to login session, the agent enters to such information and tries to get into the target system from the user logged. If the agent comprehensive that the origin of intrusion is that the target system which has been chased, the chasing agent return to the administrator.

Sixthly, if not, the steps one to six again should repeat by the agent.

Notice board information
The information can enter by chasing agent on the notice board of target system are: name of the system, process ID, the user logs timing, leaving process ID or the name of target and where it has been chased by agent, chasing agent ID, chasing agent trace time.

In case, if the chasing agent wants to discontinue a trace, on the notice board it should be enter its ID and time of performing. It will help when the agent return to the administrator, because the chasing route and the reason has been logged already.

For above case (agent’s return) we can have three possibilities and they are: if the chasing is not perform so the intrusion cannot chase, mostly is the cause of not installation the Intrusion Detection System on the following system, the other reason can be whether the system itself is the origin of intrusion and the last can be chasing that intrusion by another agent.

As it has mention above also, if another agent is chasing the intrusion the concurrent agent send the name and ID of that agent of the following system to the administrator. The trace part is shown in Figure 2.

![Figure 2: Intrusions Chasing](image)

5. EXPERIMENT AND EVALUATION

Optimal Time Algorithm for Contiguous Search in Trees
This section is devoted to the description of a linear-time algorithm returning an optimal contiguous search strategy for weighted trees.

Let $T = (V, E)$ be a tree with $n$ nodes. The quest for a minimal strategy can be restricted to monotone strategies satisfying the “single entry point” constraint, i.e., initially, at time $t = 0$, all searchers are in the same node $x_0$ called home base, and the first step consists to clear a link incident to the home base. The choice of the home base affects the number of searchers of monotone strategies. Hence, let $cs_x(T)$, called search number of T from node $x$, denote the minimum number of searchers of monotone strategies starting from $x \in V$.

$$cs(T) = \min_{x \in V} \{cs_x(T)\} \quad [23, 21, 22].$$

Any monotone strategy will induce an ordering on the neighbors (and thus on the incident links) of each node, where the ordering depends on whether one neighbor becomes occupied (and thus safe) before another. This ordering depends solely on
the choice of the starting node x, and corresponds to the parent/child relationship in T x where T x
denotes the tree T when rooted in node x. Hence, in the following, we will refer to a strategy for T
starting from x also as the strategy for T x, and alternatively denote cs(T) by cs(T x).
Given a rooted tree T x and one of its nodes y, let T x[y] denote the subtree of T x rooted in y, and let
cs(T x[y]) denote the contiguous search number of T x[y] from y. The most important property of
monotone strategies is given by the following lemma.
Let y 1, y 2, : : : , y k be the k ≥ 2 children of y in T x and assume, w.l.o.g., that cs(T x[y j]) ≥ cs(T x[y i])
for all i < k. Then cs(T x[y]) = max(cs(T x[y i]); cs(T x[y j]) + ω(y i));
Proof. Clearly cs(T x[y]) ≥ cs(T x[y i]), otherwise T x[y i] cannot be cleared. If cs(T x[y]) > cs(T x[y j]) + ω(y), then cs(T x[y i]) searchers suffice to clear T x[y i] by visiting y i last among the children of x, and
by letting ω(y) searchers occupying node y while the other subtrees are visited. Indeed, from Eq.
1, ω(y; y i) ≤ ω(y) ≤ cs(T x[y i]) for every i.
Hence, let cs(T x[y]) < cs(T x[y j]) + ω(y). Let β be a contiguous search strategy which uses b =
cs(T x[y j]) + ω(y) - 1 searchers to clear T x[y]. If T x[y] is cleared before T x[y j], while the cs(T x[y j])
searchers are clearing T x[y j], y will be occupied by at most ω(y) - 1 searchers, and incident to
(y, y j) which is contaminated. Thus, β does not satisfy the condition of Theorem 1. Similarly, if
T x[y j] is cleared before T x[y j], then, while the cs(T x[y j]) searchers are clearing T x[y j], at most ω(y) - 1
searchers will be at y since by definition cs(T x[y j]) ≥ cs(T x[y j]), and b = cs(T x[y j]) + ω(y) - 1
Since y is incident to (y, y j) which is contaminated, y becomes unsafe, and β is hence not
monotone. Therefore, strictly more than cs(T x[y j]) + ω(y) - 1 searchers are required for a monotone
strategy if cs(T x[y]) < cs(T x[y j]) + ω(y). On the other hand, cs(T x[y]) + ω(y) searchers clearly
suffice to clear T x[y] by visiting y j last among the children of y, since at least ω(y) will stay at y
making it safe while the other subtrees are visited. Links incident to y are cleared since, again
from Eq. 1, ω(y; y j) ≤ ω(y) ≤ cs(T x[y j]) for every i.
A straightforward application of Lemma allows to compute cs(T x) in O(n) time, resulting in an
O(n 2) time algorithm for computing cs(T) for any tree T. We show that the complexity can be
reduced to O(n), and more importantly that a minimal search strategy can also be computed in
linear time.

Search /* Returns a strategy α */
(a) Set α = Ø; /* empty sequence */
(b) Choose a node x such that cs(T x) is minimum;
/* start with cs(T x) searchers at the homebase*/
(c) For i = deg(x) down to 1, apply
Move(x, y i, cs(T x[y i]));
Move(u, v, q) /* searching a subtree rooted at v */
1. α = α \cup (u, v, q) where | denotes the concatenation operation; /* transfer q searchers
from u to v */
Let w i, : : : , w deg(v)-1 be the deg(v) - 1 children of v in T x where, w.l.o.g., cs(T x[w j]) ≥ cs(T x[w i]);
(d) For i = deg(v) - 1 down to 1, apply
Move(v, w i, cs(T x[w i]));
3. α = α \cup (w i, u, q i); /* return q_i searchers from v to u */

Attack Detection
The goal of Intrusion Detection System is detecting intrusion as many as possible because always detecting all intrusions is not possible, and IDS tries to precise the route of chasing of intrusions, to make it efficiently.
By increasing the internet accessibility, intrusions and cracking tools that distributed on the
internet the appropriate evaluation of IDS is much difficult to examine. Another important factor
that classifies the internet connection also is bandwidth of connected internet network. In
proposed Intrusion Detection System we try to obtain such cracking tools that aimed at local
attacks on the net and because of our limitation in trend of cracking tools which are available, we
just try with Linux Fedora operating system machines with the limit number of network speed
(less than six hundred Kbps). Our evaluation results has been tested the buffer overflow %54,
password sniffing %7, route shell execution %3, file mode changing %2, file creation %27.4, routing %2.5 and administrator password sniffing %4.

Mobile Agents Performance Analysis
To initial a tracing and established a performance of an agent the Intrusion Detection System should determine the number of trigger. Generally the number of chasing agent and number of occur trigger on the administrator are same. In our investigation rate the whole events per day it was around (39 in 105617), so the rate of 0.000369 events per day is investigated on our machines. The average size of chasing agent excluding the information is 1.9 KB and 2.3 KB including the information for information collector agents and 4.1 KB for chasing agent.

The time period since a sensor trigger till chasing agent pertaining that return to administrator contained in an intrusion route in each case, there is a number of target system which is measured. Time period for agents’ authentication also is calculated and it shows that including encryption and authentication, it takes around 1.4 times longer than when we have only authentication. The measured time is contain the process of chasing agent on each target and the transportation time period between targets and agent which become too short by using proposed algorithm, and it is around 0.07 second.

The chasing agents round trip, time period on a number of machines is as follows (Figure 3).

![FIGURE 3: Chasing Agent, Round Trip-Time Period Diagram](image)

6. CONCLUSIONS
Mobile Agent technology offers much related field in Intrusion Detection System. The autonomous components and MA seem an obvious usefulness in IDS and other applications as well.

However practically, hardly we can find out the technology of Mobile Agent and its beneficiary, but the technology is provided valuable capabilities and although in practice moves a running program from a platform to another one, without Mobile Agent system face us the barriers. Mobile Agents can enter main stream by shows its performance, security, emerging technology, and widely use in different hardware platforms.

In this paper we described how intrusions chased by emerging Mobile Agents and Intrusion Detection System. However Intrusion Detection System does not indiscriminately in entire the network collect the information, but collect pertain information by chasing the logged in user. The proposed architecture of Intrusion Detection System by implementing chasing route optimal time algorithm is briefly explained in this paper. The round trip time on a number of machines for chasing the agent shows that the round trip type is not that, much increased when the numbers of machines are increased, and the ramp of increasing is not as same as number of machine’s ramp.

Proposed Intrusion Detection System does not collect unrelated information to intrusions and just focused on the amount of information which is gathered by agents, and administrator which has been approved them, consequently it will help to reduce the using of the system.
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Abstract

This paper explores architecture possibilities to utilize more than one multiplier to speedup the computation of GF(p) elliptic curve crypto systems. The architectures considers projective coordinates to reduce the GF(p) inversion complexity through additional multiplication operations. The study compares the standard projective coordinates \((X/Z,Y/Z)\) with the Jacobian coordinates \((X/Z^2,Y/Z^3)\) exploiting their multiplication operations parallelism. We assume using 2, 3, 4, and 5 parallel multipliers and accordingly choose the appropriate projective coordinate efficiently. The study proved that the Jacobian coordinates \((X/Z^2,Y/Z^3)\) is preferred when single or two multipliers are used. Whenever 3 or 4 multipliers are available, the standard projective coordinates \((X/Z,Y/Z)\) are favored. We found that designs with 5 multipliers have no benefit over the 4 multipliers because of the data dependency. These architectures study are particularly attractive for elliptic curve cryptosystems when hardware area optimization is the key concern.

Keywords: Modulo multipliers, Elliptic curve cryptography, Jacobian projective coordinates, Parallel multipliers crypto hardware.

1. INTRODUCTION

Elliptic Curve Cryptosystem (ECC) is a security system based on the discrete logarithm problem over points on an elliptic curve, proposed in 1985 by Victor Miller [1] and Niel Koblitz [2]. Although nowadays, ECC just exceeded 20 years old, its reliability is still suspect, with no significant breakthrough in determining weaknesses in the algorithm [3, 4]. In fact, the ECC problem appears very difficult to crack, implying that key sizes can be reduced in size considerably, even exponentially [5], particularly when compared to the key size used by other popular cryptosystems. This makes ECC become a promising practical replacement to the RSA, one of the most accepted public key methods known [6]. ECC promises to offer the same level of security as RSA but with much smaller key size. This advantage of ECC is being recognized recently where it is being incorporated in many standards [4, 28, 31]. In 1999, the Elliptic Curve Digital Signature Algorithm was adopted by ANSI, and it is now included in the ISO/IEC 15946 draft standards. Other standards that include Elliptic Curves as part of their specifications are the IEEE P1363 [7], the ATM Forum [8], and the Internet Engineering Task Force [9].

ECC systems can be implemented in software as well as hardware [10-20]. Hardware is preferred due to its better speed and security [5, 14, 15, 30]. Software, on the other hand, provides flexibility in the choice of the key size [13], which is also a feature adopted in hardware using “scalable multipliers” as clarified in [26, 29]. For cryptographic applications, it is more secure to handle the computations in hardware instead of software. Software-based systems can be interrupted and trespassed by intruders more easily than hardware, jeopardizing the whole application security [21].

International Journal of Security (IJS), Volume (4) : Issue (4)
Several ECC hardware processors have been proposed in the literature recently for Galois Fields GF(p) including GF(2^k) [11, 12, 15, 18-20, 26, 28-31]. The design of these processors is based on representing the elliptic curve points as projective coordinate points [11, 3, 15, 18, 26] in order to eliminate division, hence inversion, operations. It is known that adding two points over an elliptic curve requires a division operation, which is the most expensive operation over GF(p) [3, 22]. There are several candidates for projective coordinate systems. The choice thus far has been based on selecting the system that has the least number of multiplication steps, since multiplication over GF(p) is a common operation and the next most time consuming process in ECC.

In this paper we propose that the choice of the projective coordinate system should also depend on its inherent parallelism. High-speed crypto processors are crucial for today’s security applications [21]. It will be proven in our work that parallelism can be a practical solution for meeting this requirement. We recommend using scalable GF(p) multipliers reported in [23] since they lead to wide range of hardware flexibility and trade-offs between area and time, compared to conventional GF(p) multipliers. The scalable multipliers allow the VLSI designer to choose between area and time as required by the application. Scalable multipliers are implemented in digit serial fashion, which is more efficient than both unpipelined and pipelined parallel multipliers for algorithms with repeated multiplications such as that found in ECC. It is worth noting that using pipelined parallel multipliers is not efficient for ECC where the multiplication of any iteration cannot begin before the multiplication operation of the previous iteration is completed. Also note that any ECC processor must implement the procedures of projective coordinates efficiently since they are the core steps of the point operation algorithm.

The main contribution of this paper can be viewed at the architectural level to make it utilize the parallelism within the projective coordinate procedure efficiently. The outline of the paper is as follows. In Section 2, we provide a brief theoretical background to elliptic curve cryptography, followed by an illustration of encryption and decryption. Section 2 also, outlines the algorithm used for ECC multiplication which is the basic concept behind using elliptic curve in cryptography. The elliptic curve point addition and doubling are elaborated using projective coordinates in Section 3, followed by the description of the proposed possible parallelization toward hardware architectures in Section 4, which will present the modeling and scheduling of data flow studies. The architecture efficient controller choice and area time cost of the different hardware is presented in Section 5. This is followed by the conclusions of the paper in Section 6.

2. ELLIPTIC CURVES OVER GF(P)

2.1 Theoretical Background

It will be assumed that the reader is familiar with the arithmetic over elliptic curves. For a good review the reader is referred to [3]. The elliptic curve arithmetic of GF(p) is the usual mod p arithmetic. The elliptic curve equation over GF(p) is:

\[ y^2 = x^3 + ax + b \]

where \( p > 3, 4a^3 + 27b^2 \neq 0 \), and \( x, y, a, b \in GF(p) \).

There is also a single element named the point at infinity or the zero point denoted ‘\( \phi \)’. By adding this point, the projective version of the curve is obtained. If \( P \) and \( Q \) are two points on the elliptic curve, a third point which is the intersection of the curve with the line through \( P \) and \( Q \) can be uniquely described. If the line is tangent to the curve at a point, then that point is counted twice; and if the line is parallel to the y-axis, we define the third point as the point \( \phi \) (zero point). Exactly one of these conditions holds for any pair of points on an elliptic curve. If a point on the elliptic curve is to be added to another point on the curve or to itself, some special addition rules are applied, depending on the finite field used.

The addition rules in this field GF(p) are as follows:

- \( \phi + \phi = \phi \)
- \( (x, y) + (x, -y) = \phi \)
- \( (x, y) + (\lambda, \mu) = \phi \)

The addition of two different points on the elliptic curve is computed as shown below:

\[
\begin{align*}
(x_1, y_1) + (x_2, y_2) &= (x_3, y_3) ; \text{ where } x_1 \neq x_2 \\
\lambda &= (y_2 - y_1)/(x_2 - x_1) \\
x_3 &= \lambda^2 - x_1 - x_2
\end{align*}
\]
y_3 = \lambda(x_1 - x_3) - y_1

The addition of a point to itself (doubling a point) on the elliptic curve is computed as shown below:

\((x_1, y_1) + (x_1, y_1) = (x_3, y_3)\) ; where \(x_1 \neq 0\)

\[\lambda = \frac{(3(x_1)^2 + a)}{2y_1}\]

\[x_3 = \lambda^2 - 2x_1\]

\[y_3 = \lambda(x_1 - x_3) - y_1\]

We assume that the squaring calculation has the same complexity as multiplication. To add two different points in GF(p) we need: six additions, one inversion, and three multiplication operations. To double a point we require: four additions, one inversion, and four multiplication computations. The GF(p) point operations will be discussed for ECC crypto processors in section 5.

2.2. Encryption and Decryption

There are many ways to apply elliptic curves for encryption/decryption purposes [3]. In its most basic form, users randomly select a base point \((x,y)\), lying on the elliptic curve E. The plain text (the original message to be encrypted) is coded into an elliptic curve point \((x_m,y_m)\). Each user selects a private key \(n\) and computes his public key \(P = n(x,y)\). For example, user A’s private key is \(n_A\) and his public key is \(P_A = n_A(x,y)\).

For anyone to encrypt and send the message point \((x_m,y_m)\) to user A, sender needs to choose a random integer \(R\) and generate the ciphertext: \(C_m = \{R(x,y), (x_m,y_m) + kP_A\}\).

The ciphertext pair of points uses A’s public key, where only user A can decrypt the plain text using his private key. To decrypt the ciphertext \(C_m\), the first point in the pair of \(C_m\), \(R(x,y)\), is multiplied by A’s private key to get the point: \(n_A(R(x,y))\). Then this point is subtracted from the second point of \(C_m\), the result will be the plain text point \((x_m,y_m)\). The complete decryption operations are:

\[((x_m,y_m)+RP_A) - n_A(R(x,y)) = (x_m,y_m)+n_A(R(x,y)) - n_A(R(x,y)) = (x_m,y_m)\]

The most time consuming operation in the encryption and decryption procedure is finding the multiples of the base point, \((x,y)\). The algorithm used to implement this is discussed in the next section.

2.3. Point Operation Algorithm

The ECC algorithm used for calculating \(nP\) from \(P\) is based on the binary representation of \(n\), since it is known to be efficient and practical to implement in hardware [3, 13]. This method is shown as the Binary Algorithm:

Binary Algorithm

Define: \(k\): number of bits in \(n\) and \(n_i\): the \(i\)th bit of \(n\)

Input: \(P\) (a point on the elliptic curve).

Output: \(Q = nP\) (another point on the elliptic curve).

1. \(Q := P\) if \(n_{k-1} = 1\), else \(Q := 0\);
2. \(Q := Q + Q\) for \(i = k-2\) down to \(0\);
3. \(Q := Q + P\) if \(n_i = 1\);
4. \(Q := Q + P\) else;
5. \(Q := Q\);

Basically, the binary algorithm scans the bits of \(n\) and doubles the point \(Q\) \(k\)-times. Whenever, a particular bit of \(n\) is found to be one, an extra computation of point addition \((Q+P)\) is needed. Every point addition or point doubling operation requires the three modulo GF(p) operations of inversion, multiplication, and addition/subtraction as presented earlier in Section 2.1.

3. PROJECTIVE COORDINATES

Projective coordinates are used to eliminate the need for performing the lengthy inversion as in the crypto processors in [12, 15]. For elliptic curve defined over GF(p), two different forms of formulae are available [3, 24] for point addition and doubling. One form projects \((x,y) = (X/Z^2, Y/Z^2)\) [3], while the second projects \((x,y) = (X/Z, Y/Z)\) [24].
The two procedures for projective point addition of \( P+Q \) (two elliptic curve points) are shown below:

\[
P = (X_1, Y_1, Z_1); Q = (X_2, Y_2, Z_2); P + Q = (X_3, Y_3, Z_3), \quad \text{where} \quad P \neq \pm Q
\]

\[
(x, y) = (X/Z, Y/Z) \quad \text{or} \quad (x, y) = (X/Z, Y/Z) \quad \text{or} \quad (X/Y, Z)
\]

\[
\begin{align*}
\lambda_1 &= X_1 Z_2^2 & 2M & \lambda_2 &= X_1 Z_3 & 1M \\
\lambda_3 &= X_2 Z_1^2 & 2M & \lambda_4 &= X_2 Z_3 & 1M \\
\lambda_5 &= Y_1 Z_2^2 & 2M & \lambda_6 &= Y_1 Z_3 & 1M \\
\lambda_7 &= Y_2 Z_1^2 & 2M & \lambda_8 &= Y_2 Z_3 & 1M \\
\lambda_9 &= \lambda_3 - \lambda_5 & \lambda_7 &= \lambda_5 - \lambda_7 \\
\lambda_{10} &= \lambda_4 + \lambda_6 & \lambda_{11} &= \lambda_6 + \lambda_8 \\
\lambda_{12} &= \lambda_3 + \lambda_5 & \lambda_{13} &= (\lambda_6 + \lambda_8) / 2 \\
Z_3 &= Z_1 Z_2 \lambda_{12} & Z_2 &= Z_1 Z_2 \lambda_{12} & Z_1 &= \lambda_3 \lambda_5 \\
X_3 &= \lambda_1 \lambda_5^2 - \lambda_3 \lambda_5 & X_1 &= \lambda_1 \lambda_5 & X_2 &= \lambda_2 \lambda_6 \\
Y_3 &= (\lambda_6 \lambda_8 - \lambda_3 \lambda_5) / 2 & Y_1 &= \lambda_1 \lambda_5 - \lambda_3 \lambda_5 & Y_2 &= \lambda_2 \lambda_6 - \lambda_3 \lambda_5 \\
\end{align*}
\]

Note that the 16M and 15M represent the total number of multiplication operations (multiplications count) for each procedure, respectively.

Similarly, the two formulae and their multiplication operation count for projective point doubling are shown below:

\[
P = (X_1, Y_1, Z_1); \quad P + P = (X_2, Y_2, Z_2)
\]

\[
(x, y) = (X/Z, Y/Z) \quad \text{or} \quad (x, y) = (X/Z, Y/Z)
\]

\[
\begin{align*}
\lambda_1 &= 3X_1^2 + aZ_1^4 & 4M & \lambda_1 &= 3X_1^2 + aZ_1^4 & 2M \\
Z_3 &= 2Y_1 Z_1 & 1M & \lambda_2 &= Y_1 Z_1 & 1M \\
\lambda_3 &= 4X_1 Y_1^2 & 2M & \lambda_3 &= X_1 Y_1 \lambda_2 & 2M \\
X_2 &= \lambda_3^2 - 2\lambda_2 & 1M & \lambda_4 &= \lambda_3^2 - 8\lambda_2 & 1M \\
\lambda_5 &= 8Y_1^4 & 1M & X_1 &= 2\lambda_3 \lambda_2 & 1M \\
\lambda_6 &= \lambda_2 - 2X_1 & Y_1 &= \lambda_4(4\lambda_3 \lambda_5) - 8(Y_1 \lambda_5)^2 & 3M \\
Y_3 &= \lambda_1 \lambda_4 - \lambda_5 & 1M & Z_3 &= 8 \lambda_5^3 & 2M \\
\end{align*}
\]

The squaring calculation over \( \text{GF}(p) \) is considered similar to the multiplication computation. They are both noted as \( M \) (multiplication). Here the time of addition and subtraction are ignored since they are negligible compared to multiplication [3]. Since the number of projective point additions taken to be, on an average, half the number of bits, it can be clearly seen from the above tables that the projective coordinate \( (x, y) = (X/Z^2, Y/Z^2) \) has on the average 18 multiplication operations, while the projection \( (x, y) = (X/Z, Y/Z) \) has on the average 19.5 multiplications. Considering the worst case scenario of having the number of point additions similar to the number of bits, the projective coordinate \( (x, y) = (X/Z^2, Y/Z^2) \) has 26 multiplication operations, whereas the projection \( (x, y) = (X/Z, Y/Z) \) has 27 multiplications. Clearly, the projective coordinate \( (x, y) = (X/Z^2, Y/Z^2) \) would be the projection of choice for sequential implementation, as summarized in Table 1.

<table>
<thead>
<tr>
<th>Procedure of Projecting</th>
<th>Average Number of Multiplication Operations</th>
<th>Worst Number of Multiplication Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>((x, y)) to ((X/Z^2, Y/Z^2))</td>
<td>18</td>
<td>26</td>
</tr>
<tr>
<td>((x, y)) to ((X/Z, Y/Z))</td>
<td>19.5</td>
<td>27</td>
</tr>
</tbody>
</table>

**Table 1:** Comparison Between The Different Projective Coordinate Assuming Single Multiplier (Sequential Implementations)

### 4. Parallel Multipliers & Preferred Projective Coordinates

Our basic motivation in this research is gained by taking advantage of the parallelism that exists in the ECC and its projective coordinate operations. The two forms of projecting procedures...
(x,y) = (X/Z^2, Y/Z^3) and (x,y) = (X/Z, Y/Z) for projective point addition (P+Q) and projective point doubling (P+P), described in the previous section is studied assuming the flexible possibility of having multiple parallel multipliers in different forms. In principle, the architectures to be considered can operate both coordinate systems. The study assumes having different architectures with their difference in the available number of parallel multipliers they have, as shown in Figure 1. Every architecture with its certain number of multipliers will study the speed difference due to running the two projective coordinates computations. This will conclude the efficient choice of projective coordinate to be adopted for this hardware with this specific number of multipliers. This section will study the algorithms of both projective coordinates and their best map of data dependency based on parallel multipliers which, in reality, will affect the controlling unit within the architecture to make it efficient. Note that the detailed multiplier design will not change the overall hardware design nor the comparisons results, therefore this level of details are not considered in the focus of this study.

We found that the architectures does not show speed improvement due to parallelization when higher number of multipliers are used, i.e. when 5 or more are involved. It is found that both projective coordinate forms can be parallelized giving improving results to the maximum possibility using four multipliers. This can be observed from the details of the following subsections.

4.1 Parallelizing Multiplications of the Standard Coordinates

The standard projection of (x,y) = (X/Z, Y/Z) is assumed to be running on the different architectures of Figure 1. It will be tested differently involving 2, 3, 4, and 5 multipliers processed in parallel. Figures 2 and 3 highlight the dependency within the procedures when two parallel multipliers are considered. The figures detail the different critical path stages, hence different number of multiplication cycles needed for the operations. It can observed that the projection (x,y) = (X/Z, Y/Z) needs 8 multiplications for point addition and 6 for point doubling. Using the common assumption of the number of point additions to be half the number of bits, we can assume the average number as 4 additions and 6 doubling resulting 10 multiplications. Allowing for the worst case of having the number of point additions to be equal to number of bits, the projective coordinate will need 14 multiplications.

Consider the architecture of Figure 1 with three multipliers. The standard projection of (x,y)= (X/Z, Y/Z) is need of 5 multiplications for point adding (Figure 4) and 4 for point doubling (Figure 5). This will make the worst case number of multiplications as 9, whereas it is 6.5 as average scenario.
This hardware is providing results after 4 multiplication steps for point adding and after 3 steps for point doubling. The standard projection of \((x,y) = (X/Z, Y/Z)\) can operate with 4 multipliers as presented earlier in [26].

FIGURE 2: Addition Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z,Y/Z)\) Using 2 Parallel Multipliers

FIGURE 3: Doubling Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z,Y/Z)\) Using 2 Parallel Multipliers

FIGURE 4: Addition Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z,Y/Z)\) Using 3 Parallel Multipliers

The standard projection of \((x,y) = (X/Z, Y/Z)\) can operate with 4 multipliers as presented earlier in [26]. This hardware is providing results after 4 multiplication steps for point adding and after 3 steps for point doubling.
point doubling as in Figures 6, and 7, respectively. This design worst case number of multiplications steps is 7, while its average is 5 running this projective system.

**FIGURE 5:** Doubling Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z, Y/Z)\) Using 3 Parallel Multipliers

**FIGURE 6:** Addition Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z, Y/Z)\) Using 4 Parallel Multipliers

**FIGURE 7:** Doubling Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z, Y/Z)\) Using 4 Parallel Multipliers
The last architecture study for projecting \((x,y)\) to \((X/Z, Y/Z)\) is assuming processing utilizing 5 parallel multipliers. As shown in Figure 8, although this hardware is having higher capability of parallelization, the number of multiplication steps cannot be reduced more, i.e. more than the architecture of 4 multipliers. This made the option of five multipliers not recommended for this coordinate system as well as the Jacobian system as will be shown in the next subsection.

4.2 Parallelizing Multiplications of the Jacobian Coordinates

The other system to be studied for operation on the architectures of Figure 1 is the Jacobian projective coordinate of \((x,y) = (X/Z^2, Y/Z^3)\). When Jacobian procedure is mapped on two multipliers hardware, the point addition operation is in need of 8 multiplication steps and the point doubling needs 5 steps as in Figures 9 and 10, respectively. The average number of multiplication steps is considered 9 multiplication cycles, assuming the common theory of the number of point additions to be half the number of bits, as the Binary algorithm of Section 2.3. The longest case possible is when the number of point additions equal to number of bits making the projective coordinate \((x,y) = (X/Z^2, Y/Z^3)\) in need for 13 multiplication operation steps.

FIGURE 8: Addition Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z, Y/Z)\) Using 5 Parallel Multipliers

FIGURE 9: Addition Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z^2, Y/Z^3)\) Using 2 Parallel Multipliers
The Jacobian projection of \((x, y) = (X/Z^2, Y/Z^3)\) operate on the 3 multipliers architecture of Figure 1 as presented in Figure 11 for point addition and Figure 12 for point doubling. This hardware can provide outcome after 6 multiplication steps for point adding and after 4 steps for point doubling. This model worst case number of multiplications steps is 10, while its average is 7 operating this projective coordinate procedure.

Figure 13 and Figure 14 is showing the data flow when running the projective coordinate \((x, y) = (X/Z^2, Y/Z^3)\) on hardware with 4 multipliers as implemented earlier in [26]. On the average, the design needs 6.5 multiplication cycles. Allowing for the worst case of having the number of point additions to be equal to number of bits, the projective coordinate \((x, y) = (X/Z^2, Y/Z^3)\) need 9 multiplication operations.
FIGURE 12: Doubling Data Flow Diagram For Projection of $(X,Y)$ To $(X/Z^2,Y/Z^3)$ Using 3 Parallel Multipliers

FIGURE 13: Addition Data Flow Diagram For Projection of $(X,Y)$ To $(X/Z^2,Y/Z^3)$ Using 4 Parallel Multipliers

FIGURE 14: Doubling Data Flow Diagram For Projection of $(X,Y)$ To $(X/Z^2,Y/Z^3)$ Using 4 Parallel Multipliers
Similar to the study of mapping the standard projective coordinates on the architecture of 5 multipliers, the Jacobian projection of \((x,y)\) to \((X/Z^2, Y/Z^3)\) is mapped on 5 parallel multipliers in Figure 15. This design is ideally having more capability of parallelization, however, the number of multiplication steps cannot be reduced more, i.e. more than the architecture of 4 multipliers. This is found for both coordinate systems making the 5 multipliers hardware not recommended.

**FIGURE 15:** Doubling Data Flow Diagram For Projection of \((X,Y)\) To \((X/Z^2, Y/Z^3)\) Using 5 Parallel Multipliers

### 4.3 Preferred – Efficient- Projective Coordinate

Both projection systems, i.e. Standard and Jacobian, can operate on all architectures of Figure 1. However, every architecture prefers running a specific projection procedure based on the inherent parallelism possible in its multiplication processes. This choice leads to differences in the controller, which maps the operations efficiently as listed in Table 2. Also, the preferred procedures lead to better utilization of multipliers in that specific hardware as will be described later in this section.

<table>
<thead>
<tr>
<th>Procedure of Projecting</th>
<th># Parallel Multipliers</th>
<th>Multiplication Steps</th>
<th>Number of Multiplication Cycles</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average</td>
<td>Worst</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z^2, Y/Z^3))</td>
<td>1</td>
<td></td>
<td>8+10=18</td>
<td>16+10=26</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z, Y/Z))</td>
<td>1</td>
<td></td>
<td>7.5+12=19.5</td>
<td>15+12=27</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z^2, Y^2))</td>
<td>2</td>
<td></td>
<td>4+5=9</td>
<td>8+5=13</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z, Y/Z))</td>
<td>2</td>
<td></td>
<td>4+6=10</td>
<td>8+6=14</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z^2, Y^3))</td>
<td>3</td>
<td></td>
<td>3+4=7</td>
<td>6+4=10</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z, Y/Z))</td>
<td>3</td>
<td></td>
<td>2.5+4=6.5</td>
<td>5+4=9</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z^2, Y^2))</td>
<td>4</td>
<td></td>
<td>2.5+4=6.5</td>
<td>5+4=9</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z, Y/Z))</td>
<td>4</td>
<td></td>
<td>2+3=5</td>
<td>4+3=7</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z^2, Y^3))</td>
<td>5</td>
<td></td>
<td>2.5+4=6.5</td>
<td>5+4=9</td>
</tr>
<tr>
<td>((x,y)) to ((X/Z, Y/Z))</td>
<td>5</td>
<td></td>
<td>2+3=5</td>
<td>4+3=7</td>
</tr>
</tbody>
</table>

TABLE 2: Preferred - Efficient - Projective Coordinates and Utilization According to Number of Parallel Multipliers

It is found that the Jacobian projection \((x,y) = (X/Z^2, Y/Z^3)\) leads to less number of multiplication steps for one and two multipliers hardware, as in Table 2. It is to be noted that this projection mapping is providing 100% utilization of the multipliers, which is the efficient hardware usage.

When the number of multipliers exceeds 2, i.e. 3 and 4, the standard projection of \((x,y) = (X/Z, Y/Z)\) gives less number of parallel multiplication steps, which would be the projection of choice for our
implementation. Also, this system is utilizing 100% hardware, using the four multipliers in all multiplication cycles, as briefed in Table 2, which is not the case of the projection \((x,y) = (X/Z^2, Y/Z^3)\).

If the design is made of 5 multipliers, the speed will not change than the 4 multipliers preferring the standard projection system. Interestingly, it also shows hardware utilization of 80%, which is better than the Jacobian coordinate system that is showing 50% ~ 58% utilization. This made the decision to avoid the 5 multiplier architecture from making it as an option of choice for both Standard and Jacobian coordinate systems.

5. ARCHITECTURES AND EFFICIENCY DECISIONS

Several cryptographic architectures have been proposed in the literature [11, 12, 15, 18]. The conventional approach used in the design of these processors is to adopt serial computations at both the algorithmic level by using a single multiplier, as well as at the arithmetic level by using a serial multiplier. The reason for serial multiplier and sequential operation is that they lead to the lowest area for large word lengths, which is needed for secure encryption (i.e. > 160 bits [3]). The above approach reduces area at the expense of speed. The new architectures study proposed in this paper have multi parallel multipliers, an adder, registers and a controller. The design is a straightforward implementation of the dependency graphs (Section 4) based on the number of multipliers needed and the efficient projective coordinate selected. The designs controller is constructed of a finite state machine to direct the flow of data to conduct the required projective point operation depending on the binary algorithm described previously in Section 3. This section will also consider the comparison between these architecture with respect to their cost in relation to the area and speed (time). The time will be factor of the number of bits to be computed as needed by the crypto application. The improvement in our crypto-processor is focusing on the parallelism described in Section 4 and not on the basic GF(p) multiplier and adder, nor hardware details.

To mention briefly about the suggested multipliers, the designs proposed in [14, 15] use multiplier hardware that is fixed to number of bits they are intended for, if the number of bits are needed to be increased for some crypto application, the complete processor is to be replaced. Furthermore, if the number of bits is much less than the intention of the hardware design, the unnecessary bits will be considered as zeros but included in the computation, causing the same delay exactly as if all bits are essential. These weaknesses motivated the recommendation to choose adopting special scalable multipliers instead of conventional as detailed in the design in [26].

In this study, the number of multipliers is used as the area factor as an assumption for comparison reasons and the timing will assume 160, 256 and 512 bits for crypto calculations, which are the common number of bits needed by most applications [28, 29, 31]. The area factor and timing average estimate will be multiplied together to generate different cost figures. These cost figures are just simple figure of merit values to be used for evaluation reasons. For example, the cost AT \((AT = A \times T)\), assumes that time and area is having similar balanced importance to the application. When timing is more important, the cost figure of merit AT is assumed to be further multiplied by time T making it ATT \(ATT = A \times T \times T\). These studies are similar to the cost studies provided in [26]. On similar concept but with allowing for the application to have more importance to area than time, we included in this study the cost AAT, where the area is squared multiplied by the timing once. This new AAT cost is believed to be needed for applications with very limited hardware area such as smart cards and small mobile devices, where area is more important than speed.

Considering the different architectures with different number of multipliers as described in section 4.3 before, we start our focus on the design of two multipliers. It prefers the Jacobian coordinates to form its controller hardware, as shown in Figure 16. The average timing of the process is in need of 9 cycles per bit making the total timing estimation for 160 bits crypto computations as \(T = 1,440\) cycles.

Assuming the area factor is \(A = 2\) multipliers, the cost: \(AT = 2,880\); the cost \(ATT = 4,147,200\); and the cost \(AAT = 5,760\). Again, to be explicit, these cost (figure of merit) results does not have a direct meaning in its value except to compare the different designs efficiency and help making proper decision. Similarly, the timing of running this hardware on 256 bits is \(T = 2,304\) cycle. The costs will be: \(AT = 4,608\); \(ATT = 10,616,832\); and \(AAT = 9,216\). The costs of this hardware computing 512 bits are \(AT = 9,216\); \(ATT = 42,467,328\); and \(AAT = 18,432\).
When the architecture is having three or four multipliers, the preferred controller state machine should run the standard projective coordinates, as mentioned in Table 2 earlier. The hardware with three multipliers (Figure 17) runs 160 bits crypto applications with average estimated timing $T = 160 \times 6.5 = 1,040$ cycles. This hardware cost $AT = 3 \times 1040 = 3,120$; $ATT = 3,244,800$ and $AAT = 9,360$. The timing when running 256 bits will be changed to $T = 256 \times 6.5 = 1,664$ cycles. The cost is changed to $AT = 3 \times 1664 = 4,992$; $ATT = 3 \times 1664 \times 1664 = 8,306,688$; and $AAT = 14,976$. The costs values of this hardware when used for 512 bits computation adjusted to $AT = 9,984$; $ATT = 33,226,752$; and $AAT = 29,952$.

The four multipliers architecture running standard projective coordinate system, as Figure 18, needs 5 cycles per bit (on average estimate timing). When the total bits to be processed is 160, the timing shows $T = 160 \times 5 = 800$ cycles. The area factor $A = 4$, making the cost $AT = 3,200$; $ATT = 2,560,000$; and $AAT = 12,800$. If the number of bits is 256, the timing is modified to $T = 256 \times 5 = 1,280$; the cost will be $AT = 5,120$; $ATT = 6,553,600$; and $AAT = 20,480$. For 512 bits computations, the costs are found to be $AT = 10,240$; $ATT = 26,214,400$; and $AAT = 40,960$. 

![FIGURE 16: Elliptic Curve Processor Architecture Using 2 Multipliers](image)

![FIGURE 17: Elliptic Curve Processor Architecture Using 3 Multipliers](image)

![FIGURE 18: Elliptic Curve Processor Architecture Using 4 Multipliers](image)
To complete the study, the cost is also computed for the architecture with five multipliers although it is already estimated as inefficient design (Section 4.3). The timing for 160 bits is found \( T = 160 \times 5 = 800 \) cycles, similar to the four multiplier hardware. However, the cost \( AT = 5 \times 800 = 4,000; \) \( ATT = 5 \times 800 \times 800 = 3,200,000; \) and \( AAT = 20,000. \) For the 256 bits, the timing \( T = 256 \times 5 = 1,280 \) cycles. The cost will be \( AT = 5 \times 1280 = 6,400; \) \( ATT = 5 \times 1280 \times 1280 = 8,192,000; \) and \( AAT = 32,000. \) If 512 bits are running on this hardware, the cost evaluation values are \( AT = 12,800; \) \( ATT = 32,768,000; \) and \( AAT = 64,000. \) To summarize this area time parameters effect for the different architectures, all cost values are listed in Table 3.

<table>
<thead>
<tr>
<th>Number of Multipliers (A)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. Timing per Bit</td>
<td>18</td>
<td>9</td>
<td>6.5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td><strong>Crypto Applications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bits = 160</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Time Number of Cycles (T)</td>
<td>2880</td>
<td>1440</td>
<td>1040</td>
<td>800</td>
<td>800</td>
</tr>
<tr>
<td>Cost (AT)</td>
<td>2880</td>
<td>2880</td>
<td>3120</td>
<td>3200</td>
<td>4000</td>
</tr>
<tr>
<td>Cost (ATT)</td>
<td>8294400</td>
<td>4147200</td>
<td>3244800</td>
<td>2560000</td>
<td>3200000</td>
</tr>
<tr>
<td>Cost (AAT)</td>
<td>2880</td>
<td>5760</td>
<td>9360</td>
<td>12800</td>
<td>20000</td>
</tr>
<tr>
<td><strong>Crypto Applications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bits = 256</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Time Number of Cycles (T)</td>
<td>4608</td>
<td>2304</td>
<td>1664</td>
<td>1280</td>
<td>1280</td>
</tr>
<tr>
<td>Cost (AT)</td>
<td>4608</td>
<td>4608</td>
<td>4992</td>
<td>5120</td>
<td>6400</td>
</tr>
<tr>
<td>Cost (ATT)</td>
<td>21233664</td>
<td>10616832</td>
<td>8306688</td>
<td>6553600</td>
<td>8192000</td>
</tr>
<tr>
<td>Cost (AAT)</td>
<td>4608</td>
<td>9216</td>
<td>14976</td>
<td>20480</td>
<td>32000</td>
</tr>
<tr>
<td><strong>Crypto Applications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bits = 512</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Time Number of Cycles (T)</td>
<td>9216</td>
<td>4608</td>
<td>3328</td>
<td>2560</td>
<td>2560</td>
</tr>
<tr>
<td>Cost (AT)</td>
<td>9216</td>
<td>9216</td>
<td>9984</td>
<td>10240</td>
<td>12800</td>
</tr>
<tr>
<td>Cost (ATT)</td>
<td>84934656</td>
<td>42467328</td>
<td>33226752</td>
<td>26214400</td>
<td>32768000</td>
</tr>
<tr>
<td>Cost (AAT)</td>
<td>9216</td>
<td>18432</td>
<td>29952</td>
<td>40960</td>
<td>64000</td>
</tr>
</tbody>
</table>

**TABLE 3:** Summary of Cost for the Different Architectures

Considering the different costs of all architectures makes the decision to choose specific hardware more efficient. For example, if the hardware area and speed are having the same level of significance, Figure 19 shows that the architectures of one or two multipliers can both give similar costs. This case is verified for all different number of bits used.
FIGURE 19: AT Cost Comparison of Preferred Architectures

When the hardware area is less important than the speed, Figure 20 makes the selection for four multipliers design. This is valid for all number of bits; in fact, it can be seen more clearly as the number increase to 512 bits.

FIGURE 20: ATT Cost Comparison of Preferred Architectures

Interestingly, the choice of 4 multiplier hardware is also applicable when the crypto hardware is assuming importance of area more than speed, as case shown in Figure 21. This indicates that whenever time and speed are not having the same importance, four multipliers hardware running standard projective coordinates will be the efficient architecture to use.

FIGURE 21: AAT Cost Comparison of Preferred Architectures

6. CONCLUSION

This paper presented a modeling investigation for efficient architectures used in elliptic curve cryptography (ECC) computations. We present different architectural study of designs having two, three, four and five multipliers operating in parallel. The original idea is based on the utilization of the
inherited parallelism of multiplication steps in the procedures adopted. The work assumes that the ECC inverse operations are converted into consecutive multiplication steps through projective coordinates where two well known forms of procedures for projective coordinates are considered, i.e. Jacobian and standard projective coordinates. Comparing the two projective forms running on a single multiplier hardware shows that projecting \((x,y)\) to \((X/Z^2, Y/Z^3)\) (Jacobian coordinates) requires less number of multiplications than projecting into \((X/Z, Y/Z)\) (standard coordinates). Standard projection uses one less multiplication operation in adding two different elliptic points, however, it uses two more multiplication operations in doubling an elliptic point. This made the normal choice for sequential implementation, i.e. using a single multiplier, that projecting \((x,y)\) into \((X/Z^2, Y/Z^3)\) has always been the candidate of choice for implementing ECC since it has the minimum number of multiplication operations.

Although the proposed architectures can handle the algorithmic procedures of both projective coordinate forms, the analysis of the critical paths of both projective coordinates indicates that for parallel multipliers hardware, projecting \((x,y)\) to \((X/Z, Y/Z)\) requires less number of cycles (faster hardware) and better utilization than projecting \((x,y)\) to \((X/Z^2, Y/Z^3)\) whenever the number of multipliers are more than two, which gives the choice for performance boost up.

The presented work also involved a cost comparison that refers to the application main concentration. This cost study is formed by relating between the area and speed for every architecture. The analysis proved the efficiency of designs involving one or two multipliers when both area and speed factors are having similar importance to the application. However, this study recommended the preference of hardware with 4 multipliers whenever the application is having area or speed (one of the cost factors) as more important. The attraction of this work is that using the proposed architecture with projections of \((x,y)\) to \((X/Z, Y/Z)\) is leading to the best performance, utilizing the maximum inherited parallelism of the projective coordinate arithmetic.

Furthermore, this work can be a seed for software implementations of the same ECC system on currently available multi-core general purpose processors (multi-core processors). Most of this study can be tuned for parallel programming assuming every multiplier is in a different core in the processor. The program to be written need to consider this issue from early ahead to help the compilers in their parallelization tasks. The number of cores to be used can take into consideration the different software programs running simultaneously, which can also be dynamically changing based on the application need.
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