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Abstract

DNA microarray technology has emerged as a boon to the scientific community in understanding the growth and development of life as well as in widening their knowledge in exploring the genetic causes of anomalies occurring in the working of the human body. Microarray technology makes biologists capable of monitoring expression of thousands of genes in a single experiment on a small chip. Extracting useful knowledge and info from these microarray has attracted the attention of many biologists and computer scientists. Knowledge engineering has revolutionized the way in which the medical data is being looked at. Soft computing is a branch of computer science capable of analyzing complex medical data. Advances in the area of microarray-based expression analysis have led to the promise of cancer diagnosis using new molecular based approaches. Many studies and methodologies have come up which analyzes the gene expression data by using the techniques in data mining such as feature selection, classification, clustering etc. Emboiding the soft computing methods for more accuracy. This review is an attempt to look at the recent advances in cancer research with DNA microarray technology, data mining and soft computing techniques.
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1. INTRODUCTION

Deoxyribonucleic acid (DNA) micro array technology provides tools for studying the expression levels of a large number of distinct genes simultaneously [9]. Microarray technology allows biologists to simultaneously measure the expressions of thousands of genes in a single experiment [8][10][11].

Gene expression data is widely used in disease analysis and cancer diagnosis [5]. Gene expression data from DNA micro arrays are characterized by many measured variables (genes) on only a few observations (experiments) although both the number of experiments and genes per experiment are growing rapidly [4][6]. Gene expression data from DNA micro array can be characterized by many variables (genes), but with only a few observations (experiments). Prediction, classification, and clustering techniques are being used for analysis and interpretation of the data [1]. An important application of gene expression micro array data is classification of biological samples or prediction of clinical and other outcomes [2]. Micro array technology is to classify the tissue samples using their gene expression profiles as one of the several types (or subtypes) of cancer. Compared with the standard histopathological tests, the gene expression profiles measured through micro array technology provide accurate, reliable and objective cancer classification. The DNA micro array data for cancer classification consists of large number of genes (dimensions) compared to the number of samples or feature vectors [3][7]. Classification analysis of micro array gene expression data has been widely used to uncover biological features and to distinguish closely related cell types that often appear in the diagnosis of cancer [37]. Many researchers have developed and demonstrated different classification techniques for cancer classification based on micro array gene expression data. Feature selection techniques [12],[13] have been suggested before classification, which finds the top features that discriminate various classes. Kernel based techniques [14],[15] like SVM have already been used.
for binary disease classification problems. Gene selection[16] and neural networks[17] based classifications were also reported in microarray data analysis. Soft computing has been successively used in bioinformatics thereby providing low cost, low, better approximation and indeed good and more accurate solutions.

2. DNA MICROARRAY TECHNOLOGY

Although all of the cells in the human body contain the same genetic material, the same genes are not active in all of those cells. Studying which genes are active and which are inactive in different kinds of cells helps scientists understand more about how these cells function and about what happens when the genes in a cell don’t function properly. In the past scientists have only been able to conduct such genetic analyses on a few genes at once. With the development of DNA microarray technology, however, scientists can now examine thousands of genes at the same time, an advance that will help them determine the complex relationships between individual genes. The mountain of information that is the draft sequence of the human genome may be impressive, but without interpretation that is all it remains — a mass of data. Gene function is one of the key elements researchers want to extract from the sequence, and the DNA microarray is one of the most important tools at their disposal. Microarray technology will help researchers learn more about many different diseases—heart disease, mental illness, and infectious disease, to name only a few. One intense area of microarray research at the NIH is the study of cancer. In the past, scientists have classified different types of cancer based on the organs in which the tumors develop. With the help of microarray technology, however, they will be able to further classify these types of cancer based on the patterns of gene activity in the tumor cells and will then be able to design treatment strategies targeted directly to each specific type of cancer. Additionally, by examining the differences in gene activity between untreated and treated—radiated or oxygen-starved, for example—tumor cells, scientists can better understand how different types of cancer therapies affect tumors and can develop more effective treatments.

In short the usefulness of DNA technology can be listed as
1. Can follow the activity of MANY genes at the same time.
2. Can get a lot of results fast
3. Can COMPARE the activity of many genes in diseased and healthy cells
4. Can categorize diseases into subgroups

**Microarray Technology**: Application in medical

**Gene discovery**: DNA Microarray technology helps in the identification of new genes, know about their functioning and expression levels under different conditions.

**Disease Diagnosis**: DNA Microarray technology helps researchers learn more about different diseases such as heart diseases, mental illness, infectious disease and especially the study of cancer. Until recently, different types of cancer have been classified on the develop. Now, with the evolution of microarray technology, it will be possible for the researchers to further classify the types of cancer on the basis of the patterns of gene activity in the tumor cells. This will tremendously help the pharmaceutical community to develop more effective drugs as the treatment strategies will be targeted directly to the specific type of cancer.

**Drug Discovery**: Microarray technology has extensive application in Pharmacogenomics. Pharmacogenomics is the study of correlations between therapeutic responses to drugs and the genetic profiles of the patients. Comparative analysis of the genes from a diseased and a normal cell will help the identification of the biochemical constitution of the proteins synthesized by the diseased genes. The researchers can use this information to synthesize drugs which combat with these proteins and reduce their effect.

**Toxicological Research**: Microarray technology provides a robust platform for the research of the impact of toxins on the cells and their passing on to the progeny. Toxicogenomics establishes correlation between responses to toxicants and the changes in the genetic profiles of the cells exposed to such toxicants.
3. DATAMINING AND SOFT COMPUTING PARADIGM IN THE AREA OF GENE EXPRESSION IN CANCER DATA - RECENT RELATED RESEARCH : A REVIEW

There exists considerable literature on the application of different soft computing paradigm in the area of gene expression cancer data sets. One of the first landmark studies using microarray data to analyze tumor samples was done by Golub et al. [18]. This study on human acute leukemia showed that it was possible to use microarray data to distinguish between acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL) without any previous knowledge. For the first time the potential of microarray data was shown by illustrating its use in discovering new classes using the previously introduced class discovery methods (i.e., unsupervised analysis) and, second, by using microarray data to assign tumors to known classes (i.e., supervised analysis).

Perou et al. [19] did a similar analysis using hierarchical clustering on breast cancer and found different groups of breast tumors.

Alon et al. [20] adopted a two-way clustering method whereby both genes and tumors were clustered. They showed that colon tumors and normal colon tissues were separated based on the microarray data. Also, they showed that co-regulated families of genes also clustered together.

Tibshirani et al. [21] built further on the development of supervised microarray data analysis methods by developing the nearest shrunken centroid method, also known as PAM. This technique not only allows predicting of classes, but also tries to limit the number of genes necessary to make the prediction. By limiting the number of genes, it is possible to develop cheaper methods to make a diagnostic test, such as smaller microarrays or quantitative PCR. After these studies research groups focused more on class.

Ahmad M. Sarhan [22] has presented a stomach cancer detection system based on Artificial Neural Network (ANN), and the Discrete Cosine Transform (DCT). The proposed system has extracted classification features from stomach micro arrays using the DCT. The features extracted from the DCT coefficients have been then applied to an ANN for classification (tumor or non-tumor). The microarray images used in this study have been obtained from the Stanford Medical Database (SMD). Simulation results have shown that the proposed system produces a very high success rate.

Bharathi et al. [23] have attempted to find the smallest set of genes that can ensure highly accurate classification of cancer from micro array data by using supervised machine learning algorithms. The significance of finding the minimum gene subset has been three fold:1) It has greatly reduced the computational burden and noise arising from irrelevant genes.2) It has simplified gene expression tests to include only a very small number of genes rather than thousands of genes, which could significantly bring down the cost for cancer testing. 3) It has called for further investigation into the possible biological relationship between these small numbers of genes and cancer development and treatment. Their simple yet very effective method has involved two steps. In the first step, they have chosen some important genes using a 2 way Analysis of Variance (ANOVA) ranking scheme. In the second step, they have tested the classification capability of all simple combinations of those important genes using a good classifier such as Support Vector Machines. Their approach has obtained very high accuracy with only two genes.

Bo Li et al. [24] have discussed that the gene expression data collected from DNA micro array are characterized by a large amount of variables (genes), but with only a small amount of observations (experiments). They have proposed a manifold learning method to map the gene expression data to a low dimensional space, and then explore the intrinsic structure of the features so as to classify the micro array data more accurately. The proposed algorithm could project the gene expression data into a subspace with high intra-class compactness and inter-class separability. Experimental results on six DNA micro array datasets have demonstrated that their method is efficient for discriminant feature extraction and gene expression data classification. Their work is a meaningful attempt to analyze micro array data using manifold learning method; there should be much room for the application of manifold learning to bioinformatics due to its performance.
Xiaosheng Wang et al. [25] have discussed that a gene selection is of vital importance in molecular classification of cancer using high-dimensional gene expression data. Because of the distinct characteristics inherent to specific cancerous gene expression profiles, developing flexible and robust feature selection methods has been extremely crucial. They have investigated the properties of one feature selection approach proposed in their previous work, which has been the generalization of the feature selection method based on the depended degree of attribute in rough sets. They have compared the feature selection method with the established methods with respect to the depended degree, chi-square, information gain, Relief-F and symmetric uncertainty, and analyzed its properties through a series of classification experiments. The results have revealed that their method is superior to the canonical depended degree of attribute based method in robustness and applicability. Moreover, their method has been comparable with the other four commonly used methods. More importantly, their method could exhibit the inherent classification difficulty with respect to different gene expression datasets, indicating the inherent biology of specific cancers.

Mallika et al. [26] have presented a novel method for improving classification performance for cancer classification with very few micro array Gene expression data. The method employs classification with individual gene ranking and gene subset ranking. For selection and classification, the proposed method has used the same classifier. The method has been applied to three publicly available cancer gene expression datasets from Lymphoma, Liver and Leukaemia datasets. Three different classifiers namely Support vector machines-one against all (SVM-OAA), K nearest neighbour (KNN) and Linear Discriminant analysis (LDA) have been tested and the results have indicated improvement in performance of SVM-OAA classifier with satisfactory results on all the three datasets when compared to the other two classifiers.

Chhanda Ray [27] has discussed DNA micro array gene expression patterns of several model organisms and provided a fascinating opportunity to explore important abnormal biological phenomena. The development of cancer has been a multi-step process in which several genes and other environmental and hormonal factors play an important role. They have proposed a new algorithm to analyze DNA micro array gene expression patterns efficiently for huge amount of DNA micro array data. For better visibility and understanding, experimental results of DNA micro array gene pattern analysis have been represented graphically. The shape of each graph corresponding to a DNA micro array gene expression pattern has been determined by using an eight-directional chain code sequence, which has been invariant to translation, scaling, and rotation. The cancer development has been identified based on the variations of DNA micro array gene expression patterns of the same organism by simultaneously monitoring the expressions of thousands of genes. At the end, classification of cancer genes has also been focused based on the distribution probability of codes of the eight-directional chain code sequences representing DNA micro array gene expression patterns and the experimental result has been provided.

While Chu et al. [31] [36] has used a five-genes set for 100% correct classification on the lymphoma data in the fuzzy NF framework, A dynamic fuzzy neural network, involving self-generation, parameter optimization, and rulebase simplification, is used [31][36] for the classification of cancer data such as lymphoma, liver cancer.

Banerjee et al. [35] [36] obtained a misclassification for just two samples from the test data using a two-genes set. In case of the leukemia data, a two-genes set is selected, whereas the colon data results in an eight-genes reduct size. An evolutionary rough feature selection algorithm [35][36] has been used for classifying microarray gene expression patterns. The effectiveness of the algorithm is demonstrated on three cancer datasets, viz., colon, lymphoma, and leukemia.

S.Mitra et al. has discussed An evolutionary rough c-means clustering algorithm applied to microarray gene expression data [28][36]. RSes are used to model the clusters in terms of upper and lower approximation.

S.Bicciato et.al. discussed An autoassociative neural network for simultaneous pattern identification, feature extraction, and classification of gene expression data [30] Results are demonstrated on leukemia and colon cancer datasets. The identification of gene subsets for classifying two-class
disease samples has been modeled as a multiobjective evolutionary optimization problem by K. Deb et al. [32], involving minimization of gene subset size to achieve reliable and accurate classification based on their expression levels. Classification of acute leukemia, having highly similar appearance in gene expression data, has been made by combining a pair of classifiers trained with mutually exclusive features [29].

RSes have been applied mainly to microarray gene expression data, in mining tasks like classification [38], [33]. H. Midelfart et al. used classification rules (in if-then form) for extracting data from microarray data [38], using RSeS with supervised learning. Gastric tumor classification in microarray data is made using rough set-based learning [33].

4. ASSEMBLANCE OF SOFT COMPUTING TECHNIQUES WITH MICROARRAY TECHNOLOGY IN CANCER BIOLOGY

The esemblence of soft computing techniques applied to Microarray Technology in Cancer Biology is described in table 1. The table also gives the information of different datamining tasks involved.

5. CONCLUSION

Microarray technology technology has suppressed the conventional cancer diagnostic methods based on the morphological appearance of the cancerous cell which quiet often were misdiagnosed. For more precision and effective results the emboiding of the different soft computing approaches is really recommendable. Based on the numerous publications investigating the use of DNA microarray technology, data mining and soft computing to predict outcome in different cancer sites, this technology seems to be the most mature technology from all the omics.
<table>
<thead>
<tr>
<th>Class Discovery methods</th>
<th>Assigning tumors to known classes.</th>
<th>[34]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-way Clustering</td>
<td>Both genes &amp; tumors were clustered</td>
<td>[38]</td>
</tr>
<tr>
<td>Hierarchical clustering</td>
<td>Found different groups of Breast cancer.</td>
<td>[35]</td>
</tr>
<tr>
<td>Nearest Shrunken centroid method (PAM)</td>
<td>Limit on the number of genes necessary to prediction.</td>
<td>[39]</td>
</tr>
<tr>
<td>ANN &amp; DCT</td>
<td>Very high success rate for classification of tumor and non tumors</td>
<td>[22]</td>
</tr>
<tr>
<td>Supervised machine learning</td>
<td>High accuracy with only two genes</td>
<td>[23]</td>
</tr>
<tr>
<td>Manifold learning method</td>
<td>Efficient discriminant feature extraction and gene expression data classification.</td>
<td>[24]</td>
</tr>
<tr>
<td>Rough sets, feature selection</td>
<td>Superior in applicability and robustness.</td>
<td>[25]</td>
</tr>
<tr>
<td>Gene ranking and gene subset ranking</td>
<td>Improved classification performance</td>
<td>[26]</td>
</tr>
<tr>
<td>ANN, classification</td>
<td>Simultaneous pattern extraction, Leukemia classification</td>
<td>[29], [30]</td>
</tr>
<tr>
<td>GA, classification</td>
<td>Reliable and accurate classification based on their expression levels, minimization of gene subset size</td>
<td>[32]</td>
</tr>
<tr>
<td>NF, feature selection</td>
<td>Feature selection</td>
<td>[32]</td>
</tr>
<tr>
<td>Fuzzy NN (dynamic structure growing), feature selection. ANN, classifiers</td>
<td>Colon classification, Classification of acute leukemia, having highly similar appearance in gene expression data</td>
<td>[30], [32]</td>
</tr>
<tr>
<td>RS+GA, clustering</td>
<td>Effectiveness of the algorithm is demonstrated on three cancer datasets, viz., colon, lymphoma, and leukemia.</td>
<td>[28]</td>
</tr>
<tr>
<td>NF, self-generation, parameter optimization, and rulebase simplification, classification, feature selection.</td>
<td>Lymphoma classification.</td>
<td>[31]</td>
</tr>
<tr>
<td>NF, rule base simplification.</td>
<td>Classification of Small round blue cell tumor</td>
<td>[31]</td>
</tr>
<tr>
<td>NF, classification</td>
<td>Liver cancer 100% correct classification on the lymphoma data</td>
<td>[31]</td>
</tr>
<tr>
<td>RS+GA, classification</td>
<td>Gastric tumor classification</td>
<td>[33]</td>
</tr>
<tr>
<td>GA (multi objective approach)</td>
<td>Lung cancer &amp; mixed lineage leukemia more efficient results in gene selection as compared to single objective</td>
<td>[37]</td>
</tr>
<tr>
<td>GA, SVM</td>
<td>Multiclass cancer categorization</td>
<td>[38]</td>
</tr>
</tbody>
</table>

**TABLE 1**: Use of Microarray Technology with Softcomputing in Cancer Research
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