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Abstract

In computer networks messages are transmitted through switches in order to reach destinations. Cross point switches are the simplest technique which requires one-to-one connection between input and output. The limitation of a cross bar switch technology is that if numbers of lines are large then cross point increases in huge amount consequently increasing the dimension of the switch. Space division switches are used to route the calls, which implies betterment over the cross bar technology. Actually it is built up of several smaller rectangular crossbars. This takes the advantage over the crossbar switches that less cross points are needed in the space division switches. The limitations of space division switches are that if more the number of cross points then there is increase the outgoing reaching probabilities of messages but the cost and overheads is also high with lesser cross points the congestion increases. In this paper we considered the architecture of a three crossbar space-division switch and assumed a Markov chain model for the transitional analysis of message flow. With the help of simulation study it is concluded that the impact of reaching probabilities for the different values of parameters must be kept in mind while designing this switch by designers.
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1. REVIEW OF LITERATURE


![Figure 1: Three crossbar space division switch](image)

2. MOTIVATION

Shukla and Gadewar [11] have suggested a Markov chain model for the transitional analysis of message flow in a two crossbar space division switches. We extend this model, in this paper,
from two-crossbars to three crossbar setup and with the help of a simulation study, the impact on reaching probabilities of message is analyzed.

3. INTRODUCTION AND ASSUMPTIONS

In what follows, we consider a space-division switch [11],[12] with parameters $N=16$, $n=4$, $t=3$ shown in fig. 1 and assume the followings:

a) The left side of switches is input and the flow of information is from left to right.
b) Each input line, on left side, is attached with a computer having different initial probabilities of selection by users. This level is the stage 1.
c) The middle crossbars are stage 2 containing three crossbars with each having four inputs and four output lines.
d) The third stage contains four crossbars, each with three inputs and four output lines. At this, three output lines are with computers and the fourth one, in each crossbar, is a loss state.
e) The term $I(M,K,L)$ denotes an input state at $M^{th}$ stage in $K^{th}$ crossbar and at $L^{th}$ input line

where $M=1,2,3; K=1,2,3,4; L=1,2,3,4$. For example, in fig. 1 the term $a_1$ is input state $I(1,1,1)$, $a_2$ is state $I(1,1,2)$, $c_1$ is $I(2,1,1)$, $e_1$ is $I(2,1,1)$, $g_1$ is $I(2,2,1)$, and $i_1$ is $I(3,1,1)$.
f) The term $O(M,K,L)$ denotes output state at $M^{th}$ stage, in $K^{th}$ crossbar and $L^{th}$ output line like the term $b_1$ is output state $O(1,1,1)$, $b_2$ is $O(1,1,2)$, $b_3$ is $O(1,1,3)$, $d_1$ is $O(1,2,1)$, $f_1$ is $O(2,2,1)$, $h_1$ is $O(2,2,1)$ and $j_1$ is $O(3,1,1)$.

As special, the output states $O(3,1,4)$, $O(3,2,4)$, $O(3,3,4)$ and $O(3,4,4)$ are loss states and when a message reaches to them, it is assumed lost or reached to the known destinations.

3.1. Markov Chain Model

Let $\{X_n, n = 0, 1, 2, 3, \ldots\}$ be a Markov chain with state space $I(M,K,L)$ and $O(M,K,L)$ with $M=1,2,3$ and $K,L=1,2,3,4$. The $X_n$ denotes the state of message at the $n^{th}$ step transition over states $I(M,K,L)$ and $O(M,K,L)$. The unit-step transition probabilities over states are:

$$
P[X_{n+1} = O(I,K,L) / X_n = I(I,K,L)] = L_{nk}$$

$$
P[X_{n+1} = O(I,K,2) / X_n = I(I,K,L)] = L_{lk}$$

$$
P[X_{n+1} = O(I,K,3) / X_n = I(I,K,L)] = 1 - (L_{lk} + L_{lk})$$

$$
P[X_{n+1} = I(I, K, L) / X_n = O(I, K, J)] = P_{ik}$$

when $J = 1, 2, 3$

$$
P[X_{n+1} = I(I, K, L) / X_n = O(I, K, J)]$$

$$= 1 - \sum_{i=1}^{3} P_{ik} \text{ when } L = 4; K = 1,2,3,4; J = 1,2,3$$

$$
P[X_{n+2} = O(2, K, L) / X_{n+1} = I(2, K, L)]$$

$$= P[X_{n+2} = I(2, K, L) / X_{n+1} = O(2, K, L)]$$

$$= Q_{lk}, \text{ when } L = 1,2,3; K = 1,2,3$$

$$
P[X_{n+1} = O(2, K, L) / X_n = I(2, K, L)]$$

$$= P[X_{n+2} = I(2, K, L) / X_{n+1} = O(2, K, L)]$$

$$= 1 - \sum_{i=1}^{3} Q_{ik}, \text{ when } L = 4; K = 1,2,3$$

$$
P[X_{n+2} = O(2, K, L) / X_{n+1} = I(2, K, L)]$$

$$= P[X_{n+2} = I(2, K, L) / X_{n+1} = O(2, K, L)]$$

$$= P[X_{n+2} = I(2, K, L) / X_{n+1} = O(2, K, L)]$$
\[ Q_{ik}, \text{ when } L = 1,2,3; K = 1,2 \]

\[ P[X_{n+1} = O(3,K,L) / X_{n+2} = I(3,K,J)] = R_{ij}, \]

when \( L = 1,2,3; K = 1,2,3,4; J = 1,2,3 \)

\[ P[X_{n+1} = O(3, K, 4) / X_{n+2} = I(3, K, J)] = 1 - \sum_{i=1}^{K} R_{ik} \text{, when } L = 4; K = 1,2,3,4; J = 1,2,3 \]

\[ P[X_{n+1} = I(3, K, 1) / X_{n+2} = O(3, K, L)] = S_{1k} \]

\[ P[X_{n+1} = I(3, K, 2) / X_{n+2} = O(3, K, L)] = S_{2k} \]

\[ P[X_{n+1} = I(3, K, 3) / X_{n+2} = O(3, K, L)] = 1 - \sum_{i=1}^{K} S_{ik} \]

when \( L = 1,2,3; K = 1,2,3,4 \)

The terms \( L_{ik}, S_{ik}, P_{ik}, Q_{ik}, R_{ik} (i=1,2,3) \) are the probabilities of transition lying between 0 and 1 and placed as elements of transition probability matrix given below.

**TABLE 1:** Transition probability matrix (t. p. m.) for stage 1

<table>
<thead>
<tr>
<th>States</th>
<th>( I(1, K, 1) )</th>
<th>( I(1, K, 2) )</th>
<th>( I(1, K, 3) )</th>
<th>( I(1, K, 4) )</th>
<th>( O(1, K, 1) )</th>
<th>( O(1, K, 2) )</th>
<th>( O(1, K, 3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I(1, K, 1) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( L_{1k} )</td>
<td>( L_{2k} )</td>
<td>( [1 - (L_{1k} + L_{2k})] )</td>
</tr>
<tr>
<td>( I(1, K, 2) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( L_{1k} )</td>
<td>( L_{2k} )</td>
<td>( [1 - (L_{1k} + L_{2k})] )</td>
</tr>
<tr>
<td>( I(1, K, 3) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( L_{1k} )</td>
<td>( L_{2k} )</td>
<td>( [1 - (L_{1k} + L_{2k})] )</td>
</tr>
<tr>
<td>( I(1, K, 4) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( L_{1k} )</td>
<td>( L_{2k} )</td>
<td>( [1 - (L_{1k} + L_{2k})] )</td>
</tr>
<tr>
<td>( O(1, K, 1) )</td>
<td>( P_{1k} )</td>
<td>( P_{2k} )</td>
<td>( P_{3k} )</td>
<td>( [1 - (P_{1k} + P_{2k} + P_{3k})] )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( O(1, K, 2) )</td>
<td>( P_{1k} )</td>
<td>( P_{2k} )</td>
<td>( P_{3k} )</td>
<td>( [1 - (P_{1k} + P_{2k} + P_{3k})] )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( O(1, K, 3) )</td>
<td>( P_{1k} )</td>
<td>( P_{2k} )</td>
<td>( P_{3k} )</td>
<td>( [1 - (P_{1k} + P_{2k} + P_{3k})] )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE 2:** Transition probability matrix (t. p. m.) for stage 2

<table>
<thead>
<tr>
<th>States</th>
<th>( I(1, K, 1) )</th>
<th>( I(1, K, 2) )</th>
<th>( I(1, K, 3) )</th>
<th>( I(1, K, 4) )</th>
<th>( O(1, K, 1) )</th>
<th>( O(1, K, 2) )</th>
<th>( O(1, K, 3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I(1, K, 1) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( L_{1k} )</td>
<td>( L_{2k} )</td>
<td>( [1 - (L_{1k} + L_{2k})] )</td>
</tr>
<tr>
<td>( I(1, K, 2) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( L_{1k} )</td>
<td>( L_{2k} )</td>
<td>( [1 - (L_{1k} + L_{2k})] )</td>
</tr>
<tr>
<td>( I(1, K, 3) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( L_{1k} )</td>
<td>( L_{2k} )</td>
<td>( [1 - (L_{1k} + L_{2k})] )</td>
</tr>
<tr>
<td>( I(1, K, 4) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( L_{1k} )</td>
<td>( L_{2k} )</td>
<td>( [1 - (L_{1k} + L_{2k})] )</td>
</tr>
<tr>
<td>( O(1, K, 1) )</td>
<td>( P_{1k} )</td>
<td>( P_{2k} )</td>
<td>( P_{3k} )</td>
<td>( [1 - (P_{1k} + P_{2k} + P_{3k})] )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( O(1, K, 2) )</td>
<td>( P_{1k} )</td>
<td>( P_{2k} )</td>
<td>( P_{3k} )</td>
<td>( [1 - (P_{1k} + P_{2k} + P_{3k})] )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( O(1, K, 3) )</td>
<td>( P_{1k} )</td>
<td>( P_{2k} )</td>
<td>( P_{3k} )</td>
<td>( [1 - (P_{1k} + P_{2k} + P_{3k})] )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
The general form for \( M = 1 \) (stage 1) = \( p(x = O(1, k, L)) \) = \( L \)

The O(1,K,L) over varying K and L are the outgoing states, for the stage 1, where the message is ready to route into for the next stage.

The O(1,K,L) over varying K and L are the outgoing states, for the stage 1, where the message is ready to route into for the next stage.

\[
P[x = O(1, k, L)] = L_{1k}
\]

when \( L = 1 \); \( k = 1, 2, 3, 4 \)
\[ P \{ X = O(2, k, L) \} = \begin{cases} 1 & \text{when } k = 1, \text{ } L = 1, 2, 3 \\
1 - L_{1k} + L_{2k} & \text{when } L = 3 \\
1 - L_{3k} + L_{2k} & \text{when } L = 4 \end{cases} \]

The general form for \( M = 2 \) (stage-2) is

\[ P \{ X = O(2, k, L) \} = \begin{cases} 1 - \sum_{i=1}^{3} q_{i} & \text{when } k = 1, \text{ } L = 4 \\
1 - \sum_{i=1}^{3} q_{i} & \text{when } k = 2, \text{ } L = 4 \end{cases} \]

5. **K-Dependent Model and Simulation Study**

Consider the following K-dependent Markov chain model with unit-step transition probabilities

\[ P[X_{i} = O(1, K, J) | X_{i-1} = I(1, K, L)] = K(a)^{J} \quad \text{when } J = 1, 2 \]
\[ P[X_{i} = O(1, K, J) | X_{i-1} = I(1, K, L)] = \begin{cases} 1 - 2K(a)^{J} & \text{when } J = 3 \end{cases} \quad \text{when } L = 1, 2, 3, 4 \]
Where $a,b,c,d$ and $e$ are constants having values in between 0.00 to 0.5. These transition probabilities are not by the variation in $L$. Because of being $K$-dependent model, the idea for this form of probability is to consider probabilities in power function of $K$.

5.1 Reaching Probabilities Over Stages The Fig. 5.1 to fig. 5.4 shows the variation of reaching probabilities $P[M,K,1]$ over $K$ according the values of constants $a=0.1$, $c=0.1$, $0.1<e<0.5$.

In light of assumed unit-step transition probability model, for the constant value of $k=1$, the connecting probability $P[M,K,1]$ decreases at second stage ($M=2$) with respect to first stage.
(M=2), but increases for(M=3). At K=2 and K=3 the similar pattern has observed with relatively closer probability difference.

With the small values of d i.e. for d = 0.1 or d = 0.2, a sudden increase of probability \( P[M,K,1] \) has observed at K=4 for M=3 than compare to M=1. The outgoing probability at first stage \( (M=1) \) is highest, followed by third stage M=3 but congestion occurs at intermediate crossbar M=3. It is because of the fact that several output lines reaches to the middle crossbars. For fixed value of M, the increase in value of K has the most significant impact in reducing the probability \( P[M,K,1] \). But, exceptionally at K=4, a sudden increase has observed for large value of d say d>=0.4. One more thing is observed that the reaching probability \( P[M,K,1] \) increases for M=3 With respect to increase value of d.

According to fig.5.5 to 5.9 we observe that the variation over parameter c along with d also produces a change in the probability level. The third stage has constantly high probability than others. At K=1, the third stage probability p[3,1,1] is higher than others. But on K=2, we have \( P[1,2,1]=p[2,2,1] \) and a decreasing pattern for M=3. The decrease over K continues up to K=3, but a sudden increase has found thereafter which is drastic when d is large. As shown in fig. 5.10 to 5.12, the pattern of probability distribution differs much at the third stage for large values of c and d.
At the third stage, the probability $P[M,K,1]$ becomes high and decreases gradually over increasing value of $K$. As shown in fig. 5.9, the higher value of parameters $c$ and $d$ both has a significant effect on reaching probabilities at the third stage.

In light of fig. 5.10 to 5.16, it is observe that these parameters drastically changes the probability pattern more than the variation of $c$ and $d$. At $a = 0.3$, the first stage has observed the higher probability than the others. The increase in values primarily changes the outgoing probability.
While looking in fig. 5.17 to 5.18, it is found that for higher value of a and c both with respect to different values of d, a sudden variation arises at the third stage of probability and the reaching probability reduces constantly over the increases in K. But at this stage, the entire pattern of variation seems to get stabilise over the variation of K and probabilities are nearly parallel to the X-Axis.

The reaching probabilities at stage 2 increases than other stages when a is higher than c & d both. But with increasing values of c and d, when a=0.5 creates a decreasing pattern of probability over increasing values of K. However, the probability M=3 reduces than M=1 and M=2 at many occasions for large values of a. The uppermost element of third stage has highest chance of outgoing probability as shown in fig. 5.18, when a=c=d=0.5.

### 6. CONCLUSION

Some interesting highlights of the simulation study are concluded below.

(i) Under the assumed transition probability model the outgoing probabilities from crossbars reduces at the intermediate links(crossbar at M=2) for small values of d(d=0.1 or d=0.2). The higher values of d increases the reaching probabilities P[M,K,1] for M=3. This seems at stage 3, the higher choice of value d i.e. d € (0.3,0.5) is recommended for better chances connectivity (when a=0.1 and c=0.1)).

(ii) The simultaneous increase in c and d values i.e. c,d € (0.3,0.5) also increases the outgoing chances of passing the message at the third stage. The unequal probability distributions between switching elements at the second and third stage increases the outgoing probability at the last stage. It means that unequal probability of outgoing message through three pins of crossbar plays a significant role. The unequal probability allocation to switching pins improves the message passing chances.

(iii) The increment in values of a, produces high outgoing probabilities at the first stage but relatively low outgoing at the third stage P[3,1,1]. Therefore, smaller values of a, a € (0.1,0.2) is recommended in order to get high outgoing probabilities at the third stage.
The unequal transition probabilities over K and M definitely affects the outgoing probabilities at the third stage. However, for k>2, a slight downfall in the message passing probability is observed.

(iv) As a special case, when a=0.5, c=0.5 and d=0.5, the outgoing probability becomes independent of K for K=1 and K=2 and depends for K>2. Further, this reveals a special feature that outgoing probability at the third stage is constantly higher than any other stages. Equal values of parameters a, c, d generates higher chance of passing the message through the third stage.

(v) While looking into the variation of d, the probability P[3,K,1] increases as d increases for K=4 only up to the stage where ε (0.1,0.3). When c>0.3 the outgoing probability P[3,K,1] becomes high for K=1. This seems if message is to pass from the first element of the third stage (M=3,K=1) the higher values of c and d are suitable (e.g. c=0.5,d=0.5) and if the same is to pass through fourth element of third stage (M=3,K=4) the small c and large d (e.g. c=0.1,d=0.5) is required. This reveals that the choice of c and d highly affect the outgoing probabilities but parameter a does not have so.

(vi) In K-dependent model, the increase in parameter a, has very important role in deciding about the probability pattern of outgoing message.

(vii) One interesting observation in three pin case found as for L=4. The reaching probability is much higher. Moreover, on more specific observation is that at K=1, a linear trend is found for increasing values of d when a, c are fixed.

In all, in space-division switches, the outgoing probability at the third stage under K-dependent Markov chain model is highly dependent on the appropriate choice of parameters a, c and d. If the transition inside the switching elements are preset as per model probability then the passing of message through certain connecting lines shall be easy in terms of chances. This recommends to the switch designers to construct space-division switches with unequal transition probabilities within elements and between elements. So we can conclude that the hardware designers of space division switches must keep in mind the recommended values of different parameter respectively for getting better chance of connectivity.
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