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Abstract

Travel time prediction plays an important role in the research domain of Advanced Traveler Information Systems (ATIS). Clustering approach can be acted as one of the powerful tools to discover hidden knowledge that can easily be applied on historical traffic data to predict accurate travel time. In our proposed Naïve Clustering Approach (NCA), we partition a set of historical traffic data into several groups (also known as clusters) based on travel time, frequency of travel time and velocity for a specific road segment, day group and time group. In each cluster, data objects are similar to one another and are sufficiently different from data objects of other groups. To choose centroid of a cluster, we introduce a new method namely, Cumulative Cloning Average (CCA). For experimental evaluation, comparison is also focused to the forecasting results of other four methods namely, Rule Based method, Naïve Bayesian Classification (NBC) method, Successive Moving Average (SMA) and Chain Average (CA) by using same set of historical travel time estimates. The results depict that the travel time for the study period can be predicted by the proposed strategy with the minimum Mean Absolute Relative Errors (MARE) and Mean Absolute Errors (MAE).
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1. INTRODUCTION

In the research area of Intelligent Transportation Systems (ITS), travel time prediction is a very important issue and is becoming increasingly important with the advancement of ATIS [1]. Moreover, information, provided by travel time forecasting, helps traveler to decide whether they should change their routes, travel mode, starting time or even cancel their trip [2]. Therefore, the reliable and accurate travel time prediction on road topology plays an indispensable role in any kind of dynamic route guidance systems such as trip planning, vehicular navigation systems, etc. to fulfill the users’ whim. Most importantly, the importance of travel time information is also significant to find the shortest path in terms of time. On top of that, accurate travel time estimation can improve the service quality of delivery industries by delivering products on time.

Predicted travel time information provides the capacity for road users to organize travel schedule pre-trip and en-trip. It helps to save transport operation cost and reduce environmental impacts. As congestion increases on urban freeways, more and more journeys are impacted by delays. Unless a traveler routinely traverses a given route, the extent of possible delays are unknown...
before departing on a journey and the uncertainty must be addressed by allocating extra time for traveling. ATISs attempt to reduce the uncertainty by providing the current state of the system and sometimes a prediction of future state. In this context, travel time is an important parameter to report to travelers. Generally, prediction of travel time depends on vehicle speed, traffic flow and occupancy that are extremely sensitive to external event like weather condition and traffic incident [3]. Addressing the uncertainty on road network is also a crucial research issue. Additionally, prediction on uncertain situation is very complex, so it is important to reach optimal accuracy. Yet, the structure of the traffic flow of a specific road network fluctuates based on daily, weekly and occasional events. For example, the traffic structure of weekend may differ from that of weekday [17]. So, time-varying feature of traffic flow is one of the major issues to estimate accurate travel time [12].

In this research, we propose a new clustering way that is able to predict travel time accurately and reliably. Here, we attempt to combine the merits of our previous methods namely NBC [12], Rule based method, SMA and CA [13] by eliminating the shortcomings of those methods. Actually, this is the update version of our most recent research [16]. With the same set of historical traffic data, comparison is also made to evaluate our proposed method. Experimental results show the superiority of our proposed method over other prediction methods namely, NBC, Rule based, SMA and CA.

The remaining portions of this paper are organized as follows: Section 2 introduces some related researches in this field. An outline of our proposed NCA with example is demonstrated in section 3, Section 4 presents a concise experimental evaluation. Finally, the conclusion words and guidelines of future research are discussed in section 5.

2. LITERATURE REVIEW AND MOTIVATION

Nowadays, travel time prediction has emerged as an active and intense research area. So, a healthy amount of researchers have paid their concentration on the accurate travel time prediction. Several methodologies have been developed till date to compute and predict travel time with varying degree of success. A wide-ranging literature review on the topic of travel time prediction is presented in this section.

Park et al [5], [6] proposed Artificial Neural Network (ANN) models for forecasting freeway corridor travel time rather than link travel time. One model used a Kohonen Self Organizing Feature Map (SOFM) whereas other utilized a fuzzy c-means clustering technique for traffic pattern classification. Lint et al [7], [8] proposed a state-space neural network based approach to provide robust travel time predictions in the presence of gaps in traffic data. In [14], Kitaoka et al. developed a new computational method that they called the “Three-Range Composite Prediction Method” to realize optional dynamic route guidance and arrival travel time prediction with the TOYOTA G-BOOK telematic service. Kwon et al [9] proposed linear regression method to predict travel time.

A linear predictor consisting of a linear combination of the current times and the historical means of the travel times was proposed by Rice et al [10]. They proposed a method to predict the time that would be needed to traverse a given time in the future. Wu et al [3] applied support vector regression (SVR) for travel time predictions and compared its results to other baseline travel-time prediction methods using real highway traffic data. Most recent research in this field was proposed by Erick et al [11]. They investigated a switching model consisting of two linear predictors for travel time prediction. UI et al. [15] investigated an approach based on pattern matching which had relied on historic data patterns for estimating future travel times.

An efficient method for predicting travel time by using NBC was proposed by Lee et al [12] which had also been scalable to road networks with arbitrary travel routes. The main idea of NBC was that it would give probable velocity level for any road segment based on historical traffic data. It was shown from experiments that NBC could reduce MARE significantly rather than the other predictors. Another effective rule-based method was proposed by Chang et al [17] in where they had considered vehicle’s current road information, day time and week day information to extract
best suited decision rule. In [13], we formulated two completely new methods, namely SMA and CA that were based on moving average. In that research, we eliminated the drawbacks of conventional moving average approach such as unwanted fluctuation in data set. These methods were also scalable to large network with arbitrary travel routes. Moreover, both methods were less expensive in terms of computational time. Consequently, it was revealed that these proposed methods can reduce error significantly, compared with existing methods.

The prediction of travel time has been received an increasing attention in recent years that urges many researchers to motivate themselves in the research of travel time forecasting. Besides, travel time estimation and prediction form an integral part of any ATIS and ITS. In NBC and rule-based methods, a whole day and velocity of vehicle are divided into several groups in an effective and efficient manner. Moreover, in rule-based method, authors also concentrate on week days. But, the calculation of velocity level for a particular route enhances the complexity. Furthermore, it emphasizes only on those data that have high probability i.e. it doesn’t take all data in consideration. In rule-based method, road information, day time and week day information are taken into account to carry out rule generation process. Generated rules are used to predict velocity class. As they generate some fixed rules, so it is unable to address uncertain situation. On the other hand, SMA and CA compute all data and are not based on probability theory. Although, SMA and CA provide an almost accurate travel time, those are unable to find uncertain data from the available traffic data. Clustering is one of the powerful leading data mining tools for discovering hidden knowledge that can be applied in the large historical traffic data set. To address the uncertain situation, and predict travel time more accurately, we propose NCA. In this study, our attempt to eliminate the shortcoming of NBC, rule-based, SMA and CA as well as combining their facilities. The key challenges of this research are to increase prediction accuracy and to address uncertain situation. On top of that, proposed method can also be scalable to large network with arbitrary travel routes. To clarify our method, the complete scenario of our method is presented in the next section.

3. PROPOSED NAÏVE CLUSTERING APPROACH
Cluster analysis or clustering is an assignment of separating the set of observations into subset. A cluster is therefore a collection of objects which are similar between themselves and are dissimilar to the objects belonging to other clusters. From available clustering techniques, partitioning and hierarchical clustering ways are popular and effective. In our research, we emphasize on partitioning clustering. For its simplicity and speed, K-means clustering, one of the partitioning clustering techniques is a better candidate to run on large data set. The procedure of K-means follows a simple and easy way to classify a given data set through a certain number of clusters (assume K clusters) fixed a priori. The main concept is to define K centroids, one for each cluster. The main disadvantage of K-means clustering is that it doesn’t yield the same result with each run, since the resulting clusters depend on the initial random assignment. In contrast, we formulate our approach in a cunning way so that it eliminates all shortcomings of traditional K-means algorithm. Our algorithm can automatically determine the number of clusters without the intervention of users i.e. no fixed K clusters. Apart from it, we incorporate a technique so that centroids of different clusters maintain a sufficient difference by placing them as much as possible far away from each other. Furthermore, the initial random assignment problem is also handled. In addition, to re-estimate the centroid from a cluster, we introduce a new method, namely Cumulative Cloning Average which is described in section 3.1.

At first, an origin with start time, day and destination is provided by user. A route may consist of several road segments from origin to destination. Initially, we apply our NCA on the data set of the first road segment to calculate the end time of first road segment which in turn becomes the start time of the next road segment. Finally, applying successive repetition approximate travel time from origin to destination can be measured.

3.1. Cumulative Cloning Average (CCA)
To re-estimate a suitable centroid from available data of a cluster, a new method has been proposed. For the better understandability of the reader, CCA method with an appropriate example is presented, here.
Let \( t = (t_1, t_2, \ldots, t_n) \) be the data set where \( n \) is the number of elements in that set. The value of \( \tau[i, j] \) gives the desired result for \( t_i, t_{i+1}, \ldots, t_j \) where \( i \leq i \leq j \leq n \). Finally, the value of \( \tau[i, n] \) indicates the CCA of the data set, \( t \). CCA can be mathematically defined by following formula:

\[
\tau[i, j] = \begin{cases} 
  t_i & \text{if } i = j \\
  \sum_{k=1}^{i-1} \tau[k, (j-i)+k] + (i+1) & \text{if } i < j
\end{cases}
\]

(1)

### 3.1.1. CCA with Example

A set of data with five elements is given below i.e. \( n=5 \), here. So, let’s see how CCA works.

Sample Data \( (t_1, t_2, t_3, t_4, t_5) : 5, 3, 4, 2 \)

Total Sample Data (n): 5

![FIGURE 1: \( \tau \) table for Cumulative Cloning Average](image)

The \( \tau \) table is used for storing the value of \( \tau[i, j] \). Figure 1 illustrates CCA method on a sample data set where \( n = 5 \). When \( i=j \), then the value of \( \tau[i, j] = t_i \). Using equation 1, we can calculate the value of \( \tau[2,4] \) as \( \frac{\tau[1,2] + \tau[2,3] + \tau[3,4]}{3} = 4.193 \). Therefore, CCA of this data set travel would be 4 after applying round-off operation.

### 3.2. Definition of Time Group and Day group

The road environment of the same road network for running vehicles on the different time periods of a day is different. In NBC, the whole day time is separated into several groups according to the time. In our research, we also use their time grouping table which is illustrated in Table 1 [12].

<table>
<thead>
<tr>
<th>Start_time_range</th>
<th>Time_group</th>
<th>Start_time_range</th>
<th>Time_group</th>
</tr>
</thead>
<tbody>
<tr>
<td>06:01~10:00</td>
<td>1</td>
<td>16:01~18:00</td>
<td>6</td>
</tr>
<tr>
<td>10:01~11:00</td>
<td>2</td>
<td>18:01~22:00</td>
<td>7</td>
</tr>
<tr>
<td>11:01~12:00</td>
<td>3</td>
<td>22:01~00:00</td>
<td>8</td>
</tr>
<tr>
<td>12:01~14:00</td>
<td>4</td>
<td>00:01~06:00</td>
<td>9</td>
</tr>
<tr>
<td>14:01~16:00</td>
<td>5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1**: Time group definition
If a vehicle starts from any road segment between 16:01 and 18:00, its Time_group will be 6. The traffic flow of road network also depends on holiday, before holiday and remaining day. For our convenience, we group all national holiday and week holiday into holiday group. The previous day of holiday is also crucial in traffic structure. So, we put them in another category and the remaining days are kept in another group. For example, if it is Saturday, the group will be HD. Table 2 exhibits the day group definition. Table 3 illustrates the sample snapshot of historical traffic data for any road segment. Each record of the table contains seven attributes. The value of Time_group is calculated from the Start_time. Travel_time is the difference from End_time to Start_time. Dividing length of road segment by Travel_time, Velocity is measured.

To calculate approximate travel time for any road segment, we introduce NCA in the following section with appropriate example.

### 3.3. Procedure of Naïve Clustering Approach

When start time, day and the destination are given, our algorithm extracts the related data from the large data set according to the time_group, day_group, and road segment. Then the following step by step procedure is executed to predict the travel time of that road segment.

**PROCEDURE**

**Step 1:** Frequency for each travel time is measured by counting the repetition of that travel time in different records.

**Step 2:** Define Prediction relation that contains three attributes namely Frequency, Travel_time and Velocity. Each record of Prediction relation must contain distinct travel time.

**Step 3:** Find the greatest value from the Frequency attribute (f_{max}). A tuple $P (x_p, y_p, z_p)$ is chosen as centroid of a cluster, where $x_p$ is the maximum frequency, $y_p$ is the corresponding travel_time associated with $x_p$ and $z_p$ is the velocity associated with travel_time $y_p$. If two or more tuples contain the greatest value then make those tuples as the centroids, each for one cluster. Hence, we get a set of centroids, $P$ where each centroid has maximum frequency.

**Step 4:** Compare each tuple $T_i (x_i, y_i, z_i)$ of relation Prediction with the selected each centroid $P_k (x_p, y_p, z_p)$ by using the following formula:

$$
\text{COST} (P_k, T_i) = |x_p - x_i| + |y_p - y_i| + |z_p - z_i|
$$

(2)
Where, subscript \( k \), is the centroid number and can be ranged from 1 to \( n \), depends on the duplication of frequency number. Choose tuple \( Q_k (x_q, y_q, z_q) \) as the centroid of another cluster, where \( \text{COST} (P_k, Q_k) \) is maximum. In this way, we also get another set of centroids, \( Q \). Now, to select the final centroids, we perform intersection operation i.e. \( P \cap Q \). So, the number of tuples or elements in \( (P \cap Q) \) set is the total cluster number.

**Step 5:** Build clusters where the centroid of each cluster is the distinct element of \( (P \cap Q) \) set.

**Step 6:** Define the cluster memberships of tuples by assigning them to the nearest cluster representative tuple. The cost is given by Eq.2.

**Step 7:** Re-estimate the cluster centre by assuming the memberships found above are correct. To re-estimate we use our CCA method which has been illustrated in section 3.1.

**Step 8:** Step 6 and Step 7 are repeated until no change in clusters

**Step 9:** After complete preparation of clusters, desired predicted time is calculated separately for each cluster by using the following formula:

\[
\tau_r = \frac{\sum_{i=1}^{N} f_i \cdot t_i}{\sum_{i=1}^{N} f_i}
\]

(3)

Where \( \tau_r \) is the travel time obtained from \( r \)-th cluster, \( N \) is the total number of tuple in associated cluster, \( f_i \) is the Frequency of the \( i \)-th tuple, and \( t_i \) is the Travel_time of the \( i \)-th tuple.

**Step 10:** If the number of elements of \( (P \cap Q) \) is \( R \) i.e. \( |P \cap Q| = R \), then the final predicted approximate travel time, \( T \) for the road segment of the specific time group and day group can be defined by following formula:

\[
T = \frac{\sum_{i=1}^{R} \tau_i}{R}
\]

(4)

### 3.4. Explanation of NCA method with example

Considering the sample historical traffic data of Table 3 that contains data for Road_id = 1, Time_group = 6 and day_group = RD. Steps of NCA procedure are explained below:

**Step 1:** There are 10 records in Table 2 where Road_id and Time_group and day_group are common. First step of NCA reveals to find the frequency of each distinct travel time. If we observe Table 3, then we find that the frequency of Travel_time 7 is four (4) because the number of repetition of Travel_time 7 in different records is four. Similarly, frequencies of Travel_time 16, 9, 13, and 11 are 1, 1, 2, and 2 respectively.

**Step 2:** Prediction relation is illustrated in Table 4. Each tuple in relation has three attributes namely Frequency, Travel_time and Velocity. The relation also reveals that it contains only those tuples that have distinct travel time.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Travel_time(min)</th>
<th>Velocity (km/min)</th>
<th>Frequency</th>
<th>Travel_time(min)</th>
<th>Velocity (km/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.8192</td>
<td>2</td>
<td>11</td>
<td>1.1916</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1.456</td>
<td>4</td>
<td>7</td>
<td>1.8725</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.0082</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 4:** Prediction relation of Table 2.
Step 3: The Frequency column of relation Prediction represents that the maximum value of it is 4. No more than one tuple contain the highest frequency. So, only one member in P set that is the tuple $P(x_p, y_p, z_p) = (4, 7, 1.8725)$.

Step 4: Table 5 calculates the cost of each tuple $T_i (x_i, y_i, z_i)$ from the seed of $P$ Set by using Eq.2.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Travel_time (min)</th>
<th>Velocity (km/min)</th>
<th>Distance from $(4,7,1.8725)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.8192</td>
<td>$</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1.456</td>
<td>$3 + 2 + 0.4165 = 5.4165$</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.0082</td>
<td>$2 + 6 + 0.8643 = 8.8643$</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>1.1916</td>
<td>$2 + 4 + 0.6809 = 6.6809$</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1.8725</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE 5:** Comparison of each tuple with the centroid of $P$ set

The maximum cost (13.0533) from centroid $(4, 7, 1.8725)$ is marked as block in the Distance column of Table 5. So, the tuple $Q(x_q, y_q, z_q) = (1, 16, 0.8192)$ is selected as the centroid of $Q$ Set. As Set $P$ has only one element, Set $Q$ also contains only one element. Here, $|P \cap Q| = 2$.

Step 5: Two clusters are built where the centroid of $Cluster1$ is the tuple $P(x_p, y_p, z_p) = (4, 7, 1.8725)$ and that of $Cluster2$ is the tuple $Q(x_q, y_q, z_q) = (1, 16, 0.8192)$.

Step 6: Table 6 decides the cluster memberships of tuples by assigning them to the nearest cluster representative tuple. The numbers marked as block indicate the lowest cost comparison to other. Eq.2 is also used to find cost. 1st scenario of both clusters is shown in Table 7.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Travel_time(min)</th>
<th>Velocity(km/min)</th>
<th>Distance from $Cluster1$ centroid (4,7,1.8725)</th>
<th>Distance from $Cluster2$ centroid (1,16,0.8192)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.8192</td>
<td>$3 + 9 + 1.0533 = 13.053$</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1.456</td>
<td>$3 + 2 + 0.4165 = 5.4165$</td>
<td>$0+7+0.6368=7.6368$</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.0082</td>
<td>$2 + 6 + 0.8643 = 8.8643$</td>
<td>$1+3+0.189=4.189$</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>1.1916</td>
<td>$2 + 4 + 0.6809 = 6.6809$</td>
<td>$1+5+0.3724=6.3724$</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1.8725</td>
<td>0</td>
<td>$3+9+1.0533=13.0533$</td>
</tr>
</tbody>
</table>

**TABLE 6:** Deciding cluster memberships.

<table>
<thead>
<tr>
<th>Cluster1</th>
<th>Frequency</th>
<th>Travel_time(min)</th>
<th>Velocity(km/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>1.8725</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>9</td>
<td>1.456</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>16</td>
<td>0.8192</td>
</tr>
<tr>
<td>Cluster2</td>
<td>2</td>
<td>13</td>
<td>1.0082</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>11</td>
<td>1.1916</td>
</tr>
</tbody>
</table>

**TABLE 7:** 1st scenario of both clusters with their members.

Step 7: Re-estimating of new centroid for each cluster. We calculate the new centroid for each cluster by using CCA (Eq. 1) method separately for frequency, travel_time and velocity.

New centroid for $Cluster1$ using CCA
$P_1(x_p, y_p, z_p) = (2.5, 8, 1.664)$.

New centroid for $Cluster2$ using CCA
$Q_1(x_q, y_q, z_q) = (1.55, 13.91, 0.96)$. 
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**Step 8:** Repetition of Step 6 with new centroids of both clusters. Blocking numbers indicate lowest cost comparing to other. Detail description illustrates in Table 8.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Travel time (min)</th>
<th>Velocity (km/min)</th>
<th>Distance from Cluster1 new centroid (2.5,8,1.664)</th>
<th>Distance from Cluster2 new centroid (1.55,13.9,0.96)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.8192</td>
<td>1.5+8+0.84=10.34</td>
<td>0.55+2.09+0.14=2.7</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1.456</td>
<td>1.51+0.208=2.708</td>
<td>0.55+4.91+0.49=5.95</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.0082</td>
<td>0.5+5+0.655=6.155</td>
<td>0.45+0.91+0.048=1.408</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>1.1916</td>
<td>0.5+3+0.4724=3.9724</td>
<td>0.45+2.91+0.23=3.589</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>1.8725</td>
<td>1.51+0.208=2.708</td>
<td>2.45+6.91+0.912=10.27</td>
</tr>
</tbody>
</table>

**TABLE 8:** Deciding cluster memberships with new centroids.

Re-estimating the cluster memberships from Table 8, 2nd scenario of both clusters has been represented in Table 9.

<table>
<thead>
<tr>
<th>Cluster1</th>
<th>Frequency</th>
<th>Travel time(min)</th>
<th>Velocity(km/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>1.8725</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>9</td>
<td>1.456</td>
</tr>
<tr>
<td>Cluster2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>16</td>
<td>0.8192</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13</td>
<td>1.0082</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>11</td>
<td>1.1916</td>
</tr>
</tbody>
</table>

**TABLE 9:** 2nd scenario of both clusters with new centroids.

After repetition of step 7 we get that the most recent centroids of Cluster1 $P_{new1} (x_p, y_p, z_p)$ and Cluster2 $Q_{new2} (x_q, y_q, z_q)$ are (2.5, 8, 1.664) and (1.55, 13.9, 0.96) respectively. The most recent centroids of both clusters are similar to the 2nd most recent centroids. So, the need of repetition of step 6 and step 7 again and again are unnecessary. Table 8 shows the final clusters.

**Step 9:** By using Eq. 3, desired travel time from Cluster1 and Cluster2 can be measured

**Expected Travel Time from Cluster1**
Here, $N=2$
So, $\tau_1 = (4*7+1*9)/(4+1)$
$= (28 +9)/5$
$= 37/5$
$= 7.4$

**Expected Travel Time from Cluster2**
Here, $N=3$
So, $\tau_2 = (1*16+2*13+2*11)/(1+2+2)$
$= (16+26+22)/5$
$= 64/5$
$= 12.8$

So, expected travel time from Cluster1, $\tau_1 = 7$ min (applying round operation) and expected travel time from Cluster2, $\tau_2 = 13$ min (applying round operation)

**Step 10:** The final approximate travel time, $T$ (for Road_id=1, Day_group=RD Time_group=6) is predicted by using Eq. 4 such as the simple arithmetic mean of $\tau_1$ and $\tau_2$. So, the final approximate travel time is $T = ((7+13)/2)$ min =10 min.

**4. PERFORMANCE ANALYSIS**

**4.1. Data Set Description**
To measure the performance of different predictors, a real data set is used in our research. The data set generator is based on real traffic situation in Pusan city, South Korea. GPS sensor is used to collect real traffic delay for building this well-organized PNU generator. Traffic pattern of Pusan city was extracted from this data. According to this traffic pattern, generator simulates and generates trajectory data which almost same as real data. User interface of PNU (Pusan National University) is shown in the following figure 2.
By using this generator, 167,669 trajectories are generated. Every trajectory may compose of several road segments. The period of real traffic data covers both week days and weekends, and both peak hours and non-peak hours. This data organization format sufficiently reflects real traffic situations. For computing easily and efficiently and accurate evaluation of performance of the algorithms, data is divided into two categories, namely training data and test data sets. 365 days traffic data are used as training data set and 30 days traffic data are used as testing data set. Data from 365 training days are used for fitting the model. However, 30 days test data are used to measure prediction performance for all methods.

4.2. Comparison of Prediction Accuracy
The prediction error indices, Mean Absolute Relative Error (MARE) and Mean Absolute Error (MAE) are used to compare the accuracy among all prediction methods. MARE is the simplest & well-known method for measuring overall error in travel time prediction. MARE measures the magnitude of the relative error over the desired time range. The MARE is measured by the following formula:

\[
MARE = \frac{1}{N} \sum_{i} \frac{|x(t) - x^*(t)|}{x(t)}
\]

(5)

where \(x(t)\) is the observation value; \(x^*(t)\) is the predicted value and \(N\) is the number of samples.

On the other hand, the Mean Absolute Error (MAE) is a quantity used to measure how close forecasts or predictions are to the eventual outcomes. The MAE is a common measure of forecast error in time series analysis. This error measurement is defined as:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |x(t) - x^*(t)| = \frac{1}{n} \sum_{i=1}^{n} |e(t)|
\]

(6)

As the name suggests, the mean absolute error is an average of the absolute errors \(e(t) = x(t) - x^*(t)\), where \(x(t)\) is the prediction and \(x^*(t)\) is the true value. In equation (6), \(n\) is the number of samples.

In experimental evaluation, proposed methods are tested against other predictors like NBC, Rule-based, SMA and CA. In this section, mean relative absolute error (MRAE) and mean absolute error (MAE) among all travel time predictors are investigated. Prediction errors of all predictors from 8 AM to 6 PM are examined. There are 11 test cases are evaluated between 8 AM to 6 PM. The line chart shown in figure 3 illustrates relative performance of all travel time predictors according to MARE. From the overall point of view, proposed method performs much better than NBC, SMA, CA and Rule based methods. In case of NCA method, it is shown that eight test cases exhibit errors less than 0.40.
FIGURE 3: MARE of each method during different time interval.

FIGURE 4: Summarized MARE of each prediction method.

Summarized MARE for different methods are shown in figure 4. Summarized MARE of NCA, NBC, SMA, CA and Rule based methods are 3.8692, 4.891, 4.9902, 4.769 and 4.493 respectively. Hence, our method reduces MARE from NBC, SMA, CA and Rule based methods by 20.89 %, 22.4%, 19%, and 14% respectively.

MAE of different methods during different time interval are shown in figure 5. In major cases, our method outperforms other methods in most of the cases. Figure 6 displays that the summarized MAE of NCA, NBC, SMA, CA and Rule based methods are 2.9601, 3.0727, 3.1648, 3.2173 and 3.24 respectively and our method reduces MAE from NBC, SMA, CA and Rule based method by 3.66%, 6.4%, 8% and 8.63% respectively.
FIGURE 5: MAE of each method during different time interval.

FIGURE 6: Summarized MAE of each method.

5. CONCLUSION
In this research, we focus an effective and efficient method to predict travel time more accurately. From the performance analysis portion, we can easily conclude that our method significantly reduces errors comparing with other methods. We also formulate our method in a cunning way so that we can eliminate so called partitioning problems. The centroids of the clusters are placed in a cunning manner so that they maintain as much as possible far way from each other. The superiority of our method is that the more the historical data set increases, the more the predictor is able to predict accurately. In our future plan, we will extend our NCA approach considering not only time and day but also seasonal event. The relationship between the length of roadways and accuracy of the prediction will also be tried to focus. Most importantly, analysis of our NCA will be extended with respect to real field data.
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