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EDITORIAL PREFACE 
 

The International Journal of Artificial Intelligence and Expert Systems (IJAE) is an effective 
medium for interchange of high quality theoretical and applied research in Artificial Intelligence 
and Expert Systems domain from theoretical research to application development. This is the 
Second Issue of Volume Ten of IJAE. The Journal is published bi-monthly, with papers being 
peer reviewed to high international standards. IJAE emphasizes on efficient and effective Artificial 
Intelligence, and provides a central for a deeper understanding in the discipline by encouraging 
the quantitative comparison and performance evaluation of the emerging components of Expert 
Systems. IJAE comprehensively cover the system, processing and application aspects of Artificial 
Intelligence. Some of the important topics are AI for Service Engineering and Automated 
Reasoning, Evolutionary and Swarm Algorithms and Expert System Development Stages, Fuzzy 
Sets and logic and Knowledge-Based Systems, Problem solving Methods Self-Healing and 
Autonomous Systems etc.   
 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 10, 2021, IJAE will be appearing with more focused issues related to artificial 
intelligence and expert system research. Besides normal publications, IJAE intend to organized 
special issues on more focused topics. Each special issue will have a designated editor (editors) 
– either member of the editorial board or another recognized specialist in the respective field. 
 
IJAE give an opportunity to scientists, researchers, and vendors from different disciplines of 
Artificial Intelligence to share the ideas, identify problems, investigate relevant issues, share 
common interests, explore new approaches, and initiate possible collaborative research and 
system development. This journal is helpful for the researchers and R&D engineers, scientists all 
those persons who are involve in Artificial Intelligence and Expert Systems in any shape.  
 
Highly professional scholars give their efforts, valuable time, expertise and motivation to IJAE as 
Editorial board members. All submissions are evaluated by the International Editorial Board. The 
International Editorial Board ensures that significant developments in image processing from 
around the world are reflected in the IJAE publications. 
 
IJAE editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  
 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJAE. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJAE provides authors with high quality, helpful reviews that are shaped to assist authors 
in improving their manuscripts.   
 
Editorial Board Members 
International Journal of Artificial Intelligence and Expert Systems (IJAE) 
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Abstract 

During the last few years, there has already been a solid discussion and political will, transversal 
to most European countries, on the need to invest in prevention, promoting healthier living 
environments and person-centred digital solutions. In short, it seems that consensus on the need 
to move forward and invest in wellbeing and quality of life was achieved. 

During the COVID-19 pandemic and the confinement measures it implied, many services had to 
be closed; teleworking suddenly became the rule and many families stayed at their homes, with 
the children in remote classes, some without sufficient equipment or the most adequate digital 
tools available. Digital services, if implemented correctly, can be the right tools to address many 
of these challenges. The importance of implementing them correctly increases in the current 
context of accelerated Digital Transformation, where many are looking towards Artificial 
Intelligence (AI) as a means to help people to cope with the increasing number of digitized work. 
We are assisting to a gear-shift in the current digital revolution, as now we better understand how 
it could have been helpful, if already embedded in daily life. 

COVID-19 generated severe consequences for the working context, with effects on physical and 
mental health and wellbeing, and with trends such as teleworking coming to stay. Organizations 
and individuals working on AI can play a great role in providing solutions, not only during this 
emergency period, but also in the long-term perspective, and not only for office workers but in 
more traditional industries as well. Thus, the COVID-19 pandemic is a driver for the digital 
revolution in the workplace across many levels. However, inequalities persist and their impact on 
universal access to the digital world is enormous. Moreover, several other challenges come from 
the use of artificial intelligence in the workplace. 

This paper addresses how technology applied to the work environment can be leveraged to 
respond to the emerging challenges raised by COVID-19. It also provides reflections on the main 
opportunities and challenges that the use of AI solutions in the workplace imply, suggesting 
measures or recommendations to tackle them, towards a concerted approach to AI, integrating 
the policy agenda with the implementation strategy. 

Keywords: AI, Living and Working Environments, Digital Transformation, COVID19, Inclusion. 

 

1. INTRODUCTION 

Digital transformation is a latest trend, related to the transformation in business and operations by 
utilizing digital technologies. It is considered a major development ankle for corporations, 
supporting them against competition and enhancing their mid-term viability [1]. Usually, the 
deployment of digital technologies for supporting different aspects of a business (from sales [2] 
and marketing, to everyday operations and financial management), is based on the vision and 
decision making of the managers, who are responsible for defining and monitoring the 
organisation’s long-term strategy. Furthermore, the application of new technological trends (e.g. 
teleworking) in working environments is a gradual and time-consuming process [3], especially in 
the most traditional ones (e.g. banking, public sector), requiring a long transition period, during 
which the employees need to be trained to acquire the sufficient digital literacy, potentiating the 
gradual acceptance of the changes. 

However, the recent COVID-19 pandemic and its results proved to be a greater disruptor for the 
existing working environments [4]. The enforced lockdowns and physical distancing policies made 
it almost impossible for companies to maintain their full force at their premises, and had to 
proceed fast to an organizational transformation, from office settings to a fully remote format, in 
order to keep their personnel safe and healthy and their business running. Despite the fact that 
many employees were also allowed previously to work from home for a minimum amount of their 
time (e.g. four times per month), such policies have never applied before at such a great extent.    
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In order to prevent employers from interrupting their business activities, as employees from losing 
their income, COVID19 pandemic has been triggering remote work in a way that, probably, may 
never be completely reversed to its original state [5]. Modern computer technology and the digital 
transformation is actually the main responsible for allowing the majority of office workers to 
continue with their work, even if not in their usual workplace. 

It is also important to note that even though digital solutions were initially welcomed as the tools 
that would facilitate processes and remove demands, pressure and risks, in the workplace 
amongst many other environments, the resulting effect has been quite the opposite, it has 
increased the demand of new skills (e.g digital literacy), it has increased the expectations of 
outcomes from employees, and also created a 24/7 environment (mostly through mobile 
technologies) which, in many cases, demanded a transition from a scheduled limited availability, 
to a constant availability [6]. Such increase in expectations, availability and technological 
requirements has put a strain in the quality of life of the workforce, in particular in the case of 
older workers [7]. It is then critical to learn about what is happening during this digital-everywhere-
all the time transitions, and generate the necessary insights to guarantee and help improve 
overall quality of work, and of life. 

In the present article, the authors departed from several European projects reports, 
implementation experiments, events and research discussion, as well as an extensive literature 
search undertaken under these different initiatives, to advance with some considerations 
regarding the topic of AI in the workplace and the effects of COVID19 in the challenges to 
overcome, mainly based on inductive reasoning, supported by the shared opinions of a wide and 
multidisciplinary team of experts.  

2. USE OF DIGITAL TOOLS IN THE WORKPLACE 
Technology proved to be the greatest enabler for successfully completing this transformational 
phase of the workplace during the COVID-19 pandemic [8]. By leveraging the capabilities of 
services already applied in the office environments, and with the addition of a limited number of 
novel ones, a virtual office space was formulated where all employees may interact, collaborate 
and participate in company’s everyday activities while being physically located at their homes [9]. 

It is important to note that not all organizations and people could adapt to these new needs and 
environments, in some cases due to lack of budget and resources (i.e. hardware, Wi-Fi), skills or 
adaptive systems (i.e. the inexistence of assistive technologies) for this new hybrid-online 
working.  

When integrating AI systems in the workplace, all of the above is to be considered, to ensure a 
realistic input of information into these systems, to ensure that its benefits are greater, and not 
limited. 

2.1 Benefits and Hurdles 
For instance, tele-conference services, like Teams, Skype, Zoom, GoToMeeting, Webex, along 
with more informal channels (e.g. viber, WhatsApp, Signal, Slack, etc.) tackled the 
communication needs. Cloud-based repositories like Dropbox, Google Drive and SharePoint 
enhanced the exchange of files, documents, and information. Online office tools, like Google 
Suite or Office 365 allowed for the simultaneous access and editing of      their content. VPN tools 
enabled the access to internal information stored in a company’s server. Last but not least, 
collaboration and project management tools like Trello, Redmine or JIRA made possible the 
monitoring of a project progress and the efficient task allocation. The list of digital tools is long 
and covers all operations of a company or other type of organisation, from human resources and 
high-level management to IT services and marketing and sales, ensuring the efficient 
collaboration in a fully remote environment.       

However, the adoption of technology cannot solely make the difference leading to the 
aforementioned transition, as several non-technological challenges need to be also tackled. For 
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instance, the vast majority of companies from smaller ones to larger multinational organisations 
have established procedures and processes that formalized the operations and set the framework 
for running their businesses. Therefore, in order to make it fully running in a remote environment, 
the procedures should be adjusted accordingly. Modifying or adjusting these, in order to exploit 
the available digital tools may prove harder than learning to use the technology itself. Indeed, the 
modification in aspects that were successful and became part of an organisation’s comfort zone 
(business-as-usual) may create a high resistance to change, limiting the impact of the digital 
intervention. Issues such as data governance, ethics and privacy assume a much more important 
role when the work increases its digitalisation. 

Similar to the procedural changes, another challenge that needs to be tackled, is the change in a 
company’s nature. The transition in a remote setting may have been proven easier for companies 
already in the technology domain (e.g. software houses) or companies using a great deal of 
digital tools. But what would happen in a more “traditional” business (e.g. food production)? In this 
case, the adoption of physical distancing policies within the companies’ promises, the 
enforcement of strict hygiene measures and the implementation of shift-work programs, will have 
a better effect for such organizations, whose premises are core elements of their business. Even 
here, technology may play a supporting but substantial role in the effective employee 
management and the monitoring of physical/social distancing policies. 

Last but not least, one of the greatest challenges during the COVID-19 period is how to keep the 
employees healthy and safe. As the employees are the heart of a company, making sure that 
they will not get sick is crucial for keeping the business running. In addition, this period was 
proven to be extremely stressful, the consequences of which in personal health have been 
measured yet. Therefore, maintaining the good mental state of the employees is of equal 
importance. Preserving the good physical and mental health of the employees does not only 
concern the older ones, who may belong to a vulnerable group and consequently are more 
susceptible to COVID-19, but also affect younger ones who may be living with their parents or 
families, are more concerned about the future and may experience higher stressful conditions. 
Technology interventions in this case, may help to monitor their health and to ensure the good 
level of their mental and physical wellness. 

Technology can have a role into workers environment also when they return to the workplace 
when restrictions are relaxed. In this context tracing technologies and behavior change 
approaches can support workers in developing working practices that are safe and minimize the 
chance of contracting the virus. It has come to light that maintaining a healthy environment is as 
much a social acceptance and behavior change problem as much as it is a problem of protection 
equipment and vaccines. 

There seems to be some sort of lack of control of the use of technology, as it has entered 
people's personal and professional lives, increasing the number of online interactions in a given 
day, with colleagues, vendors, clients, friends and family members. It appears there is a need to 
spread awareness about its healthy uses, possibly about self-managing digital access and study 
how it can affect stress and, in result, quality of work (increased human error, lack of attention, 
etc.). AI systems can help understand what is happening and provide the guidance to help steer 
into the right direction, for increased economic and personal wellbeing. 

2.2 One Step Further with AI at the Workplace 
Current international research and innovation actions (e. g. Horizon 2020 projects SmartWork, 
WorkingAGE, SustAGE or CO-ADAPT) are focusing on the development and validation of 
technology-driven interventions, for supporting older employees in their everyday tasks, monitor 
their health status and enable them to remain longer in the active workforce, while allowing 
companies to efficiently exploit their long experience and collected knowledge. The SmartWork 
project (www.smartworkproject.eu/) builds a worker-centric AI system for work ability 
sustainability of older office workers, by integrating unobtrusive sensing and modeling of the 
worker state with a suite of novel services for context and worker-aware adaptive work support 
[10]. On a parallel line, the SustAGE project, develops a multi-modal person-centred IoT platform, 
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which integrates with the daily activities of ageing employees, both at work and outside. The 
system timely provides its users with personalised recommendations that jointly increase safety, 
well-being, and productivity of harbor and factory workers. Moreover, in the case of a Covid19-
incident for one of the workers, an analysis of all workers positions is carried out in order to 
identify colleagues who have been close enough to the incident and, therefore, enter a higher 
control priority. AI can also facilitate the access to knowledge in terms of information and of 
colleagues, as it is the case in the CO-ADAPT project (https://coadapt-project.eu/) that, besides a 
personal health assistant, has developed AI (EntityBot) capable to learn in office and knowledge 
work what tasks the workers in engaged, along with a model of what information entities such as 
people, documents, applications are connected to it, being then capable to recommend 
contextually relevant actionable entities that improve the efficiency and quality of work.  

Digital tools and services deployed in these projects can pave the way and act as indicative 
paradigms to similar commercial initiatives on the management of older, as well as younger 
employees, working on a remote basis. These are AI based tools that bring to the discussion 
supplementary added-value, but also additional and diverse challenges. 

There are enormous benefits of applying AI-based solutions to monitor workers’ health and 
prevent accidents or, currently, COVID-19 infections, and those benefits are reported with 
enormous potential. According to the recent Deloitte and MedTech Europe report [11], 
implementing AI in European healthcare systems could save up 380,000 to 403,000 lives 
annually or €170.9 to 212.4 billion per year.  

Moreover, as the paper on “The role of AI technologies in working through COVID-19 and its 
aftermath” [12] published by Horizon 2020 project SmartWork presented, the AI solutions 
developed for different scenarios might be particularly useful in the era of pandemic and in the 
longer future. This non-scientific paper on the role and contribution of the digital solutions and 
systems to the COVID19 implications in the work environments, gathered all projects funded 
under the same call to join efforts, reflect and share about the COVID-19 implications to the work 
environments, now that teleworking turned into a main instrument and necessity for the whole 
society; understand how the digital solutions and systems could be developed, adapted, 
optimized or applied to better respond to the pandemic context challenges.  

From the different contributions, some similarities can be highlighted: the desire to leverage the 
existing knowledge and rapidly respond to the challenges of this new (even if hopefully 
temporary) era; the understanding of the challenges ahead; and the will to overcome them 
collectively. With the help of technology, employees who have successfully passed through 
COVID-19 or another high-risk virus, can communicate their experiences in chat-rooms or other 
social media to alert their colleagues about the possible dangers and make them pay more 
attention to the prevention procedures. 

However, there are also enormous risks of misuse (if not even abuse). Those vary from privacy 
concerns, gender,  disabilities or other discrimination/racial prejudices, or the basic bias based on 
the poor quality of the data, data collection with inadequate tools, or even the imbalance in power 
between employer and employees. They should and can be limited in order to fully allow 
stakeholders to benefit from the opportunities AI solutions may bring. In order to gain the best 
insights, realistic and massive data collection practices are necessary. 

2.3 Paving The Way Further 
The report on occupational safety and health for EU-OSHA [13] reminds us about all kinds of 
risks, and that people would prefer AI in the workplace as an on-demand helper rather than as a 
manager, co-worker or proactive assistant. But, if applied properly, workers believe that AI could 
improve safety, help reduce mistakes and limit routine work.  

The “if applied properly” mentioned earlier is the key differentiator. With the technologies based 
on personal data, and many of them being so sensitive, such as health related data of various 
kinds, there is the need to ensure that the solutions are safe, secure, follow the legal standards 
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when it comes to privacy, and at the same time put the individual’s control over their data, and 
their wellbeing in the centre. Clear and transparent communication is necessary to ensure 
fairness and ethical practices. 

Health and productivity go hand in hand and AI can bring benefits for health, such as promoting 
behaviour change, as well as safety, as long as there is a clear division on the information that is 
made available to workers and employers. 

It is a huge opportunity for AI to understand who is impacted and how, do it at a very early stage 
and develop all the needed preventive and mitigative actions that may solve some of the 
challenges, namely sensitive uses, clear accountability, risks to health and safety, potential denial 
of services. 

Four main areas of challenges are thus clustered and highlighted:  
• Legal and regulatory - customising solutions at the country level, as well as in different 

domains, such as data quality, issues of ownership, privacy, ethics and overall data 
governance.; 

• Technical – this includes how data fragmentation can be overcome, storage, access, use, 
and how to progress on interoperability, not only data quality;      

• Social - including workforce accepting and trusting the apps, improving the working 
environment; 

• Education – on the topic of AI for governments, employers and employees. 

The societal issues are probably the most challenging hurdles for a wider use of AI in many 
disciplines, since, as it has been broadly accepted by experts [14]), it is not about the technology 
but rather about how it is used and governed. Consequently, solving all societal issues is 
recognised as the crucial issue related to the implementation of AI for health and wellbeing in the 
workplace. 

Complexity is one of the variables that implies societal challenges, mainly connected to the fact 
that people do not understand what happens to their data nor the benefits – due to the lack of 
clear and transparent information. Trust in the digital tools and the use of data is the main 
challenge to developers and there is the need for broader user validation in AI to increase trust. 

One additional angle that requires discussion is to understand how big is the risk that AI solutions 
can endanger jobs if they massively analyse productivity? And how can misuse by employers or 
other authorities be prevented? However, there are technical ways in which good governance can 
call for anonymization of data in a way that it can still contribute to providing insights that help 
improve existing processes, without pointing at specific people. Hence the insistence in proper 
data privacy policies and governance in place. Employees need to understand the company’s 
practices in their decisions. 

Departing from the book “Architects of Intelligence: The truth about AI from the people building it” 
[15] it is also worth to point out that it is the first time in history that more jobs are erased by a new 
technology than the ones created, which means that this a real discussion to hold. Automation 
may provoke less jobs, a shift in job types and creations, a new universe of jobs has grown as a 
result, while others are rapidly fading, and measures to prevent or address this in the societal 
area are required. Is a minimum global income to protect people that may lose jobs one solution 
to discuss? Will it be accepted that the State will provide money for those who do nothing? How is 
the digital transition managed?  

On the crossover between the human and technological factors, an important question for apps 
and systems to work correctly is eliciting the correct rules and defining the right values. AI 
technologies don’t all work the same, or face the same challenges. For example, machine 
learning algorithms deal with a huge amount of data, which can be anonymized, but still rely on 
data quality, whereas chatbots can focus on individual and personal data and encode rules and 
knowledge in order to interpret human-provided input. Consequently, the performance of AI 
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solutions strongly depends on the data provided and governance, as well as on the models 
developed, but in any case, there is still a long way to go. Privacy is, of course, a relevant issue, 
but to enable trust on AI, the collection instruments and the transmission channels are really 
important. Recent developments like blockchain technology may provide solutions with respect to 
data privacy and protection in order to improve citizens’ trust on AI.  

This also highlights the need for more clarity in what concerns the EU Health Data Space [16] 
and the different uses of data, anonymised or personal. Fair data and standards bring also very 
important initiatives in Europe to enable progress in this area. Data governance models are 
necessary to help guide the transition into AI-friendly ecosystems and organizations. 

2.4 Discussion 
When applied to the work environment, AI poses several possibilities related to its ability, not only 
to learn and predict human behaviour, but also to develop its own value and ‘morals’. Under the 
actual pandemic context, which seems to be here to stay for a while, the AI potential allows us to 
daydream on how, at the workplace, it could be used to promote and ensure the compliance of 
contingency measures and safety procedures, by workers, employers and even clients within the 
organizations, as well as to maintain or increase the workability sustainability of the oldest ones in 
the active. 

On the other hand, at home or within other personal contexts (e.g. outside, while shopping, or in 
the gym), AI solutions could be conceived and personalized to ensure physical distancing, to 
detect risk behaviours, or to avoid unnecessary travelling or face to face interaction, thus avoiding 
the spread of Coronavirus. In addition, AI could also contribute to prevent older workers (at 
greater risk towards this threat) from becoming dangerously isolated, lacking social interaction or 
family support, by enhancing their linking to the people and services in the outside world. 

However, apart from the good performance of an AI solution, humans need to ‘see inside’ the 
black box and understand how and why. This raises the need for explainable AI. People need to 
be at the center of the systems to be able to progress, which also leads to accountability – what 
are the systems doing? Who owns this information? This needs to be fully understood to ensure 
that systems and apps are used and uptake. Nevertheless, misuse can only be established 
through a regulatory framework at national level through the definition of an ethical framework. 

In practice, this means: 
• Developing ethical standards and policy frameworks to build trust and foster the adoption 

of AI in healthcare in conjunction with the working environment, 
• Securing access to the high-quality data by building data policies and infrastructure to 

foster access, and interoperability of the harmonised data; 
• Respecting the employees’ rights to privacy and confidentiality by making sure the data is 

collected and managed properly, and used meaningfully and in compliance with their 
fundamental human rights and informed consent; 

• Improving explainability and accountability, as well as digital literacy among all 
stakeholders involved, from the decision makers to the employers to the employees. 

Although there is already extensive publication in this field, most of it is either devoted to the 
technical aspects or only to the social or ethical ones. An integrated approach to AI is still needed 
and this collaborative and multidisciplinary understanding of the challenges and benefits that is at 
the heart of this article, intends to pave the way beyond a siloed perspective to call for a 
concerted policy agenda and implementation strategy of AI in the workplace.  

2.5 Conclusions 
The pandemic crisis extensively affected the way companies operate, transforming them from 
premise-centered to remote (work from home)-centered business. The use of technology and 
available digital tools enabled this transition, without the need, surprisingly, to seriously disrupt 
the ongoing operations.  
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However, the success of this digital transformation significantly depends on how effectively 
challenges related with the established procedures, the organisation’s nature and the safety of 
the employees are tackled and further elaboration will be required to adjust to these 
unprecedented working conditions. 

Even though COVID served as an accelerator for the way we worked, moving from the traditional 
office space to a hybrid or online model, the increased adoption of the internet and 
communication platforms had already introduced and pushed for a tendency to working remotely. 
As the work environment transfers from a one-context to a multi-context (including the street), 
different needs arise to help balance work and personal life, without reducing quality, but the 
opposite, aiming at increased work efficiency and satisfaction, and greater quality of life. 

Moreover, the existing digital gap, a huge number of people with problems accessing and using 
technologies (15% of the world’s population according to the WHO [17]), suffered tremendously 
with this dramatic shift, because homes and other contexts where not prepared for working 
remotely. For example, people with disabilities had special assistive technologies in the 
workplace but not in their home environment. Designing inclusive solutions, including AI, in all 
fields of life and contexts, is now more critical than ever.  The collection of data to help generate 
insights, in the form of information, can greatly help save time, increase efficacy and efficiency, 
and result in a smoother transition to this new lifestyle. 

This is a call to action for a holistic and fully inclusive approach to AI, that goes beyond 
technology and includes ethical implementation, user-centricity, cross-sectoral policies and limits 
the risks to capitalise on the benefits of the new technologies.  

However, the post-pandemic economic crisis and the social changes that are emerging from this 
period will easily create the opportunity to remove these priorities from the political agenda and 
funding plans and that, unless action is taken, can lead to a setback of more than five years in 
implementing innovation and quality of life for citizens. 

A huge ethical challenge to be faced will be to redefine the balance between digital tools and 
human presence. If this was already somewhat stable in public opinion, the emergency period 
polarized opinions once again and this may actually be a threat to the broader adoption of A.I. 
tools for an increased workability.  

It will take an enormous sensitivity and a great social conscience to evolve in the right direction 
and not lose focus - all political, economic, and social measures must have the ultimate goal of 
people's wellbeing and the promotion of common good. 
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Abstract 
 
The use of supervised learning algorithms to detect malicious traffic can be valuable in designing 
intrusion detection systems and ascertaining security risks. The Internet of things (IoT) refers to 
the billions of physical, electronic devices around the world that are often connected over the 
Internet. The growth of IoT systems comes at the risk of network attacks such as denial of service 
(DoS) and spoofing. In this research, we perform various supervised feature selection methods 
and employ three classifiers on IoT network data. The classifiers predict with high accuracy if the 
network traffic against the IoT device was malicious or benign. We compare the feature selection 
methods to arrive at the best that can be used for network intrusion prediction. 
 
Keywords: Supervised Learning, Network Attack Detection, IoT, Network Forensics, Network 
Security. 

 
 
1. INTRODUCTION 

Network traffic has seen unprecedented growth in the last decades. With growing volumes of 
Internet-connected devices, cheaper cloud storage, growing smartphone technology, decreasing 
device and network hardware costs, and the advent of 5G technology, it is predicted that by 2023, 
there will be 3X more networked devices on earth than humans. A Cisco Annual Internet Report 
Forecasts 5G to support more than 10% of Global Mobile Connections by 2023 [1], [2]. This 
growth in network traffic and Internet-connected devices has resulted in an increase of malicious 
attacks over the network that can sometimes be difficult to detect. A network attack is a type of 
cyber-attack in which the attacker attempts to gain unauthorized access into a computer network 
or an Internet-connected device for malicious purposes or reconnaissance. Cyber-attacks rank as 
the fastest growing crime in the U.S., causing catastrophic business disruption. Globally, 
cybercrime damages are expected to reach US $10.5 trillion annually by 2025. NIST defines a 
cyber-attack (breach) as, “An attack, via cyberspace, targeting an enterprise’s use of cyberspace 
for the purpose of disrupting, disabling, destroying, or maliciously controlling a computing 
environment/infrastructure; or destroying the integrity of the data or stealing controlled 
information” [3]. Over the years, Cybercrime has moved on from targeting and harming people, 
computers, networks, and smartphones - to cars, power-grids, smart devices, and anything that 
can connect back to the Internet. 
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The Internet of Things (IoT) has come a long way since the 80s when early IoT designers 
(students) at Carnegie Melon University installed micro-switches inside of a Coca-Cola vending 
machine to remotely check on the temperature and availability of their favorite beverages [4]. IoT 
devices and technology have gone mainstream these days, with IoT devices remotely controlling 
our home speakers, smart elevators, cars, household appliances, power plants, security 
cameras, baby cams, smart buildings, medical devices, freight, etc. These devices connect back 
to the Internet via traditional copper wires, fiber, and telecom technology for remote control 
functionality, thereby making them game for malicious actors using the Internet. IoT devices are 
often shipped to users with minimal logon security, operating system vulnerabilities, and overall 
poor security design. This can be mostly attributed to keeping costs down, ease of use for the 
user, and inadequate security foresight by the manufacturers. Consequently, the attack surface of 
IoT devices has greatly grown, triggering security and privacy concerns. The infamous Mirai 
botnet [5] self-replicated by seeking out hundreds of thousands of home routers with weak or 
non-existent passwords. The roll-out of the 5G mobile networks may further embolden IoT cyber 
attackers due to the advantage of high bandwidth, ultra-low latency, and fundamentally new 
networking capabilities of 5G technology [6]. 
 
IoT tangibly solves many business problems across industries such as healthcare, smart cities, 
building management, utilities, transportation, and manufacturing. About 30% of devices on 
enterprise networks today are network-connected IoT devices [7], making them potential targets 
over a network. Unlike traditional IT assets like servers and endpoints, these network-connected 
devices may not be well maintained and documented by IT teams. Such assets can easily be 
missed from an organization’s proactive security monitoring apparatus. IoT devices are also 
found in home networks and may not have adequate security controls or infrastructure to protect 
them. With more and more diverse types of IoT devices continuing to connect to the network, 
there can be a dramatic broadening of the attack surface. All it takes for a successful intrusion is 
the diminished integrity of a weak asset on the network.  
 
Predictive capabilities are incredibly beneficial in any industrial setting, especially in thwarting 
cyber-attacks. Machine learning helps solve tasks (such as regression, clustering, classification, 
dimensionality reduction, etc.) using an approach/method based on available data. A popular 
area of machine learning application in cybersecurity is helping businesses detect malicious 
activity faster and stop attacks before they get started. Cybersecurity should be implemented in 
layers against any asset. It must be noted that machine learning alone will never be a silver bullet 
for cybersecurity, but when coupled with other controls, it can improve intrusion detection. While 
extensive research has been undertaken to predict/detect network attacks on common 
Information Technology assets, little research has been conducted towards IoT device attacks. In 
this research, we apply machine learning approaches towards IoT attack detection using the 
IoTID20 dataset [8] that was built on the network traffic of botnet attacks [9] against IoT devices. 
Three feature selection models are chosen, and the prediction of an attack based on supervised 
learning is presented by applying three classifiers against each feature selection model. 

 
2. BACKGROUND 

An intrusion detection system (IDS) is a hardware device or software application that monitors a 
network or host for malicious activity or policy violations [10]. While IDS alerts on intrusions, 
Intrusion Prevention Systems (IPS) can respond to detected intrusion upon discovery. Intrusion 
detection using both supervised learning and unsupervised learning has been primarily 
researched. Using unsupervised machine learning to understand better network attacks has been 
widely researched. Kumar et al. [11] evaluated MeanShift algorithm to detect network incursion 
against the KDD99 network traffic dataset. The authors concluded that the MeanShift could 
detect an attack in the network dataset. However, the algorithm could not detect Remote to Local 
(R2L) and User to Root (U2R) attacks. Serra et al. Mukherjee et al. [12] proposed ClusterGAN as 
a new medium for adaptive clustering using Generative Adversarial Networks (GANs). Choi et al. 
developed a network intrusion detection system (NIDS) using an unsupervised learning algorithm 
against unlabeled data. The high accuracy of the experiment results provided a recommendation 
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for developing network intrusion detection systems. False attack detection can be challenging to 
detect. Sakhini et al. [14] evaluated SVM (Support Vector Machine), KNN (K-Nearest-Neighbors), 
and ANN (Artificial Neural Network) to detect FDI (False Data Injection) attacks. Their experiment 
results showed that KNN and SVM were more accurate than ANN. Supervised learning is the 
machine learning task of learning a function that maps an input to an output based on examples 
(labeled data) of such input-output pairs. Balkanli et al. [17] detected network intrusion with 99% 
accuracy against 20% of backscatter darknet traffic by employing two opensource network 
intrusion detection systems (NIDS) and two supervised machine learning techniques on 
backscatter darknet traffic. Morfino et al. [18] evaluated the performance of various supervised 
machine learning algorithms in recognizing cyberattacks, specifically, the SYN-DOS attacks on 
IoT systems by differentiating them in terms of application performances and also in 
training/application times. Their Apache Spark algorithm yielded an accuracy of greater than 
99%, whereas Random Forest achieved an accuracy of 1%. A simple type of attack against IoT 
devices is Denial-of-Service (DoS). The IoT device receives bursts of surplus network traffic 
rendering it unusable or overtaxing IoT hardware and underlying infrastructure. Hodo et al. [19] 
used Artificial Neural Network (ANN) to detect Denial-of-Service (DoS) of Distributed Denial-of-
Service (DDoS) attacks with a 99.4% accuracy in attack detection. Loannou et al. [20] put forward 
the use of Support Vector Machine (SVM) learning model for detecting deviation within the 
Internet of Things. The proposed SVM model achieved up to 100% accuracy when evaluated 
against the unknown data taken from the corresponding network topology with proper training. 
The model also achieved an 81% accuracy when used under an unknown topology. Often IoT 
devices are wireless and configured to routers with poor security settings [21]. Grimaldi et al. [22] 
leveraged supervised machine learning techniques in real-time to identify and detect wireless 
traffic interference, thereby allowing for isolation and extraction of standard-specific traffic. Anthi 
et al. [23] presented a three-layer intrusion detection system (IDS) that used a supervised 
machine learning approach to detect a variety of popular network-based attacks on IoT networks. 
The proposed system’s three core functions’ performance resulted in an F-measure of 96.2%, 
90.0%, and 98.0%, respectively. This demonstrated that the proposed system could automatically 
distinguish IoT devices on the network and detect attack types against devices on the network. 
Artificial neural networks and deep learning approaches can also be used to detect network 
intrusions. Caron et al. [16] proposed a scalable clustering method called DeepCluster for 
unsupervised learning of convolutional neural networks or convnets against the ImageNet and 
YFCC100M datasets. Their results obtained were better than other state-of-the-art approaches by 
a significant margin. There are limitations to using machine learning to identify network attacks. 
Xiao et al. [15] examined attack models and IoT security solutions based on machine learning 
techniques. They concluded that supervised and unsupervised learning sometimes fails to detect 
the attacks due to oversampling, insufficient training data, and bad feature extraction. In this 
research, we leverage supervised learning to predict normal and malicious/abnormal network 
traffic using the IoTID20 dataset [8]. Ullah et al. [8] proposed this dataset, namely IoTID20 that 
was generated from Botnet traffic against IoT devices [9]. Ullah et al. [8] also utilized this dataset 
to propose a detection classification methodology. In this article, we choose a different approach 
compared to Ullah et al. [8] when selecting features and classifiers. We then evaluate these 
various feature selection approaches against classifier accuracy. 

 
3. FEATURE SELECTION IN MACHINE LEARNING 
Machine learning is a branch of computational algorithms designed to emulate human intelligence 
by learning from the surrounding environment [24]. Machine learning (ML) and Artificial 
Intelligence (AI) have become dominant problem-solving techniques in many areas of research 
and industry in the last decade. ML and AI are not the same. While Artificial intelligence is about 
problem-solving, reasoning, and learning in general; Machine learning is specifically about 
learning—learning from examples, from definitions, from being told, and from behavior [25]. While 
working with ML, we typically use datasets (like a database table or an Excel spreadsheet) that 
contain data for the experiment arranged in columns (features). Each feature, or column, 
represents a measurable piece of data that can be used for analysis. The below discussion is 
about a few feature engineering (selection) techniques and supervised learning algorithms 
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employed in our research experiments. Often in a dataset, the given set of features in their raw 
form does not provide enough, or the most optimal, information to train a Machine Learning 
model. It may be beneficial to remove unnecessary or conflicting features in some instances, 
which is known as feature selection or feature engineering. Feature selection is a critical and 
effective approach to ignoring or retaining certain features on a dataset that do not contribute 
statistically significantly towards the predicted outcome. Thus, only the most significant subset of 
features are retained in a model while removing these irrelevant, redundant, and noisy features. 
 
3.1 Filter Methods 
Filter methods select features from a dataset independently by relying on features’ 
characteristics, which is often the first step before applying machine learning algorithms. Basic 
and intuitive filter methods help remove Constant features, Quasi- Constant features, and 
Duplicated features. A dataset can also include correlated features wherein highly correlated 
features provide redundant information regarding the target. In such cases, removing one of the 
two highly correlated features can reduce the dimensionality and noise. 
 
3.2 Sequential Forward Processing 
Sequential Forward Processing (or forward feature selection) is a wrapper method that iterates 
through the set of features while evaluating them using a machine learning algorithm. A preset 
criterion (k features) is selected, which is the maximum number of features to be reached when 
starting from zero. The initial starting step is to evaluate all features individually and then select 
the one that results in the best performance [26]. In the second iteration, we test all possible 
combinations of the selected feature with the remaining features and retain the pair that produces 
the best algorithmic performance. Subsequent iterations continue by adding one feature at a time 
in each iteration until the preset criteria is reached. 
 
3.3 Sequential Backward Processing 
Sequential Backward Processing (or backward feature selection) is a wrapper method that 
iterates through the set of features while evaluating them using a machine learning algorithm. A 
preset criterion (k features) is selected, which is the maximum number of features to be reached 
when starting from zero. The initial starting step is to consider all the features in the dataset, 
followed by a performance evaluation of the algorithm [26]. Similar iterations follow by removing 
one feature (least significant) at a time producing the best performing algorithm using an 
evaluation metric. Iterations continue removing feature after feature until the preset criteria is 
reached. 
 
3.4 Recursive Feature Elimination 
Recursive Feature Elimination (RFE) is a feature selection method that fits a model (e.g., linear 
regression or SVM) and removes the weakest feature (or features) until the specified number of 
features are reached [27]. RFE requires a specified number of features to keep while eliminating 
dependencies and collinearity that may exist in the model. 

 
4. SUPERVISED LEARNING 
Supervised learning in machine learning and artificial intelligence refers to systems and 
algorithms that determine a predictive model using labeled data points with known outcomes. The 
model is learned by training through learning algorithms such as linear regression, random 
forests, or neural networks. As input data is fed into the model, it adjusts its weights through a 
reinforcement learning process, ensuring that the model has been fitted appropriately [28]. 
Supervised learning is often used to create machine learning models for Regression and 
Classification types of problems. A statistical approach known as regression analysis can be 
implemented to establish a possible relationship between different variables. Regression analysis 
consists of a set of machine learning methods that allow predicting a continuous outcome 
variable (y) based on the value of one or multiple predictor variables (x). 
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4.1 Random Forest 
Random Forest (RF) is based on decision trees and is one of the many machine learning 
algorithms used for supervised learning. There are two main ways for combining the outputs of 
multiple decision trees into a random forest, 1. Bagging (Bootstrap aggregation) used in Random 
Forests and 2. Boosting (used in Gradient Boosting Machines). Figure: 1 depicts a random forest. 
Random Forest implementations are available in many machine learning libraries for R and 
Python, like Caret (R) [30], Scikit-learn (Python sklearn.ensemble.RandomForestRegressor) [31], 
and H2O (R and Python) [32]. 
 

 
FIGURE 1: A diagram of a random decision forest [29]. 

 
4.2 Support Vector Classifier (SVC) 
The main task of the algorithm is to find the most correct line, or hyperplane, which divides data 
into two classes. An SVC is an algorithm that receives input data and returns such a dividing line. 
In python sklearn library [31], the implementation of SVC is based on libsvm. The objective of a 
Linear SVC (Support Vector Classifier) is to fit the data and return a “best fit” hyperplane that 
divides or categorizes the data. 
 
4.3 eXtreme Gradient Boosting (XGBoost) 
XGBoost implements machine learning algorithms under the gradient boosting framework and is 
an optimized end-to-end tree boosting library designed to be highly efficient, flexible, and portable 
[33]. The XGBoost library implements the gradient boosting decision tree algorithm. Figure: 2 
depicts the evolution of XGBoost. Generally, XGBoost is fast when compared to other 
implementations of gradient boosting [35]. 
 

 
 

FIGURE 2: Evolution of XGBoost Algorithm from Decision Trees [34]. 
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5. EXPERIMENTS 
The IoT dataset in .csv format obtained by Ullah et al. [8] was used for this experiment. The 
dataset contains network traffic processed from packet captures [9] on two smart home devices 
wherein attacks on these IoT devices were captured over the wireless network. We decided to 
focus on the month of May for its ease of use and as it contained all the necessary network attack 
categories. Python scripts were used for parsing, data preparation, and logistic regression. 
Results were then documented for analysis. Figure: 3 outlines the workflow of our research. 
 
5.1 Dataset Preparation 
Before logistic regression analysis could be performed, few data preparation steps were 
undertaken below to pre-process and transform the raw data into the necessary data structure to 
carry out the analysis. The timestamp feature was first formatted for a timestamp format. The 
dataset was filtered for May/2019 network traffic data using the Timestamp feature. We decided 
to ignore the features FlowID, Category, and Sub-Category. The feature Label was encoded for 
Normal =1 and Anomaly=2. The Src IP and Dest IP features were each encoded as 1, 2, 3, and 4 
depending on the network class of the IP address values (class A=1, B=2, C=3 and D=4). The 
Timestamp feature was transformed into Date and Time features (24-hr format). Data rows with 
invalid Dst IP (0.0.0.x) were ignored. Table 1 shows the features at the end of this step. We used 
pre-processing techniques such as dropping features that are Constants, Quasi-Constants, and 
Duplicates. A Pearson’s correlation of 0.8 was then applied to further select features. Correlated 
features degrade the detection capability of a machine learning algorithm, and thus, highly 
correlated features were ignored from the IoTID20 dataset. Table 2 shows a list of features that 
were dropped from the IoTID20 dataset at each pre-processing stage and the final set of features 
to retain at the end of pre-processing. 
 

 
FIGURE 3: Experiment workflow. 

 
5.2 Feature Selection and Logistic Regression 
After pre-processing, a separate dataset with 33 features as in Table 3 was created for the 
experiment. This dataset was then used for the below experiments.  
 

a) Applied Sequential Backward Processing for feature selection and obtained eight features 
for logistic regression. Table 2 shows the features obtained after applying Sequential 
Backward Processing. The dataset was split into train/test (80/20) and perform logistic 
regression using Random Forest Classifier, SVC, and XGBoost. Results were documented 
for analysis. 

b) Applied Sequential Forward Processing for feature selection and obtained eight features for 
logistic regression. Table 2 shows the features obtained after applying Sequential Forward 
Processing. The dataset was split into train/test (80/20) and perform logistic regression 
using Random Forest Classifier, SVC, and XGBoost. Results were documented for 
analysis. 
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c) Applied RFE processing for feature selection and obtained eight logistic regression 
features. Table 2 shows the features obtained after applying RFE. The dataset was split 
into train/test (80/20) and perform logistic regression using Random Forest Classifier, SVC, 
and XGBoost. Results were documented for analysis. 

 
Dataset Features 

 
 
 
 
Original 
dataset 

Src IP,Src IP Cl (network class of Src IP), Src Port, Dst IP, Dst IP CL (network 
class of Dst IP), Dst Port, Protocol, Timestamp DT (split date value of 
Timestamp), Timestamp 24HR TIME (split time value of Timestamp), Flow 
Duration, Tot Fwd Pkts, Tot Bwd Pkts, TotLen Fwd Pkts, TotLen Bwd Pkts, Fwd 
Pkt Len Max, Fwd Pkt Len Min, Fwd Pkt Len Mean, Fwd Pkt Len Std, Bwd Pkt 
Len Max, Bwd Pkt Len Min, Bwd Pkt Len Mean, Bwd Pkt Len Std, Flow Byts s, 
Flow Pks s, Flow IAT Mean, Flow IAT Std, Flow IAT Max, Flow IAT Min, Fwd IAT 
Tot, Fwd IAT Mean, Bwd IAT Mean, Fwd IAT Max, Fwd IAT Min, Bwd IAT Tot, 
Bwd IAT Mean.1, Bwd IAT Std, Bwd IAT Max, Bwd IAT Min, Fwd PSH Flags, Bwd 
PSH Flags, Fwd URG Flags, Bwd URG Flags, Fwd Header Len, Bwd Header 
Len, Fwd Pkts s, Bwd Pks s, Pkt Len Min, Pkt Len Max, Pkt Len Mean, Pkt Len 
Std, Pkt Len Var, FIN Flag Cnt, SYN Flag Cnt, RST Flag Cnt, PSH Flag Cnt, ACK 
Flag Cnt, URG Flag Cnt, CWE Flag Count, ECE Flag Cnt, Down Up Ratio, Pkt 
Size Avg, Fwd Seg Size Avg, Bwd Seg Size Avg, Fwd Byts/b Avg, Fwd Pkts b 
Avg, Fwd Blk Rate Avg, Bwd Byts b Avg, Bwd Pkts b Avg, Bwd Blk Rate Avg, 
Subflow Fwd Pkts, Subflow Fwd Byts, Subflow Bwd Pkts, Subflow Bwd Byts, Init 
Fwd Win Byts, Init Bwd Win Byts, Fwd Act Data Pkts, Fwd Seg Size Min, Active 
Mean, Active Std, Active Max, Active Min, Idle Mean, Idle Std, Idle Max, Idle Min, 
Label (converted to binary), Cat, Sub Cat 

 

TABLE 1: Original Dataset after feature cleansing. 

 

 

Pre-processing / Filter 
techniques applied 

Features dropped as a result 

 
Constant features 

Fwd PSH Flags, Fwd URG Flags, Fwd Byts/b Avg, Fwd Pkts b Avg, 
Fwd Blk Rate Avg, Bwd Byts b Avg, Bwd Pkts b Avg, Bwd Blk Rate 
Avg, Init Fwd Win Byts, Fwd Seg Size Min, Timestamp month 

Quasi-Constant features Bwd URG Flags, FIN Flag Cnt, RST Flag Cnt, URG Flag Cnt, CWE 
Flag Count, ECE Flag Cnt 

 
Duplicate Features 

PSH Flag Cnt, Fwd Seg Size Avg, Bwd Seg Size Avg, Subflow Fwd 
Pkts, Subflow Fwd Byts, Subflow Bwd Pkts, Subflow Bwd Byts 

 
 
Correlated features 

Bwd Pkt Len Mean, Idle Mean, Idle Std, Bwd IAT Tot, Fwd Act Data 
Pkts, Active Min, Fwd Header Len, ACK Flag Cnt, Bwd Pks s, Pkt 
Len Var, Active Max, Flow IAT Min, Timestamp day, Idle Max, 
Label, Idle Min, Fwd Pkt Len Mean, TotLen Fwd Pkts, Pkt Len 
Mean, Flow IAT Max, Bwd Pkt Len Min, Pkt Len Max, Pkt Size Avg, 
Fwd IAT Min, Bwd IAT Max, Fwd IAT Mean, Timestamp hour, Bwd 
IAT Min, Fwd IAT Max, Flow Byts s, Bwd IAT Mean.1 

Final set of features for experiment 

Src IP Cl, Src Port, Dst IP CL, Dst Port, Protocol, Flow Duration, Tot Fwd Pkts, Tot Bwd Pkts, 
TotLen Bwd Pkts, Fwd Pkt Len Max, Fwd Pkt Len Min, Fwd Pkt Len Std, Bwd Pkt Len Max, Bwd 
Pkt Len Std, Flow Pks s, Flow IAT Mean, Flow IAT Std, Fwd IAT Tot, Bwd IAT Mean, Bwd IAT 
Std, Bwd PSH Flags, Bwd Header Len, Fwd Pkts s, Pkt Len Min, Pkt Len Std, SYN Flag Cnt, 
Down Up Ratio, Init Bwd Win Byts, Active Mean, Active Std, Label, Timestamp minute, 
Timestamp second 

 

TABLE 2: Pre-processing of the IoT20 Dataset. 
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Feature Selection Applied Features Obtained 

Sequential Backward Processing ’Pkt Len Var’, ’Fwd Header Len’, ’TotLen Fwd Pkts’, 
’Timestamp hour’, ’Pkt Len Mean’, ’Fwd Pkt Len Mean’, 
’Bwd Pkt Len Min’, ’Timestamp day’, ’Label’ 

Sequential Forward Processing ’Pkt Len Var’, ’Timestamp hour’, ’Pkt Len Mean’, ’Fwd Pkt 
Len Mean’, ’Bwd Pkt Len Min’, ’Pkt Size Avg’, ’Timestamp 
day’, ’Bwd Pkt Len Mean’, ’Label’ 

RFE Flow IAT Max’, ’ACK Flag Cnt’, ’Idle Max’, ’Timestamp 
hour’, ’Fwd Act Data Pkts’, ’Flow IAT Min’, ’Idle Min’, ’Idle 
Std’, ’Label’ 

 

TABLE 3: Feature selection techniques applied for Logistic Regression. 

 

6. ANALYSIS 
After pre-processing, the dataset was put to three feature selection processes to arrive at eight 
highly ranked features. This was followed by three logistic regression algorithms. The first feature 
selection method was Sequential Backward Processing. The results of SVC, XGBoost, and 
Random Forest classification against the eight features from Sequential Backward Processing 
are shown in Table 6. The ROC curve for the three classifiers is shown in Figure: 5, and the 
Reliability Curve is shown in Figure 4. The second feature selection method was Sequential 
Forward Processing. The results of SVC, XGBoost, and Random Forest classification against the 
eight features from Sequential Forward Processing are shown in Table: IV. The ROC curve for 
the three classifiers is shown in Figure 7, and the Reliability Curve is shown in Figure 6. The third 
feature selection method was Recursive Feature Elimination (RFE). The results of SVC, 
XGBoost, and Random Forest classification against the eight features from RFE are shown in 
Table: IV. The ROC curve for the three classifiers is shown in Figure 9, and the Reliability Curve 
is shown in Figure 8. From Table 4, we can conclude that all the three supervised feature 
selection methods could predict with high accuracy malicious traffic vs. benign traffic. The number 
of features used (eight) was random, but changes to the number used can impact accuracy 
scores. The Root Mean Square Error (RMSE) is a valuable metric that tells us how far apart our 
predicted values are from our observed values in a model. The SVC classifier has larger RMSE 
values in the three feature selection methods, implying a worse model fits the data. Overall, the 
use of RFE yielded the best accuracy for the three classifiers. 
 

Feature Selection 
Method 

Classifier Accuracy F1 Score Recall RMSE 

 
Sequential Backward 
Processing 

SVC 
XGBoost 
Random Forest 

98.20% 
99.31% 
99.23% 

0.98 
0.99 
0.99 

0.97 
0.98 
0.98 

0.134096 
0.082918 
0.087708 

 
Sequential Forward 
Processing 

SVC 
XGBoost 
Random Forest 

98.48% 
99.30% 
99.21% 

0.98 
1.00 
0.99 

0.97 
0.98 
0.98 

0.123455 
0.083495 
0.089068 

 
Recursive Feature 
Elimination 

SVC 
XGBoost 
Random Forest 

98.76% 
99.79% 
99.78% 

0.98 
1.00 
1.00 

0.98 
1.00 
1.00 

0.111159 
0.04599 
0.047028 

    

TABLE 4: Logistic Regression Results. 
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FIGURE 4: Reliability Curve after applying sequential backward feature selection. 

 

 
 

FIGURE 5: ROC after applying sequential backward feature selection. 
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FIGURE 6: Reliability Curve after applying sequential forward feature selection. 

 
 

 
 

FIGURE 7: ROC after applying sequential forward feature selection. 
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FIGURE 8: Reliability Curve after applying RFE feature selection. 

 
 

 
 

FIGURE 9: ROC after applying RFE feature selection. 
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7. CONCLUSION 
Security threats to IoT systems and devices translate to significant security risks because of the 
inherent characteristics of the underlying technology. These characteristics make IoT 
environments versatile, functional, and efficient but can be vulnerable to threat actors. This 
research evaluates different supervised feature selection methods to predict malicious network 
traffic against IoT devices. We employ three different feature selection methods and implement 
three different logistic regression techniques for each selection method. We conclude that all the 
three logistic regression techniques (SVC, Random Forest, and XGBoost) performed with high 
accuracy. This implies that these techniques can be employed to predict an attack on IoT devices 
in a supervised learning setting.  
 
Security attacks on IoT devices can sometimes be challenging to detect since IP addresses can 
be spoofed by the attacker, making it improper to be used as a machine learning feature. IP 
addresses are also mostly used in context with other indicators during intrusion detection. While 
this research can accurately predict an IoT attack, it should be noted that supervised learning is 
limited to the quality of training data and features selected. Statistical measures for feature 
selection must be carefully chosen and can significantly impact attack/intrusion predictions. The 
choice of limiting selection to eight features and limiting the dataset used for the month of 
May/2019 was purely for the research study. A different choice can result in different classifier 
accuracy results. Lastly, security against any asset should always be deployed in layers following 
risk, vulnerability, and threat analysis. A proactive effort by both manufacturers and the business 
community towards leveraging existing Cybersecurity controls, technology, and industry best 
practices frameworks can significantly mitigate the fast-rising IoT incident exposures. 
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Abstract 
 

COVID-19 outbreak brought unprecedented changes to people’s lives and made significant 
impact on the US and world economy. It wrought havoc on livelihood, businesses and ultimately 
the economy. Understanding how the sentiment on economy is changing and main factors that 
drives the change will help the public to make sense of the impact and generating relief 
measures. In this paper we present a novel Naïve Bayes model using a word-based training 
approach to perform the analysis and determine the sentiment of Twitter posts. The novelty of 
this methodology is that we use labelled set of words to classify the tweets to perform sentimental 
analysis as opposed to the more expensive methods of manually classifying the tweets. We then 
perform analysis on the resulting labelled tweets to observe the trend of economy from February 
2020 to July 2020 and determine how COVID-19 impacted the economy based on what people 
posted on Twitter. We found our data was largely inclined towards negative sentiment indicating 
that the economy had been largely negatively impacted as a result of COVID-19. Further, we 
correlate the sentiment with the stock market index aka Dow Jones Industrial Average (DJIA) 
because stock market movement closely mirrors the economic sentiment and is shown as one of 
the main factors influencing people's attitude change from our sentimental analysis. We found 
strong correlation between the two, indicating stock market change is one of the driving factors 
behind people's opinion change about economy during pandemic. This work proposed and tested 
a generic lower-cost text-based model to analysis generic public’s opinion about an event which 
can be adopted to analyze other topics. 
 
Keywords: Sentimental Analysis, Naïve Bayes Classifier, COVID-19, Economy, Stock Market 
Index.

 
 
1. INTRODUCTION 
COVID-19

 
(Corona Virus Disease ’19) outbreak is unprecedented in human history and has 

disturbed the day-to-day life in different ways [1]. As a result of the pandemic, supply chain and 

people's economic behavior has deeply been affected. Manufacturing, transport, imports, and 

exports are greatly affected which posts impact to the economy [2]. People's lives and economic 

behavior are drastically different from pre-pandemic time as well. We are interested in studying 

how general public's opinion about the economy change during the pandemic and the main 

influential factors behind the change. By studying this topic, we can observe the extent to which 
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the economy has been impacted due to the pandemic from the general public's perspective, 

make meaningful observations and analysis which can help shine light on people's opinion about 

economic change and the main driving factors behind. 

 

Though different techniques and data can be used to study the economy change, for example,  

unemployment rate, industrial production, etc. We are primarily interested in studying how it 

impacted personal lives. Twitter seems to be most reliable source to get the data [3], since Twitter 

reflects the sentiments of common people in day-to-day life and their views on various issues, 

whereas newspapers, news channels, magazines, etc. are the viewpoints of the journalists. 

Through Twitter we have access to analytics using which views can be statistically analyzed. 

Thus, collecting the data from Twitter is an effective and commonly used approach. So far, the 

existing works make use of already labelled tweets to perform training and get the sentiments [4]. 

Labelled tweets refer to the classified tweets i.e., tweets along with their sentiment. Manually 

labelling large amount of tweets can be very resource intensive. 

 
In this paper, we present a novel methodology to train data based on the labelled set of words 

i.e., word-based training to classify the tweets to perform sentimental analysis instead of the more 

expensive method of manually classifying the tweets. Once this model is built, it can be used on 

any text data to perform sentimental analysis. In this approach, we use Twitter data as an 

example to showcase our model and study the impact of COVID-19 through sentimental analysis. 

This paper focuses on public sentiment by collecting the tweets having keywords like ‘economy’, 

‘stock market’ and ‘GDP’ since the pandemic started. 

 

In section 2, we outline the background work and also discuss the related work in detail. We have 

collected tweets from February 2020 to July 2020 and trained our model using Naïve Bayes 

classifier and further used the classifier to perform Sentimental Analysis [5]. The classifier training 

is based on the set of positive words and negative words [6]. Once the model is trained, we use 

the trained classifier to calculate positive and negative probability of a tweet and accordingly 

classify the tweet as positive, negative, or neutral. This is explained in detail under section 3. 

After determining sentiments for every tweet, we observe and analyze the obtained results to 

understand the impact of COVID-19 on economy and people's opinion change. From the results, 

we found stock market change seems to be one of the main factors driving people's opinion 

change about the economy. We also study the correlation of the inferred sentiment with the stock 

market index i.e., Five-day moving Dow Jones Industrial Average (FDJIA) [7] because it is 

generally believed that the stock market is a reflection of the current state of economy and the 

movement of stock market captures the movement of economic sentiment. This is explained in 

detail under section 4. Lastly, we conclude our work in section 5. 

 
2. BACKGROUND AND RELATED WORKS 
Social Media has become an extension of who we are, all that we post on social media is related 

to our feelings and our opinions about a particular matter in hand [8]. It is a place where large 

amount of data gets generated continuously. Twitter is one of the popular social media platforms 

where people are open to share their thoughts and concerns about any ongoing affairs, matters
 

or crisis [1]. It is a rich source of information that would make a path for the analysis of social 

phenomena and its related sentiment [3]. Twitter data is the best source to do sentimental 

analysis (mainly categorized as positive, negative and neutral) on COVID-19’s impact on 

Economy. Analyzing the tweets gives us insights into user’s expressions, opinions and attitude 

[5]. 

 
Traditional approach to estimate sentiments involves training on already labelled data. This 

training is further used on the actual tweets to infer the sentiments. Whereas, in this work we 
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propose a novel approach of word-based training where we use certain key words to determine 

the sentiments of the tweets. We use a set of positive words and negative words, combine them, 

and use them as training data for the Naïve Bayes model. Once the model is trained, we obtain a 

trained classifier to get the sentiment of a tweet. We do not use already labelled tweets which is a 

very labor intensive approach. Instead, we make use of labelled words to label the tweets using 

Naïve Bayes approach. This is a novel approach which is intuitively modular and yields good 

accuracy as demonstrated by the testing results.  

 
There is some earlier work done on Twitter sentimental analysis using Naïve Bayes approach. In 

one approach, tweets that are already labelled as positive or negative are taken as the training 

set [9]. Number of positive words and negative words are counted for each set. If a word exists in 

only the positive set, the word has positive weight. If a word exists in only the negative set, the 

word has negative weight. Otherwise, if a word exists in both sets, it has both positive and 

negative weight [9]. In another method, the weights are modified using the average of weight 

differences [9].  

COVID-19 impact on economy has been discussed in other works. In A. Atkeson ‘s work [10], a 

SIR Markov model is built wherein the population is divided into 3 categories: susceptible to 

disease (S), actively infected with disease (I) and recovered (R) [10]. Importance is given when 

the fraction of active infections in the population exceeds 10% which can result in poor economic 

condition and cumulative impact of the disease over an 18-month horizon. Through this, they 

draw conclusions of the impact of COVID-19 on economy to be adverse and suggest that 

mitigation measures are needed.  

B. Le and H. Nguyen  used SVM and Naïve Bayes classifiers to categorize tweets into positive or 

negative [11]. They achieved an accuracy of 80.00% using Naïve Bayes approach and 78.08% 

using SVM approach. Bishwo Prakash Pokharel used TextBlob library of Python to classify 

tweets into positive and negative [12]. 

A Agarwal et al [13] Performed Sentimental Analysis of Twitter data using the POS-specific prior 

polarity features and a tree kernel. They demonstrated that tree kernel and feature-based 

approach outperform the unigram baseline using SVM. They achieved an accuracy of 75.39%. 

 
Classifiers like Naïve Bayes, Maximum Entropy, and Support Vector Machines were used to 

classify the tweets as positive and negative by A. Go, L. Huang and R. Bhayani [14]. They use 

tweets with emoticons for distant supervised learning. The accuracy achieved in the case of 

Naïve Bayes classification was 81.30%. 

 
COVID-19 has sparked interest in analysis of the impact through Twitter and sentiment analysis. 

KH Manguri et al measured how COVID-19 was trending on Twitter [15], Sakun Boon-Itt et al 

discovered the top three concerns related to COVID-19 on Twitter through sentiment analysis 

[16]. Kalifer Garcia et al did sentiment analysis on COVID-19 related tweets and concluded that 

the sentiment was largely negative [17]. Usman Naseem et al did Twitter based sentiment 

analysis on COVID-19 related tweets in early stages of pandemic and concluded that the 

sentiments were negative [18]. V. Senthil et al. used Twitter sentiment analysis to study the 

impact of COVID-19 on travel industry [19].  

 
Table 1 shows how our work is different from the already existing work based on two features - 

training and impact of COVID-19 on economy. This table shows the novelty of our work. 
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Feature Existing Work Our Work 

Training In most cases, the tweets 
are already labelled. 
Training and testing are 
done on the model based 
on these training and 
testing sets [4]. 

Instead of using the manually 
labelled tweets, we rather use 
labelled words (words labelled as 
positive or negative), and the 
training and testing are based on 
set of positive words and negative 
words (word-based training). We 
then predict the sentiment of a 
tweet based on the resultant 
trained classifier. 

Showcasing impact of COVID-
19 on economy 

Many theoretical surveys 
were done on the impact of 
COVID-19 on economy 
[10]. 
There are also few models 
like SIR Markov Model that 
are used to relate the 
number of increasing active 
COVID-19 cases to 
economic impact [11].  

No direct analysis of economy 
using computational methods 
exists  in existing work so far. We 
have used Naïve Bayes Classifier 
approach on tweets to do 
sentimental analysis by collecting 
tweets related to COVID-19 and 
economy and further corelating the 
sentiments with stock market index 

 

TABLE 1: Differences between existing work and our work. 

 
3. METHODOLOGY 
The entire implementation is done using Python 3., we collect the data from Twitter which is one 

of the most popular social media platform where people express their views. There are other 

social media platforms like Facebook, LinkedIn, Reddit exist, and it might be possible to collect 

data and perform similar sentimental analysis through other platforms if the data is text based and 

can be cleaned into similar format. But Twitter is the most suitable platform for our purpose since 

tweets are mostly text based with large number of active users expressing personal views in real 

time. We train our model using Naïve Bayes classifier and further use the classifier to perform 

Sentimental Analysis [6]. The Python libraries we use are nltk’s NaiveBayesClassifier (to train the 

model), re (to clean the tweets), matplotlib (to plot graphs), WordCloud (to draw a word cloud 

having most frequently used words), pandas (to create a data frame), LangDetect (to fetch only 

English tweets). We start by collecting tweets related to economy, clean the tweets, and tokenize 

them. Rather than manually labelling the tweets as positive or negative, we use a novel approach 

using word level labelling. In this approach, we have a set of positive words and negative words 

stored in separate files. We store the list of words in a list where each word is stored along with 

the sentiment as positive or negative. The tweets whose sentiment need to be predicted are 

tokenized since the trained data set (the set of positive and negative words) is in tokenized form. 

Then, we train our model using Naïve Bayes classifier on the word set that was obtained from the 

set of positive words and negative words. Once the model is trained, we use the trained classifier 

to calculate positive and negative probability of a tweet and accordingly classify the tweet as 

positive or negative. We also have neutral tweets, that will be explained in detail under Step 9 of 

section 3.4. After determining sentiment for every tweet, we observe the results, and do the 

analyses on how the tweets’ sentiments vary from month to month and correlate the percentages 

of positive and negative tweets with Dow Jones Industrial Average (DJIA) to observe how the 

stock market index correlates to the sentiment of tweets. The details are explained in section 4. 

Figure 1 shows the steps involved in our approach. 
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FIGURE 1: Steps involved in the approach. 

 
3.1 Data Collection 

Initially, we started collecting tweets using “Tweepy” streaming API. But since February 1, 2018, 

we cannot access tweets that are older than 7 days. So, we used GOT3 API (Get Old Tweets). 

GOT3 is a GitHub repository which uses “URLlib” for fetching tweets from Twitter's advance 

search. We used the search queries as ‘economy’, ‘stock market’, ‘GDP’, ‘unemployment’ and 

‘business shutting’ to collect the tweets. We collected about 2000 tweets per day and tweets 

range from February 2020 to July 2020. We focused on collecting tweets for 8 days in every 

month. We randomly selected some days from every month i.e., mostly weekends because users 

tweet the most during weekends in their down time. In total, we collected tweets for 48 days i.e., 6 

months multiplied by 8 days, so approximately there were around 100,000 total tweets collected. 
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Each day’s tweets are stored in a separate folder. We fetched only English tweets using 

“langdetect” library from Python and setting language to ‘en’. Example 1 shows an instance of a 

collected raw tweet. 

Example 1: "@SenatorWong so good to see that the Libs have an extra $60 billion to put back 
into the economy. Rather than be at a loss? The Libs have managed COVID exceptionally well. 
Labor are trying to find fault. Won’t work. Labour lack finesse and ability to even build wealth." 
 
3.2 Data Cleaning  
Once data is collected, we created data frame for the tweets using “Pandas” library of Python. 
Next step in the process is to clean the tweets. Example 2 shows an instance of a cleaned tweet. 
Tweets are cleaned using regular expressions in Python that are available through the “re” library. 
The usernames, hashtags, and links were removed as these were unnecessary tokens while 
analyzing a tweet. Usernames and links are unnecessary to determine the sentiment of a tweet 
and hence we remove them. Hashtags helps expressing the meaning or theme of a tweet. But 
they may not always be useful for determining the sentiment of a tweet since not every tweet 
uses them and the Hashtags might not cover the entire meaning of the message. Thus, they are 
removed during data cleaning. 

Example 2: "so good to see that the Libs have an extra $60 billion to put back into the economy 
Rather than be at a loss The Libs have managed COVID exceptionally well Labor are trying to 
find fault Won’t work Labour lack finesse and ability to even build wealth." 
 
3.3 Data Tokenization 

Cleaned tweets are passed to a tokenize function to remove stop words, punctuations and finally 
tokenize every tweet. The result of a tokenized tweets is the list of all the tokens appearing in 
each tweet separated by commas. Example 3 shows an instance of a tokenized tweet. It is 
necessary to get each word in a tweet as a token because in the training step we would be 
training on a set of positive and negative words (or tokens), and then apply the tokenized tweets 
on the trained classifier.  

Example 3: "['good', 'see', 'libs', 'extra', '60', 'billion', 'put', 'back', 'economy', 'rather', 'loss', 'libs', 
'managed', 'covid', 'exceptionally', 'well', 'labour', 'trying', 'find', 'fault', 'work', 'labour', 'lack', 
'finesse', 'ability', 'even', 'build', 'wealth']" 
 
3.4 Training (For labelling the tweets) 
We construct 2 files containing the positive and negative words. One is  positive words file which 
has a list of various positive words and another is negative words file which has a list of various 
negative words. The key to classify our tweets as positive or negative is to perform the training 
using Naïve Bayes classifier on the labelled set of words and once trained, use the trained 
classifier to find positive and negative probability of every tweet. Then based on the results, we 
classify the tweets as either positive, negative or neutral [5]. We use nltk’s NaiveBayesClassifier 
library in Python in this step [20]. This includes 10 steps as discussed below. 

Step 1: We constructed 2 word files – one having a list of positive words 

(about 2000 words) and another having a list of negative words (about 5000 

words) and converted the words into a word dictionary.  

Step 2: Once the word dictionary is created, we combine both positive and 

negative word dictionaries and store it in a variable named training. Example 

4 shows a snapshot of the tokenized dictionary generated after combining 

both the dictionaries. This word dictionary constructed from the word files 

would further help us in classifying a tweet as positive or negative while 

training. Notice that each element is a list containing a dictionary and a string 

index i.e., either positive or negative. 
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Example 4: [{'abound': True}, 'positive'], [{'abounds': True}, 'positive'], 
[{'abundance': True}, 'positive'], [{'abundant': True}, 'positive'], …….., 
[{'wrong': True}, 'negative'], [{'wrongful': True}, 'negative'] 
 
Step 3: Naïve Bayes Classifier is used to train the model on the training data 
[8]. 
 
Step 4: The Naïve Bayes training generates a classifier. This classifier will 

be used in the further steps to decide whether the tweet is positive or 

negative [5]. 

Step 5: Now we go back to our tweet. Recall that we tokenized our tweet. 

We apply a function on the tokenized tweet and generate a word dictionary 

of the tokenized tweet in the same way that we performed for the set of 

positive and negative words. Example 5 shows an instance of a tokenized 

tweet dictionary. Notice that each token is a key-value pair. 

Example 5: "{'good': True, 'see': True, 'libs': True, 'extra': True, '60': True, 

'billion': True, 'put': True, 'back': True, 'economy': True, 'rather': True, 'loss': 

True, 'libs': True, 'managed': True, 'covid': True, 'exceptionally': True, 'well': 

True, 'labour': True, 'trying': True, 'find': True, 'fault': True, 'work': True, 

'labour': True, 'lack': True, 'finesse': True, 'ability': True, 'even': True, 'build': 

True, 'wealth': True}" 

Step 6: Since the trained classifier is trained using Naïve Bayes, it is based 

on probabilities [9]. Now a positive and negative probability score would be 

assigned to the tokenized tweet dictionary that was generated in Step 5. The 

probability value ranges from 0 to 1. Few operations are applied on the 

classifier that is  generated by the Naïve Bayes Classifier to get the positive 

and negative probability score of the tokenized tweet dictionary. 

 prob_result = classifier.prob_classify (tokenized_tweet_dictionary) 

 positive_prob = prob_result.prob("positive") 

 negative_prob = prob_result.prob("negative") 

Step 7: positive_prob and negative_prob give us the positive and negative 

probability score of the tokenized tweet dictionary. 

Step 8: Example 6 shows how a sentiment of a tweet is decided. If the 

positive probability is greater than the negative probability, then the tweet is 

classified to be positive, else it is a negative tweet.  

Step 9: According to our algorithm, we have classified all the tweets that 

have positive and negative probability ranging between 0.4 and 0.6 to be 

neutral tweets. Thus, we end up with positive, negative, and neutral tweets. 

Example 6: 

 Positive Probability: 0.9060365743100163,  

 Negative Probability: 0.09396342568998274  

 Sentiment: Positive 
 
In Example 6, the Positive Probability of the tweet is greater than the 

Negative Probability. Hence, the tweet is Positive. If the probabilities ranged 

between 0.4 and 0.6 the tweet would have been Neutral. 
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Step 10: Since we obtained the sentiment of every tweet, percentages of 

positive, negative, and neutral tweets are calculated for each day.  

We have collected tweets for 8 days in every month from February to July. 
For each day, we get cleaned tweets, tokenized tweets, sentiment for every 
tweet and percentages of positive, negative, and neutral tweets. 
 

After training whenever we observed that a particular tweet is not classified correctly, we went 
back to the positive and negative word files and checked if the required word is present in the 
word files. In case of a word not being present, we manually added the required word to the 
respective file (positive or negative file depending on the case). We kept adding new words to the 
files as and when required and kept re-training and retuning the model. This enabled us to 
achieve better training and better classification of the tweets. 

We collected around 100,000 tweets in total to perform sentimental analysis. We feel that this 
number of tweets is good to perform the analysis. However, a greater number of tweets could be 
collected to perform the analysis as well, there is no inherent limitation in the methodology. 

3.5 Training & Testing on the labelled tweets 
After generating the labelled tweets, we split the labelled tweets into training and testing data i.e.,  
80% of the labelled tweets would be training data and 20% of the labelled tweets would be testing 
data [8]. We pass these training data and testing data to the Naïve Bayes Classifier to calculate 
the accuracy. We have achieved an accuracy of 85.92 %. 

The key to achieve good training is to include as many positive and negative words as possible in 
the training set that we used for labelling the tweets so that they cover almost all words present in 
the tweets and accordingly classify the tweet as either positive or negative based on those words. 
If this initial labelling of tweets happens well, then our model constructed is effective. We 
performed the word-based training with some corrections multiple times in order get good 
labelling of tweets. Thus, good labelling of tweets would ensure good accuracy measure when 
the labelled tweets are tested. 
 
3.6 Analysis 
The sentimental analysis results obtained from the model is used to draw bar plots separately for 
every month to observe how the sentiments differ on particular days in every month. Plots are 
drawn using Python’s matplotlib library. Figure 2 shows the plot having sentimental analysis from 
Feb 2

nd
, 2020 to July 19

th
, 2020. X axis gives the days and Y axis gives the percentages of 

positive, negative, and neutral tweets. 
 
From Figure 2 it can be observed that the tweets are mostly inclined towards positive in February 

and more towards negative from March through July. Thus, the data found indicates that people 

have more negative tweets than positive tweets related to economy. We are interested in 

studying the underlining reasons that cause this effect. Since the collected tweets are related to 

economy, our hypothesis is that "bad economy might be one of the top reasons that made people 

generate negative posts”. We will support our hypothesis with explanation in section 4.  

Python’s wordcloud library is used to draw a word cloud from the tokens obtained through the 

tweets to observe the most important and frequently used words which would depict the relevant 

words related to the current ongoing situation. Those words that appear in larger font in the word 

cloud depict that they are the mostly occurring words and the ones in the smaller font are the 

least occurring words. For e.g., the word ‘stock market’ is the most frequently used word 

according to the word plot. Thus, stock market is most frequently discussed topic during February 

2020 to July 2020 which might indicate that Covid-19, among other factors, brought changes and 

people’s attention to the stock market. We can also observe that there are many more frequently 
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occurring words. Figure 3 shows the Word Cloud obtained from the tweets. 
 

FIGURE 2: Plot showing sentimental analysis from February to July 2020 

 

FIGURE 3: Word Cloud. 

4. RESULTS 
We have presented a novel approach for sentimental using word-based training based on Naïve 
Bayes approach. As explained in section 3.5, this approach yields good accuracy (85.92 %) in 
testing. Table 2 shows comparisons of accuracies across related works and our work. 

 

 

TABLE 2: Comparisons of accuracies across related works. 

 
As seen in Table 2, our approach gives accuracy which is in the higher range of the results. Thus, 
these results validate our model. In sections 5.1 and 5.2 we further analyze the results obtained 
from our model. 

Works B. Le Work 
[11] 

A. Agarwal 
Work [13] 

Alec Go Work 
[14] 

Our Work 

Accuracy 80.00% 75.39% 81.30% 85.92% 
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4.1 Results from Monthly Sentimental Analysis 
From the plots obtained, it can be observed that our data is mostly inclined towards negative 
sentiment while being positive on few days. When we observe the plots obtained in each month 
specifically, we observe that in the month of February, the sentiment is mostly positive and rarely 
negative, from March through May the sentiment is highly negative and from June through July 
the positive sentiment percentage gradually increases while still being negative on few days. We 
can validate the trend observed by quoting that in February the sentiment is mostly positive 
because the COVID-19 pandemic had not yet set in and the world economy was in a good shape. 
But during March, the pandemic set in and the economic conditions started to worsen. Hence, the 
sentiments become more negative and less positive. From March through May the sentiment is 
mostly negative as the economic conditions became worse because of lockdown and stay at 
home orders. From June through July the government started taking necessary steps to improve 
the economy and in addition, many states started opening up gradually towards the end of June. 
As the result, the sentiment started inclining towards positive while still retaining negative 
sentiments on few days.  
 
Thus, our earlier hypothesis stated under section 3.6 that "bad economy might be one of the top 
reasons that made people generate negative posts” is validated. Since we collected tweets using 
the keywords ‘economy’, ‘stock market’, ‘GDP’, ‘unemployment’ and ‘business shutting’ the 
sentiment calculated can be directly attributed to the state of economy at that point of time.  
 
It is observed that positive and negative tweets have higher sentiments (around 40% to 50%) and 
neutral percentage is usually lower (around 10%). Positive and negative percentages have 
around 10% difference because whenever the economy drops, the government comes up with 
remedial measures to make the positive percentage to be around 10% closer to the negative 
percentage. The tweets are mostly either positive or negative.  
 
4.2. Correlating percentages of positive and negative tweets with Dow Jones Industrial 

Average (DJIA) 

Now that we have sentimental analysis in place, we can move on to correlating the sentiments to 

stock market. It is generally believed that the stock market is a reflection of the current state of 

economy and the movement of stock market captures the economic sentiment. Dow Jones 

Industrial Average (DJIA) is a USA stock market index that consists of 30 blue chip publicly 

traded companies. This largely tracks the US stock market sentiment [7]. Five-day moving Dow 

Jones Industrial Average (FDJIA) gives an average of Dow Jones Industrial Average over 5 days 

[7].  

 

All tweets collected are in English and since almost 85% of the tweets are from United States, we 
would focus on Dow Jones Industrial Average specifically in United States to draw correlations to 
percentage changes in positive and negative tweets. Correlation is a statistical measure which 
indicates how two or more entities are related to each other [21]. A positive correlation indicates 
that the entities are directly related and shows the measure of how the entities increase or 
decrease in parallel; a negative correlation indicates that the entities are inversely related and 
shows the measure of how one entity increases as the other decreases [22]. 
 
In our case, it is observed that the economic sentimental analysis is corelating well to DJIA [7]. 
Also, since the word cloud seems to suggest that there is a good correlation between the stock 
and sentiments, we tried to correlate the stock index with the sentiment – it seems to corelate 
reasonably well.  
 
We calculate the Five-day moving Dow Jones Industrial Average (FDJIA). It is seen that 
whenever the percentage change in FDJIA increases, there is an increase in change of positive 
percentage of tweets and decrease in change of negative percentage of tweets. Basically, this 
means that whenever the stock market is going down, the sentiment of tweets is mostly negative 
i.e., the negative sentiment percentage increases. Similarly, whenever the stock market is going 
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up, the sentiment of tweets is mostly positive i.e., the positive sentiment percentage increases 
[21]. Figure 4 shows the Relationship between percentage change in FDJIA with percentage 
change in positive tweets and percentage change in negative tweets . X axis gives the days and 
Y axis gives the percentages of positive, negative, and neutral tweets. 
 
From Figure 4, it can be observed that whenever there is a rise in percentage change in FDJIA, 
there is a rise in percentage change in positive tweets i.e., they are positively (directly) corelated. 
But whenever there is a drop-in percentage change in FDJIA, there is a rise in percentage 
change in negative tweets i.e., they are negatively (inversely) correlated. 
 

 

FIGURE 4: Relationship between percentage change in FDJIA with percentage change in positive tweets 

and percentage change in negative tweets. 

 
Figure 5 (a) and (b) are the plots showing correlation between the respective entities. X axis gives 

the %change in FDJIA and Y axis gives the %change in positive and negative tweets in 5 (a) and 

5 (b) respectively. 

  

 
 
 
 
 

FIGURE 5 (a): Correlation between 

percentage change in FDJIA and 

percentage change in positive tweets. 

FIGURE 5(b): Correlation between 

percentage change in FDJIA and 

percentage change in negative tweets. 
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From Figure 5 (a) it can be observed that there is direct correlation (positive correlation) between 
percentage change in FDJIA and percentage change in positive tweets and similarly, from Figure 
5 (b) it can be observed that there is inverse correlation (negative correlation) between 
percentage change in FDJIA and percentage change in negative tweets. 
 
We use Equation 1 to calculate the correlation value between the entities [21]. 
 

 
 

Equation 1: Correlation. 

 

In Equation 1, n refers to the number of entries, x and y refer to the entities whose correlation 
need to be determined,   and   refer to mean/average of x and y, respectively.    and    refer to 

the Standard Deviations of x and y, respectively [22]. 
 
After calculating, we obtain correlation value as 0.69 in the case of 5 (a) and -0.61 in the case of 

5 (b). This proves that 5 (a) is the case of positive correlation and 5 (b) is the case of negative 

correlation. 

Thus, it is observed that the percentage change in Five-day moving Dow Jones Moving Average 
(FDJIA) is positively correlated to percentage change in positive tweets and negatively correlated 
to percentage change in negative tweets. This means that whenever the stock market is 
performing well, there is an increase in the FDJIA, and this in turn reflects in the sentiments of 
tweets and thus people tweet positively. Similarly, whenever the stock market is not performing 
well, there is a decrease in the FDJIA, and this in turn reflects in the sentiments of tweets and 
thus people tweet negatively. 

 
5. CONCLUSIONS 
In this paper we presented a novel approach to do sentimental analysis using Naïve Bayes 
Classifier which is based on word-based training. We used this analysis on Twitter data to track 
the sentiments of the people on the effect of COVID-19 on world economy. We collected tweets 
related to economy during a 6-month period i.e., February 2020 to July 2020. We then cleaned, 
tokenized the tweets and then classified each tweet as positive, negative, or neutral using Naïve 
Bayes classifier. This novel approach is modular and yields good results. Once we have the 
labelled tweets i.e., each tweet along with its sentiment, we performed training (80% of labelled 
tweets) and testing (20% of labelled tweets) and found accuracy to be 85.92 %.  
 
We noticed the impact of COVID-19 on economy from the obtained results and found that the 
tweets were inclined towards positive sentiment in February 2020, from March through May it 
mostly inclined towards negative sentiment and from June through July we saw a slight increase 
in positive sentiment while being negative on few days. Thus, we reached a conclusion that our 
data was largely inclined towards negative sentiment indicating that the economy had been 
largely negatively impacted as a result of COVID-19. 
 
 We also showed strong correlation of the sentiment with Five-day moving Dow Jones Industrial 
Average (FDJIA) i.e., we observed positive correlation between percentage change in positive 
tweets and percentage change in FDJIA and negative correlation between percentage change in 
negative tweets and percentage change in FDJIA. This means that whenever there is positive 
sentiment in tweets, the FDJIA is also in positive territory indicating that the stock market is 
performing well. Similarly, whenever there is negative sentiment in tweets, the FDJIA is also in 
negative territory indicating that the stock market is not performing well. 
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This work proposed and tested a generic lower-cost text-based model to analysis generic public’s 
opinion about an event which can be adopted to analyze other topics. Our model could be used 
to analyze sentiment on any piece of text be it any email, news article or a message. For 
example, a higher-level application can be built to classify any news article to help the reader with 
the sentiment of the article. Our model can also be used by the administration to gauge the 
sentiment of people on various issues that affects the people. It could be a good tool to gather 
sentiments of people if any policy change is done. It could also be used in election predictions 
where psephologists can use the tweets to predict the outcome of an election. For example, 
based on the sentiment of the tweets, one can get the approval ratings of candidates in an 
election - this can be useful tool for the candidates to decide on the strategy to be used in the 
course of their election campaign. 
 
A limitation of our work could be that since not everyone uses Twitter, the sentiments of those 
cluster of people not using Twitter are not captured. We do not know if their sentiments conform 
to the results that we provided, or if they deviate. More experiments can be done using our 
methods with more tweets or tweets from different time to better analyze the accuracy and 
reliability of this method. It would be interesting to see if similar results can be found via posts 
from other platforms, like Facebook or Reddit. 
 
The scope of our work was between the 6-month period from February 2020 to July 2020. As a 
future scope, we could also collect tweets for a period of 1 year i.e., from 2020 to 2021 and 
observe the overall 1-year trend. We can also factor in the quantity of likes, retweets, and shares 
in the form of weights which would be added to the raw sentiment calculated by the sentiment 
analysis. In our work we studied the relationship between the sentiment towards economy and 
stock market index - as a future work we could also consider relationship of sentiment towards 
economy with other factors such as number of COVID-19 cases, number of COVID-19 deaths 
and number of remedial policies introduced by the government. 
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