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EDITORIAL PREFACE 

 
This is Second Issue of Volume Three of the International Journal of Applied Sciences (IJAS). 
IJAS is an International refereed journal for publication of current research in applied sciences. 
IJAS publishes research papers dealing primarily with the research aspects of Applied Sciences 
in general. Publications of IJAS are beneficial for researchers, academics, scholars, advanced 
students, practitioners, and those seeking an update on current experience, state of the art 
research theories and future prospects in relation to applied science. Some important topics 
covers by IJAS are agriculture, architectural, audio, automotive, military ammunition, military 
technology, military etc. 

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Starting with Volume 4, 2013, IJAS will be appearing with more focused issues. Besides normal 
publications, IJAS intend to organized special issues on more focused topics. Each special issue 
will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 
 
This journal publishes new dissertations and state of the art research to target its readership that 
not only includes researchers, industrialists and scientist but also advanced students and 
practitioners. IJAS seeks to promote and disseminate knowledge in the applied sciences, natural 
and social sciences industrial research materials science and technology, energy technology and 
society including impacts on the environment, climate, security, and economy, environmental 
sciences, physics of the games, creativity and new product development, professional ethics, 
hydrology and water resources, wind energy. 
 
IJAS editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes. 
 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc, Scribd, CiteSeerX and many more. Our International Editors are 
working on establishing ISI listing and a good impact factor for IJAS. We would like to remind you 
that the success of our journal depends directly on the number of quality articles submitted for 
review. Accordingly, we would like to request your participation by submitting quality manuscripts 
for review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJAS provides authors with high quality, helpful reviews that are shaped to assist authors 
in improving their manuscripts. 
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Abstract 
 

The flame kernel propagation is believed to be influenced by many operating parameters such as mixing 
level, turbulent intensity, and the mixture equivalence ratio. The purpose of this study is to investigate the 
effect of the mixture equivalence ratio and turbulence intensity on the flame kernel and flow field interlinks 
in partially premixed natural gas flames. Three jet equivalence ratios of 1, 1.5, and 2 are considered at 
values of jet velocities in the range from 10 to 20 m/s. This study was done under constant degree of 
partial premixing. A pulsed Nd: YAG laser is used for the flame ignition, and the turbulent flow field is 
captured at several time intervals from ignition using two-dimensional Planar Imaging Velocimetry (PIV). 
The mean flow field doesn’t influence with the flame kernel propagation. The turbulent flow field indicates 
an increase in the global turbulence intensity in flames associated with the kernel propagation in 
comparison with the isothermal case. The jet equivalence ratio of one enhances the flame kernel 
propagation and it gives the highest rate of kernel propagation. Increasing the jet equivalence ratio to 1.5 
and 2 reduces the intensity of chemical reaction and hence the effect of turbulence becomes the  
dominant  factor effecting the propagation of the flame kernel .At  jet velocity of 20 m/s , an early flame 
kernel extinction is recorded without any respect to jet equivalence ratio. At the early stage of the kernel 
generation at delay time of 150 µs, linear correlation between the jet velocity and the kernel propagation 
is noticed. The chemical reaction is the main factor influences the rate of kernel propagation; it gives 
nearly 3.5 times the effect of the flow convection to the maximum rate of the flame kernel propagation at 
jet velocity of 20 m/s and equivalence ratio of one. 
 

Keywords: Flame kernel, Partial premixed flame, PIV, Flow field. 

 

1.  INTRODUCTION 
The early phase of combustion in spark ignited combustion systems affects the flame propagation and 
stability, and hence the performance, of the combustion process and the system efficiency. The 
developing flame kernel represents this phase and is affected by many parameters, such as spark 
energy, rate of energy release, turbulent flow field and the fuel/air mixing. Previous studies have shown 
that variations in the initial growth of the flame kernel contribute significantly to cycle-to-cycle variation in 
engine performance and emissions [1]. The flame kernel has attracted many experimental research 
groups [2, 3-5] and DNS research groups [4, 6-9] interested in studying flame kernel evolution in turbulent 
environmental and the main factors that control its characteristics and propagation. Many parameters 
have been investigated to study their effects on the flame kernel characteristics and propagation, e.g., 
flame shape, wrinkling and curvature. In the following section a brief review of these studies and their 
findings are presented and discussed. 
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Katta et al. [10] reported an experimental and numerical investigation using a unique counter flow 
diffusion flame with an embedded vortex generator. This study was to understand the local quenching 
process associated with the vortex-flame interaction in methane diffusion flames. The results show that, 
the high increase in CH3 radicals in the strained flame zone depleted the radical pool (such as OH, H, 
and O) and, hence, the flame is quenched locally. They concluded that this quenching process is different 
from the quenching observed in steady counter flow flames, where the quenching was due to the gradual 
reduction in temperature with increasing strain rate. Renard et al. [11] investigated experimentally (using 
OH PLIF) the flame front of a non-pre-mixed flame interacting with a vortex to study the heat release, 
extinction and time evolution of the flame surface. They concluded that global intensification or extinction 
of the flame is characterized by an increase or decrease in flame surface area because of straining. 
Marley et al. [12] investigated experimentally the interaction of spark-ignited flame kernels with a laminar 
vortex. They concluded that burning rates for rich flames were decreased, with total flame kernel 
extinction occurring in extreme cases. They also proved that small flame kernel–vortex interactions are 
dominated by transient stretch effects and thermo-diffusive stability, in agreement with premixed flame 
theory. Furthermore, they pointed out that vortex interactions with larger methane–air flame kernels led to 
slight flame speed enhancements for both lean and rich flame kernels. 
 
Furthermore, Arcoumanis et al. [13] showed that using a small quantity of rich mixture injected near the 
spark gap can yield to formation of a stable and consistent flame kernel after spark ignition. The function 
of this local variation in equivalence ratio is to support the flame in a mixture with an overall equivalence 
ration as low as 0.39. They concluded that not only the average flame speed could be increased by local 
injection at all equivalence ratios [14] but also the fluid dynamic effect alone caused overstretching of the 
flame for the ultra lean homogeneous conditions, while rich local stratification in the vicinity of the spark 
allowed the suppression of this effect and a reduction of the drivability limit [15]. Roberts et al. [16-18] 
investigated the added complexity of flame kernel–vortex interactions compared to some earlier planar 
flame–vortex configuration. They observed experimentally the initial flame kernel–vortex interactions 
using OH-PLIF in a lean atmospheric-pressure methane–air flame kernel to determine the degree of 
flame wrinkling and the ability of vortices of varying size and strength to globally quench combustion 
[16].The disturbed flame existed in either the flamelet regime (which has a continuous reaction zone) or 
distributed reaction zone regime (which has a coexistence of reactants and products) is strongly 
dependent upon: the vortex size, the vortex strength, and the time of the initial flame–vortex interaction. 
They investigated the global extinction of the flame kernel with large vortex sizes interacting with small 
flame kernels. In addition to that, they concluded that the localized flame front extinction occurred for a 
range of vortex sizes and strengths and a range of flame kernel sizes. 
 
Meanwhile, Thevenin et al. [19] and Renard et al. [20] reported an experimental and numerical work of 
non-premixed flame interacting with a vortex. They investigated the influences of global mixture ratio and 
vortex velocity on changes in the flame surface. Their study concluded that straining effects are 
responsible for the extinction of the non-premixed flame front, and the degree of mixing actually increases 
at the end of the extinction process. They were able to observe the fuel pocket formation, evolution and 
consumption are another important phenomenon during flame-vortex interactions. In addition to that, the 
causes for local flame quenching were reported by (Patnaikand Kailasanath [21]) as well. They concluded 
that these causes happen due to simultaneously high strain and the heat losses in flame-vortex 
interactions of lean methane/air mixture. Harinath Reddy and John Abraham [22] studied the outcomes of 
interactions of counter-rotating vortex pairs with developing ignition kernels. They examined quantitatively 
and qualitatively the evolution of flame surface area during kernel–vortex interaction. They pointed out 
that flame development is accelerated and the net flame surface area growth rate increased with 
increasing vortex velocity, besides they proved that increasing the vortex length scale increases the 
surface growth rate. They noticed when the vortex velocity is high relative to the flame speed, the vortex 
breaks through the ignition kernel carrying with it hot products of combustion, which accelerates growth of 
the flame surface area and heat release rates compared to a kernel with no vortex interaction.  
 
Recently, experimental work on the flame kernel structure and propagation in a high turbulent premixed 
methane flow was performed by Mansour et al. [23] using combined two-dimensional Rayleigh and LIPF-
OH techniques. They generated the spark of ignition using pulsed Nd: YAG laser. They investigated four 
flames at two equivalence ratio of 0.8, and 1, and jet velocity of 6, and 12 m/s.  
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They showed that the flame kernel structure starts with spherical shape, and then changes gradually to 
peanut-like, then changes to mushroom-like and finally the turbulence effectively distributes the kernel. 
They concluded that the trends of the flame propagation, flame radius, flame cross section area, and 
mean flame temperature are correlated to the jet velocity and equivalence ratio, also lean flames 
propagate faster. 
 
Based on this review of previous researchs, it is notable that the interaction between the flow field and 
flame kernel propagation hasn’t been investigated experimentally in high turbulent partially premixed 
flames. Thus, the aim of the present work is to investigate the flow field associated with flame kernel 
propagation history in partial premixing turbulent flames. The experimental program is devoted to study 
the effect of the jet equivalence ratio and turbulence intensity on the flame kernel and flow field interlinks 
in partially premixed natural gas flames. The mean flow field and turbulence intensity are measured using 
two-dimensional Planar Imaging Velocimetry (PIV), in terms of mean axial velocity and rms. The flow field 
is first captured for the isothermal field without ignition accompanied, and this could be used as a 
reference flow field to those flow fields with ignition. The flow field with ignition is recorded after the start 
of ignition at different delay times. Therefore, the flame kernel-turbulent flow field interaction could be 
interpreted by the comparison of flow fields of the isothermal and ignited cases. 

 
2.  EXPERIMENTAL TECHNIQUE 
As shown in Fig.1a, the burner consists of two vertical concentric stainless steel tubes of 6 mm and 10 
mm inner diameters and tip thickness of 1 mm. Air is passing through the inner tube while the fuel 
(natural gas of 95% CH4 by volume) flows through the annular passage between the inner and outer 
tubes. The inner tube exit is lower than the exit of the outer tube by a distance L. This distance can be 
varied to generate different degree of partial premixing. Mixing starts at the exit of the inner tube and 
continues downstream along the premixing distance L. The burner is sitting at the top of conical 
turbulence generator as shown in Fig. 1a which is similar to Videto and Santavicca [24] turbulent 
generator, the flow passes through a narrow slit at a diameter of 45 mm and a slit thickness  b = 0.8 mm, 
followed by an inverted cone with 52

o
 base cone angle. The coming flow from the slit provides a ring-like 

cylindrical shape, which is broken at the inner cone wall to generate a wide range of eddies, which leads 
to higher turbulence intensity. The turbulence intensity due to this burner concept can be as high as 25% 
[24]; this is confirmed by the turbulent flow field measurement at the burner exit. The current Planar 
Imaging Velocimetry technique, explained in details below, requires to image seeding particles within the 
flow. However, due to the narrow slit dimension of the turbulence generator, it isn’t possible to pass all the 
seeded flow through the slit. Therefore, 10 % of the total air flow rate is used to carry the seeding 
particles and passes through a central concentric tube with the turbulent generator disk, as shown in Fig. 
1a, while the rest of the air flow rate is passed through the slit. Then both streams are mixed inside the 
cone. Titanium dioxide with a mean diameter of 0.5 µm is used as seeding particles through a fluidized 
bed seeder. 
 
The interactions between the flame kernel and flow field is investigated at several delay time intervals 
from ignition, under different jet equivalence ratio and jet velocity. This is based on capturing the turbulent 
flow field after the ignition at different delay time, namely 150, 300, 500, 1000, 1500, and 2500 µs. These 
flow fields are compared with flow field without ignition (henceforth to be termed isothermal flow) to 
identify the effects of the evolving flame kernel. A pulsed Nd:YAG laser (Continuum Surelite II) is used for 
flame ignition, see Fig.(1-b). Laser ignition provides more stable measurable pulse energy, and overcome 
the problems of the effects of spark electrodes on the flame structure, as well as heat loss to the 
electrodes. The laser provides a beam of 6 mm diameter at 1064 nm with 230 mJ and is focused to a 
beam of waist radius of 5.6 µm using spherical lens of 50 mm focal length. 
 
As shown in Fig.(1-b), the flow field is measured using two-dimensional Particle Imaging Velocimetry 
(PIV) technique, of two head Nd:YAG laser with pulse energy of 50 mJ at the second harmonic of 532 
nm. The camera is HiSense Mkll PIV CCD cameras (model C8484-5205CP) with 1280 x 1024 CCD light 
sensitive array and equal number of storage cells. The objective of the camera is covered with 
interference filters at 532 nm with a bandwidth of 10 nm. The laser pulse duration is 6 ns and the inter-
pulse delay between the two laser heads is controlled according to the flow velocity with a minimum of 0.2 
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µs for supersonic flow. The laser sheet is created by sheet forming optics that produces expanding laser 
sheet. Timing between the laser ignition, the PIV laser sheet forming and the camera capturing was 
controlled by 4 channel Stanford Research DG535 pulse delay generator and monitored with a Tektronix 
4 channel 200 MHz oscilloscope. The PIV images were processed using an adaptive window offset 
cross-correlation algorithm implemented in a commercial analysis package (Dantec Dynamic Studio V 

2.30). The final interrogation window was 32×32 pixels with a 50% window overlap, resulting in a spatial 
resolution 1.5 mm and vector spacing of 0.5 mm. 

 
FIGURE 1:  a) The burner, b) The experimental set up. 

 

3.  FLAME STABILITY AND SELECTED CONDITIONS 
Flame extinction can be approached by either increasing the jet velocity for the same fueling rate or 
reducing the equivalence ratio at the same jet air velocity.  In the present work the degree of partial 
premixing is fixed where the premixing length L is kept constant at L/D = 2 for all cases, where D is the 
inner diameter of the outer burner tube. Figure 2 illustrates the stability characteristics of the burner, 
where the stability point is achieved via gradual decrease of the fuel flow until the flame blows off, while 
preserving the air flow rate constant. The results are presented as a relation between the jet velocity (Uj) 

and the jet equivalence ratio (Φj).  The results depicted in Fig. 2 shows that the higher the jet velocity, the 
higher the corresponding jet equivalence ratio required for stable flames. 
 
In relevance with the stability limit, the flame kernel and the turbulent flow fields are investigated at three 
jet equivalence ratio of 1, 1.5 and 2. For each equivalence ratio, five different jet velocities are applied 
and investigated beginning from 10 m/s to 20 m/s with increasing step of 2.5 m/s, see Fig. 2. The flow 
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conditions are listed in Table 1. The flames are selected on the unstable region, and the flame kernels are 
ignited and propagated after each laser pulse. Since this is unstable flame region, this allows the 
recording ability of the flow fields at several times from the ignition during the flame kernel propagation, 
without the need to shut down the flame. The flow fields of the previous flames are also examined without 
ignition (isothermal flow conditions) to be used as references of comparison with those flow fields 
accompanied by flame kernel.  
 

Uj(m/s) ΦΦΦΦj=1 ΦΦΦΦj=1.5 ΦΦΦΦj=2 

10 √ √ √ 
12.5 √ √ √ 

15 √ √ √ 

17.5 √ √ √ 

20 √ √ √ 

 

Table 1: The selected flames conditions 

*The flame designation is FΦj-Uj, where, the symbol Φj after F indicates the jet equivalence ratio, while the second 

number represents the jet velocity.  For example, F1-10, it means the jet equivalence ratio equals 1 and jet velocity 
equals 10 m/s. The isothermal case is indicated by adding a superscript iso to the previous acronym, like F2-10

iso
, it 

means at those flow conditions the turbulent flow field is recorded without ignition. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 2: Stability limit and the selected flame conditions 

 

4.  RESULTS AND DISCUSSION 
The contours of the normalized mean axial velocity U/Uj of isothermal jet flow and the ignited cases of 
flame F2-10 are illustrated in Fig. 3a at several time intervals from ignition,[the isothermal case is located 
at the left of the figure while those on the right are the time history of the mean velocity fields of the 
ignited cases]. As shown for the mean flow field, there is no any difference between the isothermal case 
and the ignited cases at any delay time from the ignition. For the isothermal and the ignited cases, the 
flow field is featured by a central core region extending to a nearly axial distance of 2D (D is the inner 
diameter of the outer nozzle), with axial velocity of nearly U/Uj=1.2. The core flow region is surrounded by 
annular mixing region, which merges downstream the end of the potential core region. This result 
demonstrates that the flame kernel propagation has no effect on the mean flow field.  
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FIGURE 3:  (a) Contours of the normalized mean axial velocity (U/Uj) for isothermal, at the left hand side and the 
ignition cases at several time intervals from ignition in flame F2-10, at the right of the isothermal case, (b) Contours of 
the normalized rms (Urms/U) for isothermal, at the left hand side and the ignition cases at several time intervals from 

ignition in flame F2-10. 

 
On the other hand, as shown in Fig. 3b the contours of the turbulent intensity in terms of Urms/U, shows a 
significant difference between the isothermal and the ignited cases. This can be seen by the higher 
turbulence intensity along with the jet centerline in case of the ignited cases at any delay time from the 
ignition with respect to the isothermal case. This central region of the higher turbulence intensity is 
propagated in the range of the delay of 150 to 1500 µs, and shows a maximum propagation axial distance 
at 1500 µs. After this time the turbulent flow field returns again to the original turbulence state at time 
delay of 2500 µs, as the isothermal case (see the first and the last contours of Fig. 3b). This result 
indicates that the flame kernel affects the turbulent flow field. Other feature of the turbulence intensity field 
associated with the flame kernel propagation is the increase of the width of the radial distribution of the 
turbulence intensity in the range of Urms/U (from 0.16 to 0.56), this turbulence intensity range is spanning 
a narrow radial distance in the isothermal case with the comparison of the ignited cases at any axial 
distances. This means that the flame kernel propagation leads to the redistribution the turbulent kinetic 
energy. 
  
Figure 4 illustrates the radial profiles of the turbulence intensity of flame F2-10 at delay time of 1000 µs at 
three axial distances, namely at the point of the sudden decay of turbulence intensity which can be taken 
as a trace of flame kernel propagation, X, while the other two locations upstream and downstream X, by 2 
mm, X-2, X+2, respectively. The close inspection of the profiles shows that the turbulence intensity is 

(a) 

(b) 
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relatively high along the flame centerline at X-2 and X. More outward displacement from the jet centerline, 
the turbulence intensity showed a slight decrease reaching a minimum turbulence intensity point, and this 
indicates that the kernel centerline is associated with higher turbulence intensity. Beyond the radial 
location of the point of minimum turbulence intensity, the turbulence intensity starts to increase and 
merges with the profiles of the turbulence intensity of the axial position at X+2. Where the turbulence 
intensity profile at X+2 shows a minimum value at the jet centerline, which is similar to the ordinary jet 
flow. This indicates at the axial position of X+2, the kernel is extinguished, which indicates the reasons 
behind the radial stretching of the turbulence intensity profiles in the case of the ignited flame kernel with 
the comparison to the isothermal one. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 4: Radial distribution of axial turbulence intensity at different axial locations: upstream the flame kernels limit 

X-2, at the flame kernel limit X, and at downstream the kernel X+2 of flame F2-10 at delay time = 1000 µs. 

 
Fig. 5 shows the centerline turbulence intensity for the jet equivalence ratio of one and jet velocity of 10 
m/s at different time of delay from the ignition, with the comparison with the isothermal case. As seen as 
the flame kernel propagates as it delays the steep decay point of the turbulence intensity, and by this way 
the flame kernel could be traced.  At jet velocity of 10 m/s, increasing the jet equivalence ratio from 1 to 
1.5 and 2 shows similar qualitative turbulence intensity change, as compared to the corresponding 
isothermal cases, see Fig. 6. To quantify the effect of the jet equivalence ratio on the turbulence intensity 
accompanied with the flame kernel propagation. This turbulence intensity along the jet centerline for the 
three equivalence ratios at delay time of 1000 µs and jet velocity of 10 m/s is illustrated in Fig.7. All of 
these centerline turbulence intensities are compared to the isothermal case in the same figure. In general, 
centerline turbulence intensity of the isothermal case shows nearly linear decrease in turbulence intensity 
along the axial distance. While, for the three equivalence ratios of the ignited cases, the centerline 
turbulence intensity is noticed to be higher at the early axial distance, which also shows a mild decrease 
in the turbulence intensity along with the increase in the axial distance. This mild decline in the turbulence 
intensity is changed into a steep decrease in the turbulence intensity to a lower level of turbulence 
intensity; but this level is still higher than those recorded in the isothermal case. 
 
As mentioned before, the axial location of the steep decrease in the centerline turbulence intensity can be 
taken as an indication of the flame kernel propagation. The high turbulence regime may be occurred due 
to flame kernel fluctuation in this region and this should be associated with large rms and consequently 
high turbulence intensity. In addition, the interaction between the flame kernel and flow field likely causes 
disturbance and hence another factor affects the turbulence intensity. Thus, the position of the decrease 
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of the turbulence intensity can be used as the mean position of the flame kernel, (this will be 
demonstrated later in the section of the rate of flame kernel propagation).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 5: The centerline Urms/U for F1-10 at different time of delay and the corresponding isothermal case  

As shown in Fig. 7, the jet equivalence ratio of 1 gives the highest flame kernel propagation while it 
decreases by increasing the equivalence ratio. This is consistent with variation of the flame speed with 
the gradient in the equivalence ratio. This reflects the effect of fuel-air chemistry on the flame kernel 
propagation, where the partial premixed mixture with jet equivalence ratio of 1 sustains the flame kernel 
propagation. This could be explained on the basis of the higher chemical reaction rate of the 
stoichiometric mixture to withstand the turbulence effect. On the other hand, increasing the jet 
equivalence ratio decreases the chemical reaction rate and hence the effect of turbulent on the flame 
kernel becomes predominate, this affects the kernel propagation and its rate. 
With the respect to the flame kernel propagation and the rate of propagation, Fig. 8 shows a comparison 
between our results and those results of Mansour et al [23]. The results of Mansour et al. [23] are based 
on using a combined two-dimensional Rayleigh and LIPF-OH technique.  Where, the average axial 
locations of the flame kernel center, obtained from all 200 images of LIF-OH measured in each flame. 
The results show an excellent agreement between our data and the compared ones up to delay time of 
300 µs, while after this delay time the two trends are qualitative similar with a slight increase in our kernel 
propagation, and this is believed due to the slight increase in our selected jet velocity by 0.5 m/s, which 
enhances the kernel propagation, as well as, the results of Mansour et al [23], were performed on a 
premixed mixture.  
 
The effect of both jet velocity and jet equivalence ratio on the flame kernel propagation and the rate of the 
flame kernel propagation can be understood from Figs. 9 and 10, respectively. In Fig. 9, the flame kernel 
propagation distance Z in mm is represented on the vertical axis versus the jet velocity on the horizontal 
axis at each delay time from the ignition. The results indicate that the flame kernel propagation increases 
with increasing the jet velocity at any delay time from ignition, and this is attributed to the higher 
convection effect of the flow with increasing the jet velocity. 
At early stage of the flame kernel generation at time lag of 150 µs a linear correlation between the jet 
velocity and flame kernel propagation is recorded for the three jet equivalence ratio. Beyond this time lag 
of 150 µs, a deviation from the linear correlation between the jet velocity and the kernel propagation is 
noticed and the nonlinearity increases with increasing the delay time. This may be explained based on 
the results of Mansour et al [23], where the shape of the flame kernel at the early delay time is not 
affected by turbulence and hence this reduces the effect of turbulence level on the flame kernel 
propagation at the early time of flame kernel generation. At this early time stage the flame kernel is 
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almost spherical. After some more time the flame kernel shape is corrugated and takes different shape, 
and hence the effect of the turbulence intensity of the flow field is predominate and the flame kernel 
boundaries is affected more by the turbulence eddies.   

 

FIGURE 6: Contours of the axial turbulence intensity Urms/U of flame F1-10, flame F1.5-10 and flame F2-10 
(from top to bottom, respectively) 
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FIGURE 7: Centerline axial turbulence intensity at Uj = 10 m/s with Φj = 1, 1.5, and 2, at delay time of 1000 µs with 

comparison to the isothermal case. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 8: The flame kernel propagation and rate of flame kernel propagation at Φj =1, and Uj=12.5 m/s, compared 

to Mansour et al [23], at Φj =1, and Uj=12 m/s. 

 
The above results can be reflected on the flame kernel propagation rate, see Fig. 10, the data provides 
an illustration of the flame kernel propagation rate in m/s (vertical axis) at different delay times presented 
on the horizontal axis. The results show that the rate of flame propagation increases with respect to the 
time in steep manner till reaching a maximum rate at nearly 300 µs for all jet velocity. This maximum rate 
increases with increasing the jet velocity due to the higher convection effect. After this point of maximum 
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rate, the flame kernel propagation rate is attenuated with increasing the time lag. This decay in the rate of 
flame propagation is very clear at the higher jet velocity see jet velocities of 17.5 and 20 m/s in Fig. 10. 
This indicates that increasing up to these high jet velocities of 17.5 and 20 m/s, increases the turbulence 
intensity to a level which leads to the weakness of the chemical reaction, where the chemical reaction 
can't withstand these high rates of reactants. At the same time the higher the jet velocity leads to more 
local turbulence intensity in the location of the kernel, which in turn increases the heat dissipated to the 
surrounding and the kernel extinction occurs. This could be highlighted by the relative early flame kernel 
extinction at the jet velocity of 20 m/s without any relevance to the mixture equivalence ratio. If the 
maximum rate of flame kernel propagation is normalized by the exit jet velocity, it will indicate the effect of 
the chemical reaction for the flame kernel rate of propagation. At the jet velocity of 20 m/s and jet 
equivalence ratio of 1, the ratio of the maximum rate of flame kernel propagation to the exit jet velocity is 
nearly 3.5; this proves that the chemical reaction enhances the rate of flame kernel propagation more 
than the coming from the convective effect of the flow field. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 9: Flame kernel propagation at ΦJ =1, 1.5 and 2 for different delay times. 
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FIGURE 10: Rate of Flame kernel propagation at Φj =1, 1.5 and 2 for different jet velocities. 

5.  CONCLUSIONS 
An experimental work is conducted on the flame kernel propagation of partial premixed natural gas 
turbulent flames under a constant degree of partial premixing. The study is oriented to study the effect of 
jet equivalence ratio and jet velocity on the flow field-flame kernel interaction. The mean flow field and 
turbulence intensity are measured using two-dimensional Planar Imaging Velocimetry (PIV). The flow field 
is captured for the isothermal field without ignition in order to be used as a reference to those flow fields 
with flame kernel. The flow field with ignition is recorded after the start of ignition at different delay times. 
The data show that the mean flow field isn't affected by the flame kernel if it is compared to the isothermal 
one. It is found that the centerline turbulence intensity increases during the flame kernel propagation, and 
then followed by a sudden decrease. The flame kernel propagation and its rate in the stoichiometric 
flames are occurred at higher rates compared to the richer flames. This is consistent with the flame speed 
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data where the maximum flame speed occurs at the stoichiometric cases. This leads to more significant 
effect of turbulence on the flame kernel propagation at richer conditions. During the early period of the 
flame kernel generation, within the first 150 µs period, a linear correlation between the jet velocity and 
flame kernel propagation is recorded for all equivalence ratios. Beyond this period of 150 µs, a deviation 
from the linear correlation between the jet velocity and the kernel propagation is noticed and the 
nonlinearity increases with increasing the delay time. This indicates that flame kernel propagation is 
accelerated. Moreover, increasing the jet velocity up to nearly 17.5 m/s and more,   increases the 
turbulence intensity to a limit which weakens the chemical reaction, which can't withstand this higher rates 
of reactants. The relative early flame kernel extinction at the jet velocity of 20 m/s is occurred without any 
relevance to the value of jet equivalence ratio. 
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7. FUTURE WORK 
To go more depth about the flame kernel and flow field interaction, planar laser-induced fluorescence 
(PLIF) and stereoscopic particle image velocimetry (PIV) will applied at 10 KHz repletion-rate to acquire 
time-resolved of the flow field flame kernel interaction. 
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Abstract 

 
Thresholding method is a general tool for classification of a population. Various thresholding 
methods have been proposed by many researchers. However, there are some cases in which 
existing methods are not appropriate for a population analysis. For example, this is the case 
when the objective of analysis is to select a threshold to estimate the total number of data (pixels) 
of each classified population. In particular, If there is a significant difference between the total 
numbers and/or variances of two populations, error possibilities in classification differ excessively 
from each other. Consequently, estimated quantities of each classified population could be very 
different from the actual one.  
 
In this report, a new method which could be applied to select a threshold to estimate quantities of 
classes more precisely in the above mentioned case is proposed. Then verification of features 
and ranges of application of the proposed method by sample data analysis is presented.  
 
Keywords: Thresholding, Classification, Quantity of a class, Counting accuracy, Synthetic 
aperture radar. 

 
 
1. INTRODUCTION 
Thresholding method is a general tool for classification of a population. This method is one of the 
picture binarization techniques. Various thresholding methods have been proposed by many 
researchers. These thresholding methods were listed and evaluated by Dr. Sahoo and Dr. Wong 
in the field of image processing [1]. These methods ware categorized as point dependent 
techniques[2][3][4][5][6][7], region dependent techniques[8][9][10][11][12] and multi-
thresholding[13][14][15]. In the field of classical image processing “Uniformity index” and “Shape 
index” are used to evaluate an analysis and a threshold. These indexes can evaluate for visibility 
and legibility of a character and an object in a classified image. By contrast, “overall accuracy” is 
used to evaluate in field of classification of many applications. Especially, some methods 
proposed by Dr. Otsu [16][17], Dr. Kittler et al. [18][19] and Dr. Kurita et al. [20][21] have a  simple 
algorithm and are easy for data handling and can get high accuracy results. Hence, these 
techniques have been applied for a lot of classification analysis. These are effective methods for 
increasing the overall accuracy of analysis. However, there are some cases in which these 
methods are not appropriate for a population analysis. 
 
For example, this is the case when the objective of analysis is to select a threshold to estimate 
the total number of data (pixels) of each classified population. In particular, If there is significant 
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difference between the total numbers and/or variances of two populations, error possibilities in 
classification differ excessively from each other. Consequently, estimated total number of each 
classified population could be very different from the actual one. 
 
For the field of remote sensing, there are many cases which the area of a target is estimated 
using a satellite data [22][23][24][25]. The purpose of these analyses is just to estimate the total 
number of data (pixels) of each classified population.  
 
In this report, authors propose a new method which could be applied to specify a threshold to 
estimate the quantity of data more precisely in the above mentioned case. And this method is 
applied for estimation of planting area of rice paddy using a synthetic aperture radar (hereinafter 
referred to as SAR) data. Then some advantageous effects of the proposed method are shown. 

 
2. METHOD FOR THRESHOLD SELECTION 
Lets us consider the most appropriate threshold for classifying pixels from an image represented 
in gray scale. Of course, the definition of the most appropriate threshold depends on its purpose. 
In this paper, we propose a threshold to estimate the quantities, total amount of data, of each 
classified population most precisely.  
 
In the past, purpose of most thresholding methods was to decrease the number of 
misclassifications. This analysis is to improve the overall accuracy of a classification. However, 
the most appropriate threshold to estimate the quantities of each classified population differs from 
a threshold to make the overall accuracy highest. For example, even if the overall accuracy is 
high, it could happen that an estimated quantity differs from true value grossly when there is an 
excessive difference between the parameters including total amount of pixels and deviations of 
each class. On the contrary, even if there may be many misclassifications, estimated quantities of 
each class could be very similar to true values when the numbers of misclassifications of each 
class are very similar to each other. Therefore the most appropriate threshold to estimate 
quantities of each class is a threshold which can minimize the difference between the numbers of 
misclassifications of each class. 
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FIGURE 1: Probability density functions and misclassifications of each class 

 
Let the pixels of given image be represented in gray levels g = {1,2,…,L}. The histogram of the 
gray levels in this image is denoted by h(g). Then the probability density function of gray levels is 
given by p(g)=h(g)/N, where N is the total number of pixels in the image. Now supposing that the 
p(g) is a mixed population compounded of class 1 (i=1) and class 2 (i=2), distributions of each 
class are denoted by p(g|i) and a prior probabilities by Pi. The probability density function of gray 
levels is also given by  
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These parameters are shown in Figure 1. Where Broken line is the distribution of input data, Solid 
lines are distributions of each class estimated by optimization and Striped areas, e1(k) and e2(k) 
denote misclassifications should be considered at first. Supposing that the pixels are categorized 
into two classes by threshold at level k, pixels not more than threshold k can be classified into 
class 1. On the other hand, pixels which are more than threshold k can be classified into class 2. 
In this case, the total number of class 1 and class 2 are given by  
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The number of pixels belonging to class 1 which are misclassified into class 2 is denoted by e1(k). 
And the number of pixels belonging to class 2 which are misclassified into class 1 is denoted by 
e2(k). These are given by  
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Then, an assumption that e1(k) and e2(k) are approximated when the threshold k is equal to the 

value τ is introduced. In other words, the value τ can minimize the criterion function  
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In this case, the total number of the pixels classified into class 1 can be evaluated as  
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Thus, the total number of pixels classified into class 1 is very close to the true value. Similarly the 
total number of the pixels classified into class 2 can be evaluated as  

( ) 2NPτn ≈
2

. (6) 

Also the total number of pixels classified into class 2 is very close to the true value. 

As a result, using the threshold τ which can minimize the difference between the numbers of 
misclassification pixels of class 1 and class 2, the quantity of classified pixels can be 

approximated to the true value. In order to compute the threshold τ which can minimize the 

criterion function ε(k) = |e1(k)- e2(k)|, following procedures are needed. 
 
• To formulate a histogram and a probability density function from an input image. 
• To optimize a histogram to a mixed population. 

• To calculate the threshold τ which can minimize the criterion function from the mixed population. 
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In order to optimize a histogram and the threshold τ an optimization technique (e.g., the steepest 
descent method, the downhill simplex [26], the simulated annealing [27]) has to be used. 
 
The result of classification is evaluated using a confusion matrix first. The confusion matrix is 
shown in Table 1, where, n is the number of evaluated pixels, the first subscript denotes a class 
number of the classified image, the second subscript denotes a class number of the correct 
classification result and a symbol “+” denotes summation. In particular, n11 and n22 denote the 
number of pixels which were classified correctly. n12 and n21 denote the number of pixels which 
were classified as false. ni+ denote the number of pixels which were classified into class i. And Ni 
denotes the correct number of pixels belonging to class 1. 
 
 

TABLE 1: Confusion matrix for evaluation 

 
  True Data  

  Class1 Class2 Σ 

Classifier 
Class1 n11 n12 n1+ 

Class2 n21 n22 n2+ 

 Σ N1 N2 N 

 
After evaluation by the confusion matrix, typically the result of classification is evaluated using the 
overall accuracy O, the producer's accuracy P and the user's accuracy U [28]. These accuracies 
are given by 

O=

∑
i=1

2

n
ii

N ,   

Pi=
n ii

N i ,   

U i=
nii

ni+ . 

(7) 

These accuracies are useful to evaluate a result of classification. However those may not be 
suitable for evaluation of a threshold value. For example, this is the case when the numbers of 
each class differ widely. In this case, an accuracy of majority class becomes dominant in the 
overall accuracy. And an accuracy of minority class is neglected. In the result, the greater the 
number of estimated pixels which are classified to the majority class, the greater the overall 
accuracy is increased. So the overall accuracy is not suitable to evaluate a threshold value. 
Furthermore, the producer's accuracy is improved when a threshold changes in a direction which 
classifies pixels more into a target class. The user's accuracy is also improved when a threshold 
changes in a direction which classifies pixels less into a target class. Thus, these accuracies are 
not suitable to evaluate a threshold because it is possible that those are improved by an unfair 
threshold. 
 
Accordingly, we use a new accuracy to evaluate a threshold to estimate the quantities of class 
populations. We call the new accuracy a “counting accuracy” in this paper and define it as  

C i=
ni+

N i .  

(8) 

The counting accuracy is a ratio between a quantity classified into class i and a correct quantity of 
class i. It directly compares a quantity classified into class i and a correct quantity of class i. So 
the counting accuracy can evaluate the result of classification directly and can evaluate also the 
threshold indirectly, when our purpose of classification is to estimate the quantities of classified 
populations. 

 
3. FEATURE 
Theory of the proposed method was presented in the second chapter. However, can the 
expected result be taken by the proposed method? A validation of the effects and the works using 
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a data set is needed. To confirm the feature of the suggested method, comparison analysis 
between the results of the proposed method and existing methods are conducted. At first, ten 
sample input images are prepared. Every sample images have two classes and consist of 
1,000,000 pixels. Each class goes along gaussian distribution. Two examples of the probability 

density functions are shown in Figure 2. Then number of pixels Ni, average µ i and standard 

deviation σi for each class are shown in Table 2, where i denotes class number. Each image has 
a different number of pixels and a different standard deviation for each class. The results in case 
that there are various distributions of each class can be confirmed by the analysis of using these 
sample images. 
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(a)  for sample input image No.4        (b)  for sample input image No.8 

  
FIGURE 2: Example of the probability density function for each sample input image 

 

TABLE 2: Then number of pixels Ni, average µi and standard deviation σi for each class 

 

Sample 
input image 

N1 µ1 σ1 N2 µ2 σ2 

No.1 500,000 80 10 500,000 150 10 

No.2 500,000 80 10 500,000 150 30 

No.3 500,000 80 20 500,000 150 20 

No.4 500,000 80 30 500,000 150 10 

No.5 500,000 80 30 500,000 150 30 

No.6 900,000 80 10 100,000 150 10 

No.7 900,000 80 10 100,000 150 30 

No.8 900,000 80 20 100,000 150 20 

No.9 900,000 80 30 100,000 150 10 

No.10 900,000 80 30 100,000 150 30 

 
 Selections of three thresholds using three methods are conducted respectively. One method is 
the proposed method while the other two methods are the Otsu's thresholding (hereinafter 
referred to as the Otsu thresholding) and the minimum error thresholding by Kittler and 
Illingworth's (hereinafter referred to as the Kitter thresholding). In case of Otsu thresholding, a 

threshold which makes  η=σB/σW maximum is selected by the downhill simplex method [26]. 

Where σB is intra-class variance and σW is inter-class variance. On the other hand, in case of the 
Kitller thresholding, a threshold which makes an evaluation function J minimum is selected by the 
downhill simplex method. In the case of the proposed method, we optimized some parameters of 
a mixed gaussian distribution to match a probability density function of input image using the 
multivariate downhill simplex method. Then, we got a threshold which makes the criterion function 
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ε(k) = |e1(k)- e2(k)| minimum from some parameters of the mixed gaussian distribution using the 
downhill simplex method [26].  
 
In the result, when numbers of pixels and standard deviations of two classes were equal (for 
sample image No.1, No.3 and No.5), each of the three thresholding methods selected same 
thresholds.  
 
For each sample input image, we classified a pixel less than or equal to a threshold into class 1. 
In reverse, we classified a pixel bigger than a threshold into class 2. Then some classified images 
were created.  
 
To evaluate the result of classifications, we compared the classified images with the correct 
classification results which we made first. Then, we made a confusion matrix which is shown in 
Table 1 from each result of evaluations. All elements of the confusion matrices for all evaluations 
are shown in Table 3. At the end, we calculated a overall accuracy O, a producer's accuracy P, a 
user's accuracy U and a counting accuracy C from the elements of the confusion matrices for 
each classifications. The results are shown in Table 4. 
 
For sample input image No.1 and No.6 of which two classes were separated clearly, any 
accuracy of all methods was just about 100%. For sample input images of which the number of 
pixels and the standard deviations of the two classes were equal, the accuracies of each method 
did not differ clearly. However, for sample image No.2 and No.4 of which the standard deviations 
between the two classes were different, the most accurate overall accuracies were obtained by 
the Kittler thresholding. And the most exact counting accuracies were obtained by the proposed 
method. Furthermore, the Otsu method and the Kittler method make a big difference between a 
user's accuracy and a producer's accuracy. By contrast, the proposed method made a user's 
accuracy and a producer's accuracy approximate each other. Also for sample input images from 
No.6 to No.10, the most accurate counting accuracies were obtained by the proposed method 
being compared with other methods. Sample image No. 10 is convex shape. That means it is not 
biphasic distribution. However the proposed method can classify sample image No.10 with high 
accuracy. And the proposed method made the least difference between a user's accuracy and a 
producer's accuracy. 
 
 

TABLE 3: Evaluated elements of confusion matrices 

 
Sample 
image 

Method n11 n12 N1+ N1 n21 n22 n2+ N2 

No.1 Otsu 499,886 102 499,988 500,000 114 499,898 500,012 500,000 
 Kittler 499,888 106 499,994 500,000 112 499,894 500,006 500,000 
 proposed 499,887 102 499,989 500,000 113 499,898 500,011 500,000 

No.2 Otsu 414,754 6 414,760 500,000 85,246 499,994 585,240 500,000 
 Kittler 466,625 3,144 469,769 500,000 33,375 496,856 530,231 500,000 
 proposed 479,767 19,959 499,726 500,000 20,233 480,041 500,274 500,000 

No.3 Otsu 479,842 19,984 499,826 500,000 20,158 480,016 500,174 500,000 
 Kittler 479,904 20,051 499,955 500,000 20,096 479,949 500,045 500,000 
 proposed 479,904 20,051 499,955 500,000 20,096 479,949 500,045 500,000 

No.4 Otsu 499,995 84,938 584,933 500,000 5 415,062 415,067 500,000 
 Kittler 496,668 32,943 529,611 500,000 3,332 467,057 470,389 500,000 
 proposed 479,879 20,076 499,955 500,000 20,121 479,924 500,045 500,000 

No.5 Otsu 439,178 60,812 499,990 500,000 60,822 439,188 500,010 500,000 
 Kittler 438,272 59,885 498,157 500,000 61,728 440,115 501,843 500,000 
 proposed 436,012 57,771 493,783 500,000 63,988 442,229 506,217 500,000 

No.6 Otsu 99,974 238 100,212 100,000 26 899,762 899,788 900,000 
 Kittler 99,922 64 99,986 100,000 78 899,936 900,014 900,000 
 proposed 99,924 73 99,997 100,000 76 899,927 900,003 900,000 

No.7 Otsu 84,797 36 84,833 100,000 15,203 899,964 915,167 900,000 
 Kittler 90,152 718 90,870 100,000 9,848 899,282 909,130 900,000 
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 proposed 93,617 6,303 99,920 100,000 6,383 893,697 900,080 900,000 
No.8 Otsu 99,059 117,060 216,119 100,000 941 782,940 783,881 900,000 

 Kittler 80,660 3,773 84,433 100,000 19,340 896,227 915,567 900,000 
 proposed 89,054 10,398 99,452 100,000 10,946 889,602 900,548 900,000 

No.9 Otsu 100,000 302,704 402,704 100,000 0 597,296 597,296 900,000 
 Kittler 99,977 109,844 209,821 100,000 23 790,156 790,179 900,000 
 proposed 81,186 18,659 99,845 100,000 18,814 881,341 900,155 900,000 

No.10 Otsu 97,213 297,742 394,955 100,000 2,787 602,258 605,045 900,000 
 Kittler 87,928 109,509 197,437 100,000 12,072 790,491 802,563 900,000 
 proposed 71,065 34,317 105,382 100,000 28,935 865,683 894,618 900,000 

  
 

TABLE 4: Result of evaluation for each sample images (Overall accuracy, Producer's accuracy, User's 
accuracy and Counting accuracy for each class) 

 
Sample 
image 

Method O P1 U1 C1 P2 U2 C2 

No.1 Otsu 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

 Kittler 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

 proposed 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

No.2 Otsu 91.5% 83.0% 100.0% 83.0% 100.0% 85.4% 117.1% 

 Kittler 96.4% 93.3% 99.3% 94.0% 99.4% 93.7% 106.1% 

 proposed 96.0% 96.0% 96.0% 100.0% 96.0% 96.0% 100.1% 

No.3 Otsu 96.0% 96.0% 96.0% 100.0% 96.0% 96.0% 100.0% 

 Kittler 96.0% 96.0% 96.0% 100.0% 96.0% 96.0% 100.0% 

 proposed 96.0% 96.0% 96.0% 100.0% 96.0% 96.0% 100.0% 

No.4 Otsu 91.5% 100.0% 85.5% 117.0% 83.0% 100.0% 83.0% 

 Kittler 96.4% 99.3% 93.8% 105.9% 93.4% 99.3% 94.1% 

 proposed 96.0% 96.0% 96.0% 100.0% 96.0% 96.0% 100.0% 

No.5 Otsu 87.8% 87.8% 87.8% 100.0% 87.8% 87.8% 100.0% 

 Kittler 87.8% 87.7% 88.0% 99.6% 88.0% 87.7% 100.4% 

 proposed 87.8% 87.2% 88.3% 98.8% 88.5% 87.4% 101.2% 

No.6 Otsu 100.0% 100.0% 99.8% 100.2% 100.0% 100.0% 100.0% 

 Kittler 100.0% 99.9% 99.9% 100.0% 100.0% 100.0% 100.0% 

 proposed 100.0% 99.9% 99.9% 100.0% 100.0% 100.0% 100.0% 

No.7 Otsu 98.5% 84.8% 100.0% 84.8% 100.0% 98.3% 101.7% 

 Kittler 98.9% 90.2% 99.2% 90.9% 99.9% 98.9% 101.0% 

 proposed 98.7% 93.6% 93.7% 99.9% 99.3% 99.3% 100.0% 

No.8 Otsu 88.2% 99.1% 45.8% 216.1% 87.0% 99.9% 87.1% 

 Kittler 97.7% 80.7% 95.5% 84.4% 99.6% 97.9% 101.7% 

 proposed 97.9% 89.1% 89.5% 99.5% 98.8% 98.8% 100.1% 

No.9 Otsu 69.7% 100.0% 24.8% 402.7% 66.4% 100.0% 66.4% 

 Kittler 89.0% 100.0% 47.7% 209.8% 87.8% 100.0% 87.8% 

 proposed 96.3% 81.2% 81.3% 99.9% 97.9% 97.9% 100.0% 

No.10 Otsu 70.0% 97.2% 24.6% 395.0% 66.9% 99.5% 67.2% 

 Kittler 87.8% 87.9% 44.5% 197.4% 87.8% 98.5% 89.2% 

 proposed 93.7% 71.1% 67.4% 105.4% 96.2% 96.8% 99.4% 

 
 It should be noted that the Otsu method and the Kittler method make a big difference between a 
user's accuracy and a producer's accuracy, because these methods make a big difference 
between the number of classified pixels ni+ and the number of correct classification pixel Ni, too. 
On the other hand, the proposed method decreases the difference between a user's accuracy 
and a producer's accuracy, because the method makes the number of classified pixels ni+ and the 
number of correct classification pixel Ni approximate each other. Accordingly, the proposed 
method can select a threshold to improve the counting accuracy C. In other words, the proposed 
method can estimate the number of pixels of a class with more precision than other methods. 
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4. RANGE OF APPLICATION 
The proposed method selects a threshold by statistical algorithm. Thus, a sufficient number of 
input data are required in order to stabilize a result. Verifying analysis of a sufficient quantity of 
input data to stabilize a threshold and a classification under the assumption of estimating a 
planting area of paddy using a SAR data (RADARSAT-2, Ultra-Fine, 2009/6/6) from a satellite is 
conducted. 
 
At first, inspection of a distribution of backscattering coefficients of SAR data for each field is 
implemented. Then it becomes clear that the distribution is similar to a mixed gaussian 

distribution（refer to Figure 3）. Some input data sets which have 10 to 10,000,000 sample data 

and the same distribution are prepared. At the Time, a class of the sample data belongs was 
defined in order to evaluate accuracies after classifications.  
 

  

 
 

FIGURE 3: A result of optimization of a mixed distribution which used RADARSAT-2 data 

 
As a result of validation of the stable number of input samples, stable thresholds were not 
obtained when we used less than 1000 samples with this distribution data. In contrast, stable 
thresholds were obtained using more than 1000 samples by any threshold method (refer to 
Figure 4). 
 

 

 
 

FIGURE 4: Variation in a threshold when the number of input samples was changed. 

 
Furthermore, as a result of evaluating accuracies of classifications, accuracies of each method 
were reversed at each data set when we used less than 10,000 samples for evaluation. In other 
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hand, stable accuracies were obtained when we used more than 10,000 samples. This means 
that 10,000 samples are required at least (refer to Figure 5 and Figure 6). 

 
 

 
 

FIGURE 5: Variation in a overall accuracy when the number of input samples was changed. 

 
 

 
 

FIGURE 6: Variation in a counting accuracy when the number of input samples was changed. 

 
Accordingly, distributions with at least 1,000 samples are required in order to obtain a stable 
threshold. And at least 10,000 samples are required in order to compare the accuracies of each 
thresholding method. 

 
5. CONCLUSION 
In conclusion, the method we proposed can select a threshold which equalizes two amounts of 
incorrect classifications of each class. This method has a unique objective which is to select a 
threshold to estimate the total number of data (pixels) of each classified population. Furthermore 
by comparing the proposed method with the existing methods, we showed the proposed method 
has the following advantages. 
 
• A higher counting accuracy can be obtained than with the existing methods. 
•The method can equalize a user's accuracy and a producer's accuracy more than the other 
methods. 
• The proposed method is valid even if there are biases of amounts and deviations in each class. 
• The proposed method is valid even if input data do not have a biphasic distribution. 
 
 The distribution characteristics of input data must be known when the proposed method is 
utilized. In addition, the application of proposed method has the following characteristics: 
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• The proposed method can be used not only for an image data but also for a numerical data. 
• At least 1,000 samples are required in order to obtain a stable threshold. 
• At least 10,000 samples are required in order to compare with the accuracies of some 
thresholding methods. 
 
For actual applications, sometimes the number of input data and true data for evaluation are not 
sufficiency. In this case, it is difficult to apply the proposed method into the analysis. Furthermore, 
it is also difficult to use an input data having a unknown distribution as input class. This is 
because an assuming or a knowing a distributed shape is needed for the proposed method.  
 
It should be noted that the result is an example for estimating a planting area of paddy using 
some specific data. We showed some characteristics and ranges of application of the proposed 
method. The method has some advantages for thresholding and classification. However, the 
most specified characteristic of the proposed method is its objective. A purpose of the existing 
methods is to decrease errors of a classification. On the other hand, the purpose of the proposed 
method is to estimate quantities, data volumes, of classes through a classification analysis. Of 
course, classical statistic method could estimate quantity of a class. But it cannot classify sample 
data. The proposed method can coordinate a result of a classification and a result of quantity 
estimation. The proposed method is definitely useful when both classification and quantity 
estimation of a class are required.  
 
Almost all data have some noise. So, validations of resistance to some noises will be conducted 
in the future. After an adaptive limits are known, solutions which can be applied the proposed 
method will be findable. Application of the proposed method to various field analyses would be a 
major topic in next step. 
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