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                                Editorial Preface 
 

This is the fifth issue of volume four of International Journal of Biometric and 

Bioinformatics (IJBB). The Journal is published bi-monthly, with papers being 
peer reviewed to high international standards. The International Journal of 

Biometric and Bioinformatics are not limited to a specific aspect of Biology 

but it is devoted to the publication of high quality papers on all division of Bio 
in general. IJBB intends to disseminate knowledge in the various disciplines 

of the Biometric field from theoretical, practical and analytical research to 

physical implications and theoretical or quantitative discussion intended for 

academic and industrial progress. In order to position IJBB as one of the 
good journal on Bio-sciences, a group of highly valuable scholars are serving 

on the editorial board. The International Editorial Board ensures that 

significant developments in Biometrics from around the world are reflected in 
the Journal. Some important topics covers by journal are Bio-grid, biomedical 

image processing (fusion), Computational structural biology, Molecular 

sequence analysis, Genetic algorithms etc.   

 
The coverage of the journal includes all new theoretical and experimental 

findings in the fields of Biometrics which enhance the knowledge of scientist, 

industrials, researchers and all those persons who are coupled with 
Bioscience field. IJBB objective is to publish articles that are not only 

technically proficient but also contains information and ideas of fresh interest 

for International readership. IJBB aims to handle submissions courteously 
and promptly. IJBB objectives are to promote and extend the use of all 

methods in the principal disciplines of Bioscience. 
 
 
IJBB editors understand that how much it is important for authors and 

researchers to have their work published with a minimum delay after 

submission of their papers. They also strongly believe that the direct 
communication between the editors and authors are important for the 

welfare, quality and wellbeing of the Journal and its readers. Therefore, all 

activities from paper submission to paper publication are controlled through 
electronic systems that include electronic submission, editorial panel and 

review system that ensures rapid decision with least delays in the publication 

processes.  

 
To build its international reputation, we are disseminating the publication 

information through Google Books, Google Scholar, Directory of Open Access 

Journals (DOAJ), Open J Gate, ScientificCommons, Docstoc and many more. 
Our International Editors are working on establishing ISI listing and a good 

impact factor for IJBB. We would like to remind you that the success of our 

journal depends directly on the number of quality articles submitted for 
review. Accordingly, we would like to request your participation by 

submitting quality manuscripts for review and encouraging your colleagues to 

submit quality manuscripts for review. One of the great benefits we can 



provide to our prospective authors is the mentoring nature of our review 

process. IJBB provides authors with high quality, helpful reviews that are 
shaped to assist authors in improving their manuscripts.  
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Abstract 

The use of the internet technology and web browser capabilities of the internet 
has provided researchers/scientists with many advantages, which includes but 
not limited to ease of access, platform independence of computer systems, 
relatively low cost of web access etc. Hence online collaboration like social 
networks and information/data exchange among individuals and organizations 
can now be done seamlessly. In practice, many investigators rely heavily on 
different data modalities for studying and analyzing their research/study and also 
for producing quality reports. The lack of coherency and inconsistencies in data 
sets can dramatically reduce the quality of research data. Thus to prevent loss of 
data quality and value and provide the needed functionality of data, we have 
proposed a novel approach as an ad-hoc component for data monitoring and 
manipulation called RTWebDMM (Real-Time Web-based Data Monitoring and 
Manipulation) system to improve the quality of translational research data. The 
RTWebDMM is proposed as an auditor, monitor, and explorer for improving the 
way in which investigators access and interact with the data sets in real-time 
using a web browser. The performance of the proposed approach was evaluated 
with different data sets from various studies. It is demonstrated that the approach 
yields very promising results for data quality improvement while leveraging on a 
web-enabled environment. 
 
Keywords: Bioinformatics, Health Management, Clinical Trial, Basic Research, Data Manipulation, Data  
                      Monitoring, Data Cleaning, Data Comparison 
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1. INTRODUCTION 

A data with good quality is needed in-order to produce high quality results from scientific 
researches and discoveries. This has generated a considerable amount of interest in 
software/algorithms that can facilitate data quality control. The value of data highly depends on its 
quality. To enhance the quality of data to be analyzed many data management systems tend to 
facilitate data quality control before using it in data mart, data mining, or other analytical 
processes.  Data quality control includes all the processes involved in producing and validating 
good quality data. The processes include but not limited to data-preprocessing/cleaning, data 
processing, data aggregation and data quality assurance [11]. Data preprocessing involves noise 
and dimension reduction in the data. In Data processing stage, data is analyzed, aggregated, and 
incorrect data items eliminated. Also data is examined in this stage for reasonable output [11]. 
Data aggregation is a measure of the statistical test and analysis of the processed data. Also 
different statistical tests used in analyzing the data out-put are validated. 
 
Data quality assurance involves the use of quality assurance techniques/methods to validate the 
data output. Data quality control and validation is used to ensure that good and authoritative data 
is produced for its purpose [12]. Fan et al., proposed the Semandaq (Semantic Data Quality) [9]. 
Semandaq is a data quality system that uses conditional functional dependencies for improving 
the quality of relational data. Galhardas et al., proposed a declarative language along with 1-5 
transformation operations to enhance improvements of data monitoring and cleaning process [3]. 
Harris et at., proposed the Research Electronic Data Capture (REDCap) [4].  The REDCap 
project uses PHP + JavaScript programming language and MySQL database engine driven 
methodology and workflow process. The REDCap proposed Data Cleaner and Data Comparison 
tools to assist in data monitor and cleaning process. However the cleaning actions have to be 
explicit by the investigators or users. Viangteeravat et al., introduced the Scientific Laboratory 
Information Management–Patient-care Research Information Management (Slim-Prim) system [7, 
8].  
 
The Slim-Prim [7,8] proposed Data Monitor tool to assist the user/researcher with real-time 
visualization and tracking of the historical data set through Asynchronous JavaScript and XML 
(AJAX) capability interface. However, it gives users the ability to refine and manipulate their data 
set to support monitoring. Also the cleaning of poor quality data is still needed under the principal 
best known as “Your Data, Your Decision”. Raman et al., introduced an interactive ad-hoc 
technique by providing a spreadsheet-like interface to facilitate the specific transformation 
operation that can automatically trigger a bad quality of data in the background [6].  Mury et al., 
proposed the Informatics for Integrating Biology and the Bedside (i2b2) that queries data by 
dragging and placing the data items into the query environment. This approach is used in 
retrieving data item from the repository which contains clinical data records [13].  In practice, 
however, it is estimated that data cleaning is the most labor intensive and a complex process 
compared to other processes in data quality control [10]. In order to minimize the data cleaning 
efforts, data quality control process should be part of the data processing stage as it involves data 
monitoring and manipulation. This stage produces good errors and detects inconsistencies in 
data items.  
 
In this article, we have proposed the real-time web-based data monitoring and manipulation 
system (RTWebDMM) as an ad-hoc component that can easily be integrated and interfaced with 
an existing data management system while having the advantages of being an online web-based 
system. RTWebDMM provides a graphical user interface (GUI) platform in form of a spreadsheet 
with build-in macros analytical tools that perform both data monitoring and manipulation in-order 
to produce good quality data for research purpose. It has also shown to be an indispensable tool 
in data cleaning efforts, thereby relieving the researcher the burden of data cleaning. 
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2. RTWebDMM SYSTEM ARCHITECTURE AND FUNCTIONALITY 

The Real-Time Web-based Data Monitoring and Manipulation system (RTWebDMM) architecture 
is depicted in Figure 1. As shown Figure 1, the RTWebDMM is composed of four main 
components. The first component, Ad-hoc API, uses PHP + Asynchronous JavaScript and 
XML(AJAX) and JavaScript programming language to build an ad-hoc API (Application 
Programming Interface) to communicate with the existing Clinical Data Management System 
(CDMS) and uploads data set of interest into RTWebDMM. The second component comprises 
the Data monitoring and Data Manipulation sub-components. The Data monitoring sub-
component consists of built-in Macro tools, data analysis tools, Data graph (which produces the 
graphical user interface) and Data tracking tool while the Data manipulation sub-component 
consists of Data Export which may be in Comma-Separated Value (CSV) or Tab Separated Value 
(TSV) format, Data Aggregation and Comment Exchange modules. Data Query module initiates 
the built-in Macro module to work on analytical process using Data Analysis. The Data Analysis is 
composed of many built-in complex analytical  functions such as Mean, Median, Standard 
deviation, Age calculation, Probability Density Function, BMI (Body Mass Index), Standard error, 
and Outlier detection.  
 
The RTWebDMM is based on a Simple Spreadsheet [6, 14]. A Simple Spreadsheet provides a 
basic excel-like framework that supports charts, formulas, and simple custom macros. It also 
includes sorting capabilities, which has the features of expanding all or specified columns, 
complex macro built-in analytic formulas, and other features necessary for basic science and 
clinical research. We have also extended it to include the organization of what we call “Data 
Query”. Data Query is the real-time SQL (Structured Query Language) that allows a user to easily 
access and monitors the quality of the data set. The user can interactively manipulate, track the 
state/status of data, if it has been modified since it was last collected by using the Data Tracking 
module. The Data Aggregation gives users the ability to manipulate the raw data set to a suitable 
format before statistician(s) can provide further analysis on the data. The Data Conversion 
becomes the third component used in creating custom user report, which is static mode (i.e., data 
snapshot). The fourth component, Custom Report, is an online report module. The report module 
is used to know the state of the system at any given time. 
 

 
 
 
 

FIGURE 1: RTWebDMM system architecture and functionality 
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3.  RTWebDMM APPLICATION PROGRAMMING INTERFACE (API) 

For the purpose of our study, there is an API between our system and CDMS [7, 8] which enables 
the uploading of data into the RTWebDMM project using the API in Data Query menu as depicted 
in Figure 2. The RTWebDMM uses PHP application running at the server site to communicate 
and upload raw data set from Slim-Prim system. The JavaScript (JS) programming language is 
used to display the query results at the client-side as shown in Figure 3.  
In Figure 2, RTWebDMM uses Structure Query Language (SQL) to communicate with the CDMS 
system. The result of the raw data set is then translated into a required format in which its 
structure is compliant for rendering to the client using JS Data Grid Writer and Render Class.  
The JS Data Grid Writer and Render Class is the PHP class written in OOP (Object-Oriented 
Programming) fashion. It is used to create the compliant JS format for RTWebDMM to render and 
display its result in dynamic data grid style. Once RTWebDMM successfully renders the displays 
of its results, also the user is allowed to manipulate and monitor the data set using Data Graph, 
Data Tracking, and Data Aggregation modules thus detecting outlier or poor quality of data. This 
process reduces the extensive labor  in data manipulation and assists in data cleaning.  
The RTWebDMM uses Data Graph and Tracking components to monitor the value of the data 
set. The user uses either simple built-in formulas (e.g., Mean, Median, or Standard deviation) or 
complex built-in formula (e.g., Body Mass Index(BMI)) in detecting the quality of data. To 
enhance collaboration, RTWebDMM provides comment functionality for data comment exchange 
as shown in Figure 3. 
 
 

 

 

FIGURE 2: RTWebDMM system API (Application Programming Interface) 
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4. DISCUSSION AND FUTURE CHALLENGES 

The proposed Real-Time Web-based Data Monitoring and Manipulation (RTWebDMM) system 
has shown significant improvement in reducing extensive labor for data cleaning process. Studies 
available in literature have shown that it is difficult and challenging to detect poor quality of data 
conditions in both basic science and clinical research studies [12, 15]. The RTWebDMM attempts 
to assist in providing a new alternative method in which we are able to monitor uncertainties in 
relational data sets using built-in independency functions of the data sets.  Compared with other 
data management tools mentioned (See Section 1 and 2) our proposed tool (RTWebDMM ) is a 
real-time web-based data monitoring and manipulation tool and it ensures that good quality data 
is generated for research purpose. It also has graph Data Graph and Tracking components which 
monitors the value and quality of data in real-time. RTWebDMM also has API for ease of 
integration with legacy systems or other data management systems.  In practice, basic science 
and clinical research data deal with relational data dependencies. For instance, the specific zip 
code within the same county must result in the same name of a city. The ad-hoc functional 
dependencies that the user can define will have to be established in our future work. The 
improvements in user-friendly interface (UI) and data cleaning are also part of our future 
implementation of our system. We also intend to make this tool play a key role in decision support 
management by creating a repository of commonly used data sets in clinical research. An 
association between the data items will be created using Apriori Principle which states that “if an 
item-set is frequent, then all of its subsets must also be frequent” [16]. There will be an alert to 
signify the presence or absence of a data set item used in the query analysis that has an 
associate in the repository. 

 
 

 

  

 
FIGURE 3: RTWebDMM User Interface (web-based) for Historical Data Tracking(A)   Data Graph /  

Analysis(B) and Collaboration supported in comment exchange functionality(C) 
 

A B 

C 
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5. CONSLUSION 

RTWebDMM tool has been tested with data from clinical research and basic science studies at 
UTHSC to evaluate its use in improving the quality of data item sets and in eliminating 
inconsistencies detected in the data sets. It is a web-based tool that gives users of clinical trial 
research studies real-time access to monitor, manipulate and refine data set items to obtain good 
quality data for their studies. Data quality affects the result of clinical research studies as the data 
items are patient medical records which should contain data of highest possible quality that can 
be obtained. In-order to obtain credible result from clinical research study, the data must be 
credible [15]. The tool also relieves the user the burden of data cleaning, thus allowing user to 
focus on the objective of the research study.  In future users of clinical research project will 
leverage on the built-in intelligence of the tool that will be added to determine the association 
between clinical data set items.  The built-in intelligence tools will include  the use of  
standardized techniques and technologies  such as; International Classification of Diseases, 
Ninth Revision (ICD-9) [17], International Classification of Diseases, Tenth Revision (ICD-10) 
[18], Current Procedural Terminology, 4th Edition (CPT-4) [19], Systematized Nomenclature of 
Medicine-Clinical Terms (SNOMED CT) [20], Logical Observation Identifiers Names and Codes 
(LOINC), Recommended Standard Clinical Drug Nomenclature (RxNorm) [21], and Unified 
Medical Language System (UMLS) [20]. 
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Abstract 

 

Unlocking the complexity of a living organism’s biological processes, functions 
and genetic network is vital in learning how to improve the health of humankind. 
Genetic analysis, especially biclustering, is a significant step in this process. 
Though many biclustering methods exist, only few provide a query based 
approach for biologists to search the biclusters which contain a certain gene of 
interest.  This proposed query based biclustering algorithm SIMBIC+ first 
identifies a functionally rich query gene. After identifying the query gene, sets of 
genes including query gene that show coherent expression patterns across 
subsets of experimental conditions is identified. It performs simultaneous 
clustering on both row and column dimension to extract biclusters using Top 
down approach.  Since it uses novel ‘ratio’ based similarity measure, biclusters 
with more coherence and with more biological meaning are identified.  SIMBIC+ 
uses score based approach with an aim of maximizing the similarity of the 
bicluster. Contribution entropy based condition selection and multiple row / 
column deletion methods are used to reduce the complexity of the algorithm to 
identify biclusters with maximum similarity value. Experiments are conducted on 
Yeast Saccharomyces dataset and the biclusters obtained are compared with 
biclusters of popular MSB (Maximum Similarity Bicluster) algorithm. The 
biological significance of the biclusters obtained by the proposed algorithm and 
MSB are compared and the comparison proves that SIMBIC+ identifies biclusters 
with more significant GO (Gene Ontology).  
 
Keywords: Data Mining, Bioinformatics, Biclustering, Gene Expression Data, Gene Selection, Top-Down 
Approach, Gene Ontology. 

 

1. INTRODUCTION 

Gene expression is conversion of information encoded in a gene. Gene expression data is a 
valuable resource for researchers who are focusing on clustering of genes to draw meaningful 
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inferences. Expressions of genes under different conditions serve as valuable clues to 
understand the cell differentiation, pathological and genetic behavior. For most functionally 
related genes, tight correlation occurs under specific experimental conditions. Clustering deals 
with finding patterns in a collection of unlabeled data. Traditional clustering algorithms consider all 
of the dimensions of an input dataset in an attempt to learn as much as possible about each 
object described. According to Kerr et. al [12],  clustering the microarray matrix can be achieved 
in two ways: (i) genes can form a group which show similar expression across conditions, (ii) 
samples can form a group which show similarity across all genes. This gives rise to global 
clustering or traditional clustering where a gene or sample is grouped across all dimensions. 
Biclustering [15, 21], a relatively new unsupervised learning technique, cluster the objects under 
subset of attributes.  It allows the assignment of individual objects to multiple clusters. Co-
expressed genes, i.e., genes with similar expression patterns, can be clustered together and 
manifest similar cellular functions. Hence biclustering aims to find sub-matrices with coexpressed 
expression values.  
 
1.1 Query driven Biclustering  
In this Query driven Biclustering technique, usually a query gene is given as input, and a single 
bicluster which consists of a set of genes and a subset of conditions / samples that are similar to 
the query gene is extracted. The resultant bicluster that include the query gene answer the 
following questions which are not answered by most existing biclustering methods in which 
biologists are interested in [7]. 

(i) “Which genes involved in a specific protein complex is co expressed?”  
(ii) “Given a set of known disease genes, how to select new candidate genes that may be   

linked to the same disease?” 
Given a specific gene or set of genes (seed genes) known or expected to be related to some 
common biological pathway or function: 

(i) “Which genes are (functionally) related to the seed genes and which features (conditions) 
are relevant for this biological function?” 

  
1.2 Biological Significance 
An Open Reading Frame (ORF) is a DNA sequence that contains a start codon and a stop 
codon in the same reading frame. ORF is supposed to be a gene which encodes a protein, but in 
some cases encoded protein for ORFs are not known. The yeast Saccharomyces cerevisiae [13] 
is an excellent organism for this type of experiment because its genome has been sequenced 
and all of the ORFs have been determined. Each study determines the expression level of every 
ORF at a series of time points. The resulting dataset must be analyzed to determine the roles of 
specific genes in the process of interest. Genes coding for elements of a protein complex are 
likely to have similar expression patterns. Hence, grouping ORFs with similar expression levels 
can reveal the function of previously uncharacterized genes.  
 
1.3 Coherent Bicluster 
Genes involved in common processes are often co-expressed. In this paper, constant bicluster 
with reference to the query gene and coherent bicluster with reference to the query gene are 
extracted. The biological significance of both the biclusters with reference to the same query gene 
is identified. Comparison of the biological significance shows that coherent bicluster has more 
biological significance than the constant bicluster.  Hence the focus in identifying coherent (i.e., 
patterns that rise and fall concordantly) bicluster is that co-expression may reveal much about the 
genes' regulatory systems. Coherent bicluster [1] has more biological significance than constant 
bicluster. 
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1 2 5 0 

2 3 6 1 

4 5 8 3 

5 6 9 4 

Additive Coherent Bicluster 

 
TABLE 1: Additive Coherent Bicluster and Multiplicative coherent Bicluster 

 

This paper is organized as follows: Section 2 details the preliminary of gene expression data 
along with literature survey. Section 3 explains the proposed work and the evaluation measures. 
Section 4 provides the experimental results of Yeast Saccharomyces Cervisiae expression data. 
Biological validation of the genes within the bicluster is provided in terms of gene ontology in 
Section 5. Section 6 concludes the article. 
 

2. Background 
2.1 Microarray Gene Expression Data 
Genes are how living organisms inherit features from their ancestors. The information within a 
particular gene is not always exactly the same between one organism and another, so different 
copies of a gene do not always give exactly the same instructions. Gene expression levels can be 
determined for samples taken (i) at multiple time instants of a biological process (different phases 
of cell division) or (ii) under various conditions (e.g., tumor samples with different 
histopathological diagnosis). A gene expression database can be regarded as consisting of three 
parts – the gene expression data matrix, gene annotation and sample / condition annotation. 

 
2.2 Problem statement 
A gene expression matrix A = [ aij ] of size m x n where each element represents the expression 
level of gene ‘i’ under condition ‘j’ is considered. Let I be the set of genes and J the set of 
conditions of A.  Biclustering identification is to find a submatrix AI’J’ = A ( I’, J’) with sets of rows 

I’  I and sets of columns J’   J . . In general, the problem can be defined as one of finding large 

sets of rows and columns such that the rows show unusual similarities along the dimensions 
characterized by columns and vice-versa. The bicluster cardinality or volume of bicluster is simply 
the product of the number of genes and number of conditions in the bicluster. 

 
2.3 Nature of biclustering Algorithms 
Biclustering, which has been applied intensively in molecular biology research recently, provides 
a framework for finding hidden substructures in large high dimensional matrices Tanay et al. [19, 
20] defined a bicluster as a subset of genes that jointly respond upon a subset of conditions. 
Biclustering algorithms may have two different objectives: to identify one bicluster or to identify a 
given number of biclusters. This proposed method identifies one bicluster at a time.  
 
Many biclustering methods [3] such as iterative row column [6,8] divide and conquer [9], 
exhaustive bicluster enumeration, distribution parameter identification exist in literature. Greedy 
iterative search methods are based on the idea of creating biclusters by adding or removing 
rows/columns from them, that optimizes the given criteria. They may make wrong decisions and 
loose good biclusters, but they have the potential to be very fast.  
 
Cheng and Church [5] used a greedy procedure starting from the entire data matrix and 
successively removing columns or rows contributing most to the mean squared residue score. 
They used both single node deletion and multiple node deletion methods in order to arrive one 
bicluster at a time and mask the previously discovered biclusters. Iterative Signature Algorithm 
(ISA) by Ihmels et al [11] has been found to be very effective in identifying (Transcription Module) 
TMs in yeast expression data. However, the major problem with the algorithm is that it starts with 
a totally random input gene seed and hence can result in non-meaningful TMs. Thus to gain 
confidence in the quality of TMs they run their algorithm for a large number of seeds and report a 

  1 2 0.5 1.5 

2 4 1 3 

4 8 2 6 

3 6 1.5 4.5 

Multiplicative coherent Bicluster 



J.Bagyamani,   K. Thangavel & R. Rathipriya  

International Journal of Biometrics and Bioinformatics (IJBB), Volume (4): Issue (6) 204 

TM only if it is obtained.  Dhollander et al. [7] introduced a model-based query-driven module 
discovery tool QDB, but it is aimed at performing informed biclustering instead of pattern 
matching, and it does not take into account the complex correlation patterns such as inverse 
patterns. Owen et al. [16] proposed a score-based search algorithm called Gene Recommender 
(GR) to find genes that are co expressed with a given set of genes using data from large 
microarray datasets. GR first selects a subset of experiments in which the query genes are most 
strongly co-regulated. Hence multiple query genes are required. Hu et al. [10] developed model-
based gene expression query algorithm BEST (Bayesian Expression Search Tool) built under the 
Bayesian model selection framework. It is capable of detecting co-expression profiles under a 
subset of samples/experimental conditions. In MSB [14] the maximum similarity bicluster for 
query gene or reference gene i* is computed, by trying the algorithm for all the conditions j* and 
then identifying bicluster with maximum similarity. The advantage of MSB is that it is unnecessary 
to mask previously discovered biclusters. SIMBIC [2] algorithm is an improvement of MSB in 
terms of computational efficiency but the biclusters obtained by both the methods are same. 
Instead of single row / column deletion, multiple rows / columns are deleted. Also for a specific 
reference gene i*, the algorithm need not be executed for all the reference condition j* but j* can 
be restricted to n/2 conditions that has high contribution entropy. This proposed SIMBIC+ 
algorithm is an improved version of SIMBIC in the sense that it uses novel ‘ratio’ based similarity 
measure, applied on conditions with high contribution entropy.  Also multiple rows or multiple 
columns are deleted in each iteration until the gene expression matrix reduces to a single 
element. Then bicluster with maximum similarity is identified and evaluated using ACV (Average 
Correlation Variation) measure. The biological significance and p - value of each obtained 
bicluster are evaluated. The Gene Ontology (GO) of the biclusters obtained by the proposed 
SIMBIC+ and MSB are compared and the comparison shows that SIMBIC+ outperforms SIMBIC 
and MSB. 
 

3. PROPOSED WORK  
3.1 Condition selection 
Preprocessing often involves some operation on feature-space in order to reduce the 
dimensionality of the data. This is referred to as feature selection [17]. The features are sorted 
based on the contribution entropy value. SVD-based entropy [18] of the dataset is defined as 
follows. Let sj denote the singular values of the matrix A. sj

2
 are then the eigen values of the n x n 

matrix AA
T
. The values are normalized by using (1). 

 

                           (1) 

 
and the resulting dataset entropy is 
 

                                       E =     (2) 

 
where N is the total number of attributes. This entropy varies between 0 and 1. The minimal value 
E = 0 corresponds to an ultra ordered dataset and E = 1 corresponds to unordered dataset. The 
contribution of the i

th
 feature to the entropy CEi is defined by a leave-one-out comparison 

according to 
 
                                       CEi  =  E(A[n x m]) – E(A[n x (m-1)])                   (3) 
 
where, in the last matrix, the i

th
  feature is removed. Thus the features are sorted by their relative 

contribution to the entropy. Simple ranking (SR) method sorts the features. Select ‘n/2’ features / 
conditions according to the highest ranking order of their CEi values.   
  
3.2 Ratio based Similarity between genes 
Gene selection is critical in molecular class prediction. In a cellular process, only a relatively 
small set of genes are active. So select genes i* which has specific functional importance in gene 
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ontology viz. Cellular component, Biological process, Molecular function. Let i* be a reference 
gene / query gene.   
Let j* be the reference condition. j* may be chosen in such a way that it has high contribution 
entropy. The contribution entropy of all the conditions are computed and j* is chosen from the 
selected ‘n/2’ conditions of the expression data that has high contribution entropy. Because there 
is a dependency between co-expression and functional relation, co-expressed genes provide 
excellent candidates for further study. However, the dependency is complex, and it cannot be 
used to identify the best choice of similarity measure. In [2, 14], the similarity measure is based 
on the absolute value of the difference. This measure would help us to identify constant and 
additive biclusters.  In order to identify a coherent pattern (shifting and scaling pattern), similarity 
measure is defined in terms of ratio.  
 

For an element aij of expression matrix A (I, J) and a reference gene i*  I, 

 

   dij = abs ( aij  / ai*j ) and   davg =   

 
where | . | refers to number of elements. The similarity between two genes sij is defined as  
 

                                          (4) 

 

If dij  >  davg,  then the two elements aij and ai*j   are not similar and the similarity sij  is set to 0.  

 
3.3 Ratio based Similarity score for a bicluster 
Let S (I, J) be an m x n similarity matrix of A (I, J). The similarity score S (I, J) of the bicluster AIJ 
is defined as below.   
 

For row i I, the similarity score of row ‘i’ is S (i, J) =                  (5) 

For row j J’, the similarity score of column ‘j’ is S (I, j) =                (6) 

The similarity score of bicluster S (I, J) = min min S (i, J), min S (I, j)}              (7) 

 
If this minimum is min(S(i, J)) find the index of all the rows corresponding to this minimum and 
remove all those rows from A(I, J) to get A(I’, J) else find the index of the columns  corresponding 
to column minimum and remove all those columns from A(I, J) to get A(I, J’). Then A (I, J) is 
updated as A (I, J’) or A (I’, J). Multiple row / column deletion is performed until the the row size 
(mr) or column size (mc) is less than or equal to 1. Identify the bicluster which has high similarity 
score as maximum similarity bicluster. Popular measures used for evaluating quality of a bicluster 
are MSR (Mean Squared Residue)[5] and ACV (Average Correlation Variation)[4] measure. MSR 
measures well all types of constant biclusters [1] and ACV is perfect measure for coherent 
biclusters. 
 
SIMBIC+ Algorithm 
Constant bicluster: 
Input 

1. Gene expression matrix A(I, J) 
2. Reference gene i* which has GO functional importance. 
3. Reference condition j* from selected (n/2) features. 

 
Output a maximum similarity bicluster. 
Procedure 

1. Compute similarity matrix S (I, J) using (4) for the reference gene i*.  
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2. Parameters (mr, mc) = size (A (I, J)). 
3. While (mr ≤ 1 or  mc ≤ 1) 

4. Compute row_sim,  S(i, J)      

5. Compute col_sim,  S(I, j) =  

6. find min(S(i, J) and    find min S(I, j) 
7. Find min { min(S(i, J’) & min S(I’, j)} 
8. If this minimum is min(S(i, J’)) find the index of the rows corresponding to this minimum 

and remove all those rows from A(I , J) to get A(I’, J) 
9. else find the index of the columns  corresponding to column minimum and remove all 

those columns from A(I , J) to get A(I , J’). 
10. Update A(I, J) = A(I’, J) or  A(I, J) = A(I, J’) and S(I, J) = S(I’, J) or S(I, J) = S(I, J’) 
11. Find the similarity of bicluster using (7) for the updated S (I, J). 
12. Update mr, mc. 
13. End while 
14. Extract the bicluster with maximum similarity A (I’, J’). 
15. Compute ACV and MSR of A (I’, J’). 
 

3.4 Comparison of SIMBIC+ with MSB 
 

MSB SIMBIC+ 

Every row is considered as a reference 
gene i*. 

Only genes with functional importance are 
considered as reference gene i* 

Every column is considered as a reference 
column j*. 

 The (n/2) conditions that have more 
contribution entropy are considered as j*. 

Number of iterations is m+n-2. Number of iterations is very less.  
Single node deletion method is used. Multiple node deletion method is used. 
Distance measure is the absolute 
difference between the reference gene and 
other genes. 

Distance measure is the ratio between the 
reference gene and other genes. 

Similarity measure depends on the 
parameters α and β. 

No such parameters used for bicluster 
identification. 

More complex. Complexity and number of iterations are 
reduced. 

Biclusters have biological significance. Biclusters have still more biological 
significance. 

 
TABLE 2: Comparison of MSB and SIMBIC+ 

 
This SIMBIC+ algorithm is implemented in Matlab, 2GHz processor with 3 GB RAM. 
 

4. Experimental analysis 
4.1  Dataset 
In order to test the efficiency of the proposed algorithm the Yeast Saccharomyces Cerevisiae 
data with 2884 genes and 17 conditions was considered wherein the missing values are replaced 
by -1. [http://arep.med.harvard.edu/biclustering/]  
  

4.2 Bicluster Evaluation Measures 
Two types of biclusters namely constant and additive coherent are identified using this algorithm. 
It is observed from Table 3 that additive biclusters have more biological significance than the 
constant biclusters. The performance of the algorithm is validated using MSR and the ACV. For 
each bicluster, MSR and ACV are computed using the formulae  
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                  (8) 

 
where  rij = aij - µik - µjk + µk,  µik is the row mean, µjk is the column mean and µk is the mean of 
the bicluster.  

  (9) 

 
where c_rowij is the correlation coefficient between rows i and j and c_colpq is the correlation 
coefficient between columns p and q. Bicluster with low MSR and high ACV (i.e., ACV 
approaching 1) is a good bicluster. ‘P’ value of a bicluster provides the biological significance of a 
bicluster. It provides the probability of including genes of a given category in a cluster by chance. 
Thus overrepresented bicluster is a cluster of genes which is very unlikely to be obtained 
randomly. Suppose that we have a total population of N genes, in which M have a particular 
annotation.  If we observe x genes with that annotation, in a sample of n genes, then we can 
calculate the probability of that observation, using the hyper geometric distribution. Thus the 
probability of getting x or more genes with an annotation, out of n, given that M in the population 
of N have that annotation, is: 

                      ∑
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The gene ontology namely Biological Process (BP), Molecular Function (MF) and Cellular 
Component (CC) of the bicluster can be identified using GOTermfinder.                                     
 

4.3 Performance of SIMBIC+ Algorithm 
Table 3 gives the comparison of the performance of the proposed algorithm for corresponding 
reference gene i* and reference condition j* for identifying a maximum similarity bicluster of Yeast 
Saccharomyces Cerevisiae dataset. It is observed that the first four biclusters of Table 3 identified 
by the proposed SIMBIC+ are highly correlated compared to bicluster obtained from MSB for the 
same reference gene and reference condition. Even though the last two biclusters of Table 3 
identified by MSB are more correlated (with high ACV) the volume of the bicluster is 
comparatively less i.e., statistically these are good biclusters. Statistical significance alone does 
not decide the quality of the bicluster. Statistical measures evaluate a bicluster theoretically, but 
the biological significance proves the real quality of the bicluster obtained. Hence the biological 
significance of the biclusters obtained by the proposed SIMBIC+ and MSB are tabulated in Table 
4 and Table 5 respectively.   

 

i* j* 
Nature 
of 
bicluster  

 SIMBIC+ MSB 
 No. of 

Iterations 
ACV Size of 

bicluster 
No. of 
Iterations 

ACV Size of 
bicluster 

210 14 Constant  1903  0.4864  20 x 17  2899  0.3165  25 x 17 

210 14 Additive  2647  0.9553  18 x 16  2899  0.7020  15 x 12 

288 14 Constant  1903  0.3556  22 x 17  2899  0.2519  22 x 16 

288 14 Additive  2583  0.9684  19 x 16  2899  0.9224  19 x 14 

2462   9 Additive  1759  0.9300  19 x 17  2899  0.9988  29 x 8 

1459 17 Additive   2455  0.9199  19 x 16   2899  1.0000    6 x 6 

TABLE 3: Comparison of performance of SIMBIC+ with MSB 

The selected conditions of yeast Saccharomyces data based on the contribution entropy are 6, 7, 
8, 9, 12, 13, 14, 15 and 17. Bicluster plots or parallel coordinate plot and heatmaps provide the 
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visual representation of the bicluster.  Figures 1, 3, 5, 7 are the bicluster plots of biclusters 
obtained by the proposed SIMBIC+ algorithm and Figures 2, 4, 6, 8 are the bicluster plots of 
biclusters obtained by MSB. Figure 1 is the bicluster plot of additive bicluster with 19 genes, 16 
conditions when i* is chosen as 288 (gene ID ‘YBR198C’ which has the functional importance of 
SLIK (SAGA like complex) and reference condition j* is chosen as 14. This bicluster has ACV = 
0.9684 and MSR= 9.7747 x 10

4
.  Figure 2 is the bicluster plot of additive bicluster with 19 genes, 

14 conditions for the same reference gene and reference condition. This bicluster has ACV = 
0.9224 and MSR = 5.3994 x 10

4
.  Figure 3 shows the bicluster plot of additive bicluster with 19 

genes and 16 conditions when i* is chosen as 210 and reference condition j* is chosen as 14. 
This bicluster has ACV= 0.9553 and MSR= 7.6272 x 10

4
.  Figure 4 shows the bicluster plot of 

additive bicluster with 15 genes and 12 conditions for the same reference gene and reference 
condition. This bicluster has ACV= 0.7020 and MSR= 4.6092 x 10

4
. 
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FIGURE 1: Additive Bicluster using SIMBIC+                   FIGURE 2: Additive Bicluster using MSB 
                             with i*=288                                                                      with i*=288 
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FIGURE 3: Additive Bicluster using SIMBIC+                           FIGURE 4: Additive Bicluster using MSB 
                  with i*=210 and j*=14                                                             with i*=210 and j*=14 

  
Figure5 shows the bicluster plot constant bicluster with 22 genes and 17 conditions when i* is 
chosen as 288 and reference condition j* is chosen as 14. This bicluster has ACV= 0.3556 and 
MSR= 1.0717 x 10

5
.  Figure 6 shows the bicluster plot of constant bicluster with 22 genes and 16 
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conditions for the same reference gene and reference condition. This bicluster has ACV= 0.2519 
and MSR= 8.8503 x 10

4
. 

 
Figure7 shows the bicluster plot of constant bicluster with 20 genes and 17 conditions when i* is 
chosen as 210 and reference condition j* is chosen as 14. This bicluster has ACV = 0.4864 and 
MSR = 9.9778 x 10

4
.  Figure 8 shows the bicluster plot of constant with 25 genes, 17 conditions 

for the same reference gene and reference condition. This bicluster has ACV= 0.3165 and MSR= 
1.204 x 10

5
. 
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    FIGURE 5: Constant Bicluster using SIMBIC+                 FIGURE 6: Constant Bicluster using MSB 

with i*=288 and j*=14    with i*=288 and j*=14 
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      FIGURE 7: Constant Bicluster using SIMBIC+                    FIGURE 8: Constant Bicluster using MSB 
with i*=210 and j*=14    with i*=210 and j*=14 
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FIGURE 9: Biological significance of constant bicluster with i* = 210 and j*=14 using SIMBIC+ 
 

5. BIOLOGICAL VALIDATION 
The annotations consist of three ontologies, namely biological process, cellular component and 
molecular function. The biological significance and the p value are obtained from GO 
TermFinder

1
. From Table 4 and Table 5, it is also observed that bicluster of the proposed 

SIMBIC+ algorithm are GO enriched. Table 6, provides the comparison of GO of the proposed 
SIMBIC+ algorithm and GO of MSB algorithm. Also Figures 9, 10 and 11 provide the biological 
network of the resultant bicluster. Figure 9 provides the GO for constant bicluster of SIMBIC+ with 

                                                
1
 http://www.yeastgenome.org/cgi-bin/GO/goTermFinder.pl 
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i* = 210. The genes involved in this bicluster are responsible for biological processes 
phospholipid dephosphorylation and phosphoinositide dephosphorylation. Figure 10 provides the 
GO (cellular function) for additive bicluster of SIMBIC+ with i*=210 and j*=14. Figure 11 provide 
the GO (molecular function) for additive bicluster of SIMBIC+ with i*=288 and j*=14. The genes 
involved in this bicluster are responsible for ATPase activity, coupled to transmembrane 
movement of ions, phosphorylative mechanism. 
 

 
 

FIGURE 10: Biological significance of additive bicluster i* = 210 and j*=14 using SIMBIC+ 
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FIGURE 11: Biological significance of additive bicluster i* = 288 and j*=14 using SIMBIC+ 
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Reference gene i*=210 , reference condition j*=14 , alpha=.2  beta = .2  gamma=.9,  volume= 
15x 12  MSR 46092 ACV=0.7020 , Type : Additive bicluster, GO:  Biological Process  

GOID GO_term Cluster frequency P-value FDR 

19236 response to pheromone 3 out of 15 genes, 20.0% 0.09218 0.22 

Nature of GO: Molecular Function 

4519 endonuclease activity 2 out of 15 genes, 13.3% 0.04723 0.6 

Nature of GO: Cellular component unknown 

Reference gene i*=210 , reference condition j*=14 , alpha=.2  beta = .2  gamma=.9,  volume= 
25x 17  MSR 120400 ACV=0.3165 , Type :Constant bicluster.  

Biological Process - Unknown 

Molecular Function - Unknown 

Cellular component - Unknown 

 
TABLE 4: Biological significance of Biclusters of Yeast Dataset obtained from MSB 
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Reference gene  i*= 210, Reference condition j* = 14 , volume = 20 *17 = 340 ,MSR =98960 
ACV=.4953 Type: constant Bicluster Nature of GO: Biological Process 

GOID GO_term Cluster frequency P-value FDR 

46839 phospholipid dephosphorylation 2 out of 20 genes, 10.0% 0.02953 0.18 

46856 phosphoinositide 
dephosphorylation 

2 out of 20 genes, 10.0% 0.02953 0.09 

9987 cellular process 20 out of 20 genes, 100.0% 0.06939 0.09 

Nature of GO: Molecular Function 

3682 chromatin binding 4 out of 20 genes, 20.0% 0.00084 0 

Nature of GO: Cellular Component 

4437 inositol or phosphatidylinositol 
phosphatase activity 

2 out of 20 genes, 10.0% 0.00723 0.02 

Reference gene  i*= 210, Reference condition j* = 14 , volume = 18 *16 = 288 ,MSR =76272 , 
ACV=.9553 Type: Additive Bicluster Nature of GO:Cellular Component 

Nature of GO: Biological Process 

6814 sodium ion transport 2 out of 18 genes, 11.1% 0.00848 0 

15672 monovalent inorganic cation 
transport 

3 out of 18 genes, 16.7% 0.00902 0 

Nature of GO: Molecular Function 

15662 ATPase activity, coupled to 
transmembrane movement of 
ions, phosphorylative mechanism 

2 out of 18 genes, 11.1% 0.01372 0.12 

42625 ATPase activity, coupled to 
transmembrane movement of 
ions 

2 out of 18 genes, 11.1% 0.06971 0.19 

44451 nucleoplasm part 6 out of 20 genes, 30.0% 0.00237 0 

5654 nucleoplasm 6 out of 20 genes, 30.0% 0.00394 0 

43234 protein complex 11 out of 20 genes, 55.0% 0.00874 0 

44428 nuclear part 10 out of 20 genes, 50.0% 0.02298 0 

46695 SLIK (SAGA-like) complex 2 out of 20 genes, 10.0% 0.04023 0.02 

44422 organelle part 14 out of 20 genes, 70.0% 0.04762 0.01 

44446 intracellular organelle part 14 out of 20 genes, 70.0% 0.04762 0.01 

124 SAGA complex 2 out of 20 genes, 10.0% 0.05593 0.01 

70461 SAGA-type complex 2 out of 20 genes, 10.0% 0.06171 0.02 

32991 macromolecular complex 12 out of 20 genes, 60.0% 0.08059 0.01 

TABLE 5: Biological significance of Biclusters of Yeast Dataset obtained from SIMBIC+ 
 

Table:4 provides the biological significance constant and additive biclusters of yeast data for the 
reference gene i*=210. Table:5 provides the biological significance constant and additive 
biclusters of yeast data for the reference gene i*=210. There are 2 biological significances for 
MSB and 19 biological significances for SIMBIC+.Table:6 provides the comparison of GO 
enrichment of Biclusters of Yeast Dataset obtained by proposed SIMBIC+ and existing MSB 
algorithms. It is observed that highly correlated biclusters have more biological significance than 
biclusters with similar values. Also the proposed SIMBIC+ algorithm identifies biclusters with 
more biological significance (with low ‘p’ value and less False Discovery Rate). 
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i* j* Type SIMBIC + MSB 

210 - Constant 3 1 1 0 0 0 
210 14 Additive 2 2 10 1 1 0 
2462 9 Additive 5 3 1 2 1 2 

1459 17 Additive 4 2 6 1 1 3 
288 14 Constant 2 1 3 2 1 3 
288 14 Additive 3 2 5 2 2 4 

TABLE :6 Comparison of GO enrichment of Biclusters of Yeast Dataset obtained by SIMBIC+ and MSB 
 

6. CONCLUSION AND FUTURE WORK 
This proposed algorithm identifies biclusters of gene expression data with more biological 
significance. The multiple node deletion method based on the new similarity score applied on the 
extracted features / conditions, makes the algorithm very efficient and less time consuming. The 
biological significance of the biclusters and ‘p’ value are obtained using GO-Term Finder. Results 
prove that the proposed SIMBIC+ algorithm is computationally efficient and biologically 
significant. Also the results prove that biclusters with scaling pattern are more biologically 
significant than the biclusters with shifting pattern.  
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Abstract 

While modern hardware can provide vast amounts of inexpensive storage for 
biological databases, the compression of Biological sequences is still of 
paramount importance in order to facilitate fast search and retrieval operations 
through a reduction in disk traffic. This issue becomes even more important in 
light of the recent increase of very large data sets, such as meta genomes.  
The present Biological sequence compression algorithms work by finding similar 
repeated regions within the Biological sequence and then encode these repeated 
regions together for compression. The previous research on chromosome 
sequence similarity reveals that the length of similar repeated regions within one 
chromosome is about 4.5% of the total sequence length. The compression gain 
is often not high because of these short lengths of repeated regions. It is well 
recognized that similarities exist among different regions of chromosome 
sequences. This implies that similar repeated sequences are found among 
different regions of chromosome sequences. Here, we apply cross-chromosomal 
similarity for a Biological sequence compression. The length and location of 
similar repeated regions among the different Biological sequences are studied. It 
is found that the average percentage of similar subsequences found between two 
chromosome sequences is about 10% in which 8% comes from cross-
chromosomal prediction and 2% from self-chromosomal prediction. The 
percentage of similar subsequences is about 18% in which only 1.2% comes 
from self-chromosomal prediction while the rest is from cross-chromosomal 
prediction among the different Biological sequences studied. This suggests the 
significance of cross-chromosomal similarities in addition to self-chromosomal 
similarities in the Biological sequence compression. An additional 23% of storage 
space could be reduced on average using self-chromosomal and cross-
chromosomal predictions in compressing the different Biological sequences. 
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1. INTRODUCTION 

The Deoxyribonucleic acid(DNA) constitutes the physical medium in which all properties of living 
organisms are encoded. Molecular sequence databases (e.g.,EMBL,Genbank, DDJB, Entrez, 
SwissProt, etc) currently collect hundreds or thousands of sequences of nucleotides and amino 
acids reaching to thousands of gigabytes and are under continuous expansion. Need for 
Compression arises because approximately 44,575,745,176 bases in 40,604,319 sequence 
records are there in the GenBank database[12]. 
Increasing genome sequence data of organism lead Biological database size two or three times 
bigger annually[1]. Thus, Efficient compression may also reveal some biological functions and 
helps in phylogenic tree reconstruction etc[2,3,4]. Compression is desirable to uncover similarities 
among sequences, and provide a means to understand their properties in addition to reduce 
storage requirement[13]. 
There are many text compression algorithms available having quite a high compression ratio[7]. 
But they have not been proved well for compressing  Biological sequences as the algorithm does 
not incorporate the characteristics of Biological sequences even through sequences can be 
represented in simple text form. Biological sequences are comprised of just four different bases 
e.g. for DNA only A,T,G and C[1,2,3,4,7]. Each base can be represented  by two bits in binary. 
So, It has been observed that no file-compression program achieves benchmark of the 
compression ratio for Biological sequences. Several compression algorithms specialized for 
Biological sequences have been developed in the last decade and some of these are: 
Biocompress-2, Gen Compress and CTW+LZ. One knows that all such algorithms take a long 
time (essentially a quadratic time search or even more) but at the same time achieving high 
speed and best compression ratio remains to be a challenging task[2,3,4,7].  
In this paper, it has been tried to cope the above said problem. In this work it has been tried to 
achieve a better compression ratio and runs significantly faster than any existing compression 
program for Biological sequences. A lot of research work has already been carried out for 
developing programmes for Biological sequence compression. It is seen that all Biological 
sequence compression algorithms find repetition with in the sequence. Longer repetitive length 
implies higher compression gain. The compression ratio gain is high if highly similar 
subsequences are found. It is well known that there are similarities among different chromosome 
sequences. However, cross chromosomal similarities are seldom exploited in sequence 
compression[11]. The objective of this paper is to exploit self chromosomal similarity and cross 
chromosomal similarities as well. It should be noted that similar subsequences located within the 
chromosome sequence are called self similar while located in other chromosome sequence are 
called cross chromosome similar sequences. 
 

2. METHODOLOGY 
We use eight sequences to find chromosomal similarities. First, we search all cross similarities 
and then compress with the help of variable length LUT based compression algorithm. Large 
compression gain means that two subsequences are similar to each other.  
 
2.1 Similarities Between Two Biological Sequences Chromosome 
The potential gain in cross chromosomal compression is obtained by finding the total lengths of 
subsequence in the current chromosome sequence that is predicted from other chromosome 
sequence. The length of these cross reference subsequences determines the potential 
compression gain in multiple Biological sequence compression. Long length implies a high 
compression ratio. 
 
2.2 Algorithm 
Consider a finite sequence over the DNA alphabet {a, c, g, t}. Initialize an (n+1)x(m+1) array, L, 
for the boundary cases when i=0 or j=0. Namely, we initialize L[I,-1]=0 for i=-1,0,1,…,n-1 and L[-
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1,j]=0 for j=-1,0,1,….,m-1. Then, we iteratively build up values in L until we have L[n-1,m-1], the 
length of a longest common subsequence of a finite sequence. 

 
 
LCS(X,Y) 
for  i ← -1 to n-1   do 
 L[i,-1] ← 0 
for  j ← 0 to m-1 do 
 L[-1,j] ← 0 
for  i ← 0 to n-1 do 
 for j ← 0 to m-1 do 
  if X[i] = Y[j] then  
   L[i, j ] ← L[ i-1, j-1] + 1 
  else 
   L[i, j] ← max { L [i-1, j], L[i, j-1]} 
return array L. 
 

3. ENCODING REPEATS 
Here, we use two step algorithms for compression: in first step we identify the all repetitions 
defined as Pre coding routine and in second step encoding algorithm is applied on both unique 
repeat and repeated subsequence. 
 

Step 1:  Pre Coding Routine 
As discussed earlier the Pre coding routine help us to find the all repeats within a sequence, now 
method of  pre coding routine algorithm will be presented. 
 
i. Look Up Table(LUT) 
The coding routine is based on variable length LUT, In which the initialization of table will be 
made first. We take all  possible combination of three characters {a, t, g, or c} of the sequence 
which has been mapped onto a character chosen from the character set which consists of 8 bit 
ASCII characters. The generated LUT is given in table 1. It has been observed that with the help 
of above said generated table the implementation of pre coding routine becomes easy in handling 
the pre coding routine. Here it has been also observed that characters a, t, g, c and A, T, G, C will 
have same meaning. As an example if a segment “ACTGTCGATGCC” appeared in the LUT, in 
the destination file, it is represented as “j2X6”. By doing so the generated output will become 
case-sensitive. 
It has been also observed that in Biological sequences some time a special character “N” 
appears. But it is exceptional. It will be necessary to consider this character also. Now handling 
this particular character will be dealt.  
 
ii. Handling With the N 
It has been realized that where ever the occurrence of N is repeated, there will be  several Ns all 
together. To cater out this situation whenever the occurrence of  Ns will take place  in the  
sequences than the provision has been made in such a way that for its recognition a special 
character “/” inserted in the beginning and ending of Ns. All these Ns will be replaced by the 
characters representing total number of Ns. For example, if segment ”NNNNNN” will appear it will 
be replace by “/6/”. 
We have taken three characters all together at a time in an input sequence. There is a possibility 
that while forming destination file by making a set of three characters all together, quite often less 
than three characters will be left in source file, for example, ATGATGATGCATTG and 
ATGATGATGCATTGC in which after making a set of three characters in first example TG and in 
second only character C is left over. So, how to handle such situation will be dealt now. 
 
iii. Segment Which Consists of Less Than 3 Characters 
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In the Table 1 there is no appearance of `TC`. So to this situation just the original segment is 
written to destination file.  
Step 2: Now, the development of algorithm will be described. There are seven steps in the 
designed algorithm. The steps from 1 to 6 do the task of approximate repeat and the last step 
signifies encoding. Here, w, wk and k represent character string, 

Initialize: w=Nil. 
Initialize: wk=Nil. 
Initialize: k=Nil. 
Step 1: read first three unprocessed characters (k).  If k!= NULL, go along to step 

2.Else ( the EOF step 3  is reached),process the last one or two characters by 
step 5. 

Step 2: Check that k has all non-N characters. If it is true, go to step 3.Else if k has N 
characters, go to step 4 Else go to step 5. 

Step 3: If wk exists in the LUT then 
  w=wk 

Else 
{ 
Output the code (character) for w 
// ASCII code (character) that are mapped in LUT.  
Add wk to the LUT table; 
w=k; 
} 
End if; 

Step 4: Search first N and successive Ns in the string and count total number of 
appearing in successive Ns, replace all the such Ns with “/n/” into destination 
file. After this, go to step 6. If number of successive Ns appears more than one 
time repeat the step 4. 

Step 5: write non-N characters whose number is less than three into destination file 
directly without any modification. After that, go to step 6. 

Step 6: Return to step 1 and repeat all process until EOF is reached. 
Step 7: compress the output file by LZ77 algorithm. 

 
Character Base Character Base Character Base Character Base 

! ( 33 )  
b( 98 ) 
” ( 34 ) 
d(100) 
e (101) 
f (102) 

 # ( 35 )  
h(104) 
 i (105)  
j (106)  
k (107)  
l (108)  
m(109)  
n(110)  
o (111)  
p(112)  

A A A 
A A T 
A A C 
A A G 
A T A 
A T T 
A T C 
A T G 
A C A 
A C T 
A C C 
A C G 
A G A  
A G T 
A G C  
A G G 

q (113)  
r (114)  
s (115)  
$( 36 )  
u (117) 
 v(118)  
w(119) 
 x(120)  
y (121)  
z (122) 
 %( 37 )  
B( 66 )  
&( 38 )  
D( 68 )  
E( 69 )  
F( 70 ) 

T A A 
T A T 
T A C  
T A G 
T T A  
T T T 
T T C 
T T G 
T C A  
T C T  
T C C 
T C G 
T G A 
T G T 
T G C 
T G G 

’ ( 39 )  
H( 72 )  
I ( 73 )  
J ( 74 )  
K( 75 )  
L( 76 )  
M( 77 )  
N( 78 ) 
 O( 79 )  
P( 80 ) 
 Q( 81 )  
R( 82 )  
S ( 83 )  
 ( ( 40 ) 
 U( 85 ) 
 V( 86 )  

C A A  
C A T  
C A C 
C A G 
C T A 
C T T 
C T C 
C T G 
C C A 
C C T  
C C C  
C C G 
C G A 
C G T  
C G C 
C G G 

W( 87 )  
X( 88 )  
Y( 89 )  
Z( 90 )  
0 ( 48 )  
1( 49 )  
2 ( 50 )  
3( 51 )  
4 ( 52 )  
5( 53 )  
6 ( 54 )  
 7( 55 )  
8 ( 56 )  
9( 57 )  
+ ( 43 )  
- ( 45 )  

G A A 
G A T  
G A C 
G A G 
G T A  
G T T 
G T C 
G T G 
G C A  
G C T 
G C C 
G C G 
G G A 
G G T 
G G C 
G G G 

 
TABLE 1: Initial Look up Table (LUT) 
 

4. EXPERIMENTAL RESULT 
Besides considering the total length of subsequences within a chromosome that can be 
referenced from other chromosomes, their distribution with in the sequence are also important. 
Let the subsequence in a sequence X that is similar to a subsequence in sequence i be X( i ) and 
the subsequence j be X( j ), the total length of subsequences within X that can be referenced from 
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i and j is given by T= | X( i ) |  + | X( j ) | - | X( i ) ∩ X( j ) |. Obviously if these subsequences are 
well spread out such that | X( i ) ∩ X( j ) | is zero, i.e., they do not overlap in position, T 
maximized. This implies that a high proportion of the nucleotides within X can be predicted by 
cross referencing among chromosomes, resulting in a high compression gain. 
The Biological sequences may be compressed by applying an algorithm based on fixed length 
look up table. But in this paper a different approach has been used to develop/ design the 
algorithm which is based on variable length look up table. Different Biological sequences have 
been taken as a sample and passed to developed program. The results obtained so have been 
given in tabular form as in Table 2. In the Table 2 the compressibility of some Biological 
sequences obtained by the method of algorithm based on variable length look up table has been 
also presented. 
From Table-2 we can easily conclude the result that variable length length LUT compression 
method produces better compression, hence in the proposed algorithm we are using variable 
length LUT. 
The analysis of Table-3 shows that the compression ratio is 91.87% which is the highest gain 
achieved by other existing algorithms. 
 

Type of the 
Sequences 

Original Size(bits) 
before compression 

Size of the sequence after applying various 
compression algorithm 

DNACompress GenCompress 
Fixed 
LUT 

Variable 
LUT 

Gallus β globin 752 272 360 256 248 

Goat alanine β 
globin 

732 256 352 248 232 

Human β globin 752 272 360 256 248 

Lemur β globin  760 280 376 264 256 

Mouse β globin 776 280 376 264 256 

Opossum β 
hemoglobin β- M 

gene 
760 272 376 264 256 

Rabbit β globin 736 264 352 256 248 

Rat β globin 752 272 360 256 248 

Avg 752.5 271 364 258 249 

 
TABLE 2: Comparaisons between Different Biological Sequence Compression Techniques. 
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Type of  
Sequences 

With reference to 
Original 

Size(bits) before 
compression 

Size of the sequence after applying 
compression algorithm 

Cross 
chromosomal 

Similarity 

Cross chromosomal 
Similarity Using 

variable length LUT 

Gallus β globin 
Human β globin 752 192 56 

Goat alanine β 
globin 

Rat β globin 
732 192 56 

Human β globin 

Mouse β globin 752 176 56 

Rabbit β globin 752 176 56 

Lemur β globin  

Gallus β globin 760 40 16 

Opossum β 
hemoglobin β- M gene 

760 56 16 

Mouse β globin Human β globin 776 208 72 

Opossum β 
hemoglobin β- M 

gene 

Goat alanine β globin 
760 240 72 

Rabbit β globin 
Human β globin 736 136 48 

Rat β globin Mouse β globin 752 340 72 

Avg  752.5 165.6 52 

  
TABLE 3: Cross Chromosomal Similarity Using Variable length  

Compression ratio=91.87%. 
Bits/ Base=.5526 bits/base. 
 

5. CONCLUSION AND DISCUSSION 
There are several algorithms for the compression of biological sequence/genome. The widely 
used algorithms GenCompress, DNA Compress have the characteristics of  simplicity & flexibility. 
Our proposed algorithm is also simpler and more flexible. All the existing algorithms are either 
statistics based or dictionary based. In this regard our algorithm is dictionary based. One more 
characteristic for our algorithm is that unlike other algorithm our algorithm is trying to compress 
whole genome structure. 
The proposed algorithm is also very helpful to find the relatedness among different sequences. 
Also it is very useful in multiple sequence compression for both repetitive and non-repetitive. The 
result analysis of the application of our algorithm shows high compression ratio to other exiting 
Biological Sequence Compression. This algorithm also uses less memory compared to the other 
algorithm and its  implementation is comparatively simple. 
The proposed algorithm  compresses all the Biological sequences having self chromosomal and 
cross chromosomal similarities. While all other algorithms only use one of the properties of 
sequences. If the sequence is compressed using proposed algorithm it will be easier to make 
sequence analysis between compressed sequences. It will also be easier to make multi 
sequence alignment. High compression ratio also suggests a highly similar sequences.    
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Abstract 

 
The Active Shape Model (ASM) is one of the most popular local texture models 
for face alignment. It applies in many fields such as locating facial features in the 
image, face synthesis, etc. However, the experimental results show that the 
accuracy of the classical ASM for some applications is not high. This paper 
suggests some improvements on the classical ASM to increase the performance 
of the model in the application: face alignment. Four of our major improvements 
include: i) building a model combining Sobel filter and the 2-D profile in searching 
face in image; ii) applying Canny algorithm for the enhancement edge on image; 
iii) Support Vector Machine (SVM) is used to classify landmarks on face, in order 
to determine exactly location of these landmarks support for ASM; iv) 
automatically adjust 2-D profile in the multi-level model based on the size of the 
input image. The experimental results on Caltech face database and Technical 
University of Denmark database (imm_face) show that our proposed 
improvement leads to far better performance. 
 
Keywords: Face Alignment, Active Shape Model, Principal Component Analysis. 

 
 

1. INTRODUCTION 

Face recognition is the problem to search human faces in large image database. In detail, a face 
recognition system with the input of an arbitrary image will search in database to output people’s 
identification in the input image. The face recognition system’s stages are illustrated in Figure 1 
[5]. 
 

 
 

FIGURE 1: Structure of a face recognition system. 
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The face alignment is one of important stages of the face recognition. Moreover, face alignment is 
also applied for other face processing applications; such as face modeling and synthesis. Its 
objective is to localize the feature points on face images such as the contour points of eye, nose, 
mouth and face (illustrated in Figure 2). 
 

 
 

FIGURE 2: Face alignment. 

 
There are many face alignment methods. Two popular face alignment methods are Active Shape 
Model (ASM) [16] and Active Appearance Model (AAM)[8] are proposed by Cootes et al. 
 
The two methods use a statistical model to parameterize a face shape with Principal Component 
Analysis (PCA) method. However, their feature model and optimization are different. ASM 
algorithm has a 2-stage loop: in the first stage, given the initial labels, searching for a new 
position for every label point in its local region which best fits the corresponding local 1-D profile 
texture model; in the second stage, updating the shape parameters which best fits these new 
label positions. AAM method uses its global appearance model to directly conduct the 
optimization of shape parameters. Owing to the different optimization criteria, ASM performs 
more precisely on shape localization, and is quite more robust to illumination and bad 
initialization. In the paper extent, we develop the classical ASM method to create a new method 
named ASM-SVM which has achieved better results.  
 
Because ASM only uses a 1-D profile texture feature, which is not enough to distinguish feature 
points from their local regions, the ASM algorithm often fall into local minima problem in the local 
searching stage. A few representative texture features and pattern recognition methods are 
proposed to reinforce the ASM local searching, e.g. Gabor wavelet, Haar wavelet, Ranking-
Boost, Fisher Boost and MLP-ASM (Perceptron network) [5]. Nevertheless, an accurate local 
texture model to large data sets is still unachieved target. 
 
In this paper, we propose the improvements in the local search of ASM. The main improvements 
are followed: first, build a model combining Sobel filter and the 2-D profile in searching face in 
image; second, applying Canny algorithms for the enhancement edge in image; third, support 
vector machine (SVM) is used to classify landmarks on face, in order to determine the exact 
location of these landmarks support for ASM; last, automatically adjust 2-D profile in the multi-
level model based on the size of the input image. 
 
The paper is structured as follows: Section 2, we present the classical ASM algorithm, section 3 
presents details of our improvements and Section 4 presents experimental results and Section 5 
presents conclusion and future works. 

2. CLASSICAL ASM ALGORITHM 

2.1 Training stage 
A shape can be represented by n points {(xi, yi)} as a 2n-D element vector, X = (x1, y1, …, xn, yn)

T
. 

With training shape S (S = {Xi}), we perform statistical shape on the same coordinates. 
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FIGURE 3: Local features to be built in the period of training (a) typical 1-D (b) typical 2-D 

 
The shape of the training set S are aligned by algorithms Generalized Procrustes Analysis (GPA) 

[12]. Average shape ( x ) is the average shape vector of all alignment shape. PCA is applied to 

calculate this shape and the covariance matrix is chosen so that accounted for 97.5% of the total 
value of training set that are arranged from large to small and used to store as the corresponding 
eigenvector matrix (P). 
 
In next stage, we determine the gray level to create the statistical model of gray level around the 
landmarks to build a subspace represents the change of training shape. 1-D profiles are 
constructed by the gray level of points on the line with fixed length. These straight lines are 
orthogonal to the edge of this shape at the landmark. The gray level sample is stored as a vector 
that is then standardized by replacing each element of the vector with the intensity of gray levels 
(the difference of gray level at that point and the preceding point) and then dividing the magnitude 
of the vector average. Average profile (of all files in training set) is called average profile vector  

( g ) and covariance matrix of all the vector present as Sg. Average profile vector and covariance 

matrix are generated for each point and three level of the pyramid model (each image in the 
pyramid is half the image size of it before). 
 
Similar, training data can be calculated by 2-D profile that is created at each landmark by the 
derivation of gray level image (the sum of square derivation in x and y directions) .Result matrix is 
transformed into a vector and then normalized by the sigmoid transformation for each specific 
element of profile g'i as follow equation: 
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=      (1) 

q: const. 
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FIGURE 4: Illustrate local features: (a) typical 1D and (b) typical 2D 
 

Using 1-D profile to find landmark in some cases is not accurate. For example, Figure 4(a) 
illustrates the case that desired position is P1. However, 1-D profile achieves P2 point instead of 
P1. Hence, 2-D profile is necessary to solve this problem (Figure 3 (b)). The desired location is 
P1 can be determined exactly by 2-D profile. Moreover, misplaced errors will reduce by using 2-D 
profile. 
 
2.2 Alignment stage 
In alignment phase, faces in test images will be identified in first step. Face detection algorithm, 
Viola Jones in OpenCV [11], is used for this step. After detecting the location of faces in images, 
similar transformations (scale, rotation and translation) will operate on the shape model that 
represent the face (constructing from the training data set) to fit this model to test face (the face is 
detected by OpenCV). Achieving shape will use as initial shape. A loop on the initial shape would 
be made to find suitable final landmark. These landmarks will form a shape that best suits the 
considered face image. 
 
Typical multi-level model is built for image at each level by the method as in training phase. The 
process of identifying profile start from the lowest level of the pyramid (level 2) and gradually 
move up to the highest level (level 0) (Figure 4). Fluctuations of the landmarks are highest at the 
lowest level and they are smaller at higher levels. Best location of the landmark is determined by 
establishing the profile of the candidate neighboring around the landmarks. The candidate points 
that have nearly all features of average landmark will be selected as the new location of 
landmark. The weighting function that use in ASM to determine at this landmark is the smallest 

Mahalanobis distance (f1(g)) of candidates (g) with average profile g  by the following equation: 

 

   )()()(
1

1 ggSggxf g

T
−−=

−
    (2) 

 
Searching process on the 2-D profile with size 15x15 pixels around the landmark will operate at 
all levels of multi-level model. 
 
When all landmarks move to the best location, a new shape (xi) needs to be converted into an 
appropriate shape and to represent the boundary of face. This is done by Equation (3). 
 

    Pbxx
L

+=      (3) 

 
xL: the closest shape vector (xI) 

x : average shape 

P: eigenvector matrix 
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b: coefficient vector that is predicted to generate the face shape. 
 
b is calculated by performing a loop so that the distance of formula (4) is the smallest. 
 

    ))(,( PbxTxdist
I

+     (4) 

 

T is a transformation that makes minimizing distance between xI and Pbx + . [9] represents the 

algorithm that finds b and T. When we get vector b, bi is i
th
 element of vector b and it have to be 

between iλα−  and iλα+  with α  is 3 and iλ  is i
th
 eigenvalue. 

The limitation of these values can ensure that the generated shape is similar to those in the 
original training set. 
At each level of multi-level model, a loop will be done until convergence (no significant change of 
landmark position in two consecutive loops). If convergence is done at lowest level,the shape will 
be changed by scale transformation and used as initial position for the next level of multi-level 
model. This process continues until convergence and achieving final landmarks at the highest 
level of multi-level model. 
 

 
 

FIGURE 5: Illustrate alignment of multi-level model 
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3. IMPROVEMENT FOR ASM 

3.1 Combining 2-D profile and Sobel filter 
In order to balance brightness in image as well as distinguish between high and low frequency 
variations in image. In this paper, we determine the 2-D profile for each point by combining 
histogram equalization and Sobel filter as follow: 
 
Step 1: Using the Histogram balancing algorithm to normalize brightness of image. 
Step 2: Using the Sobel filter function in two directions x, y. Constructing texture matrix, with 
value of each point in the matrix is the square root of the sum of squared derivative in two 
directions (x and y). 
Step 3: Normalizing result matrix to a vector by formula (5). 
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3.2 Enhancement edge by Canny algorithm 
To increase more accurately for fitting points that lie along the boundary, we use the weighting 
function (6). 
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   (6) 

 

In the function f2(g), Ι  is the gray value at candidate point and has value 0 (for the point not on 

the boundary) or 1 (for the point on the boundary). Ι  determined based on enhancement edge by 
Canny algorithm [11]. c is a constant and we choose 2 for our experiments. Function f2(g) can 
increase the ability to searching landmark on the boundary of shape that hard to find in classical 
algorithm. 
 

 
 

FIGURE 6: Illustrates the edge detection algorithm (Canny): (a) original image (b) resulting image 

 
3.3 Applying SVM to find landmarks 
In the classical ASM method, the PCA does not consider the distinction between the positive 
sample (the points represent the model (Section 4)) and negative sample (the points are not 
positive sample). So the searching landmark process often falls into local extreme values. To 
distinguish between positive sample and negative sample, we chose SVM method [10] because 
this method generalizes learning sample (without learning much data as other classification 
methods) and minimizes the structure error that increases the classified ability. In this paper, we 
use linear SVM. 
 
For each point, we determine local 2-D profile with this. Next, the positive samples (the landmark) 
are selected from the focal point, whereas the negative samples (the point is not the landmark) 
randomly select window which has same size and different focal point with positive sample. 
Algorithms search candidate around the current landmark to determine the new landmark: 
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 Input: shape X {(xi, yi)} 
 Output: shape X'{(x'i, y'i)} 
 For each point (xi, yi) of X 
 For each window has focus point (x', y') that belong to window with focus point (xi, yi). 

Applying SVM in the window (x', y'). If the return value is +1, the point (x', y') lies on the 
boundary, otherwise returns -1. 
Selecting a point (x ', y') that value of function f2(g) is the smallest. This point is the new 
landmark. 
 

3.4 Adjusting profile length 
In the classical ASM algorithm, the lengths of profile windows are the same size at each level in 
multi-level model. However, from experiment, we found that the shift of the points in each level is 
different. At higher levels, the shift is smaller. Moreover, the shift is very small when the 
candidates are close to destination. From this observation, we adjust profile length according to 
different levels. Adjusting profile length save the computational cost and increase the accuracy of 
landmark determination. Length of the window is our proposal to reduce the level of ascent. The 
length of the first level is L, L/2 for level 2, and L/4 for the final level. In this experiment we use a 
length for the first level is 15 pixels. 

4. EXPERIMENTAL RESULTS 

Face shape are made from 68 landmarks that extract with specific groups as follow: face  
boundary (15 points), right eyebrow (8 points), left eyebrow (8 points), left eye (8 points), right eye 
(8 points), nose (9 points) and oral (12 points). 
 
Evaluating performance of our proposed method and other methods, we use the average error 
calculation function as follow: 
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4.1 CalTech database 
Caltech face image data includes 450 jpeg images with 896 x 592 sizes of 27 subjects. 
We randomly select 300 images for training and the remaining 150 images for test. Table 1 
illustrates the test results. 
 

Method Average Error (Eave) 
ASM 14.021 

MLP-ASM 12.403 

ASM-SVM 10.548 
 

TABLE 1: Experimental results on the Caltech database 
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FIGURE 7: Comparison between the classical ASM, MLP-ASM and ASM-SVM. 
 

 

 

 

 
ASM (1D)           ASM (2D)          ASM-SVM 

 
FIGURE 8: Some experimental results 

 
4.2 DTU database 
DTU face image data includes 240 jpeg images with 640 x 480 sizes of 40 subjects. 
 
We randomly select 160 images for training and the remaining 80 images for test. Table 2 
illustrates the test results. 
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Method Average Error (Eave) 
ASM 11.751 

MLP-ASM 9.147 
ASM-SVM 7.176 

 
TABLE 2: Experimental results on the DTU database 

 

 

 
 

FIGURE 9: Comparison between the classical ASM, MLP-ASM and ASM-SVM. 
 
 

 

 

 
 

FIGURE 10: Some experimental results 
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4.3 Others 
 

 
 

FIGURE 11: Results on real images obtained from the internet. 
 

Reviews: with experimental results on two databases: Caltech and DTU, our approach is general 
and can be applied to many different databases. With using edge detection methods, our method 
gets high efficiency when compare to classical ASM at landmarks on the boundary of face. 

 

5. CONSLUSION & FUTURE WORKS 

In this paper, we propose an alignment model using ASM combine with SVM. Instead of using 1-
D profile model, we use 2-D profile model and combine with Sobel filter function to new 
landmarks that are neighbored with original ones. This model is useful for finding landmarks, 
which bases on the strong classifier of SVM and the distance measuring of Mahalanobis, as well 
as determine strong edges to increase the accuracy of determining landmarks. General and 
powerful classifier of proposed model makes ASM more efficient. The result of the comparison 
proposed method to classical ASM, bases on Caltech database and DTU database (imm_face), 
show that our proposed improvements are better performance. 
 
In the future, we can use hierarchical approach. Firstly, using ASM for the global features (face 
boundary), and then we use ASM for the local features (left eye, right eye, nose, mouth). 
Combining this method with Expectation Maximization Algorithm is useful for adjusting incorrect 
landmarks. 
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