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Abstract 
 
The proposed approach in this paper selects a fixed Visitor Location Register 
(VLR) as a Fixed Local Anchor (FLA) for each group of Registration Areas (RAs). 
During call delivery process, the calling VLR/FLA caches are updated with the 
called Mobile Terminal’s (MT’s) location information and the called VLR and FLA 
caches are updated with the calling MT’s location information. Furthermore, the 
FLA and the old VLR caches are updated with MT’s new location information 
during inter-RA handoff as a part of informing this to the FLA of that region. But 
for another case, it updates the new FLA, old FLA, and old VLR caches with new 
location information together with directly informing this to the Home Location 
Register (HLR). This location caching policy in local anchor strategy maximizes 
the probability of finding MTs’ location information in caches. As a result, it 
minimizes the total number of HLR access for finding MT’s location information 
prior to deliver a call. So, it significantly reduces the total location management 
cost in terms of location registration cost and call delivery cost. The analytical 
and experimental results also demonstrate that the proposed method 
outperforms all other previous methods regardless of the MT’s calling and 
mobility pattern. 
 
Keywords: location management, location registration, call delivery, cache, fixed local anchor. 

 

1. INTRODUCTION 
Wireless mobile networks and personal communication networks provide services to its 
subscribers that travel within the network coverage area. In order to correctly deliver incoming 
calls to MTs within this area, the up-to-date location information of each MT needs to be 
identified. Therefore, a location management strategy is necessary to effectively keep track of the 
MTs before initiating the call setup procedure. The basic operations of this strategy are location 
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registration, call delivery, and paging or searching. The first one is the process of informing the 
network about the MT’s current location information; the second one is the connection 
establishment between the caller and called MTs, and the third one is the operation of 
determining the location of the MT. It is also observed that there are some trade-offs among the 
location registration, paging, and call arrival rate. If the MT registers its location during RA 
crossing, the network can precisely maintain its location and prevents the need for paging. 
However, in the case of lower call arrival rate, the network resources are wasted for processing 
frequent update information and the MT wastes its power by transmitting the update signal. On 
the other hand, a large coverage area has to be searched during call arrival process if the MT 
performs infrequent location registration - which eventually wastes the radio bandwidth [1]. 
Therefore, the central problem of location management is to develop algorithms and architectures 
with a view to minimizing the overall cost for location registration, call delivery, and paging. 
 
Two standard architectures currently exist in wireless mobile networks are IS-41 [2] and GSM [3]. 
Both these architectures are based on a two-level database hierarchy. Two types of database 
called HLR and VLR are used to store the MTs’ location information. Figure 1 shows the basic 
architecture of the wireless mobile networks under this two-level database hierarchy. The whole 
network coverage area is divided into cells having same size and shape. Each cell has a Base 
Transceiver Station (BTS) to communicate with the network through wireless link. The cells are 
grouped together to form larger areas called Registration Areas (RAs). All the BTS belonging to a 
given RA are wired to a Mobile Switching Center (MSC) which plays the role of the interface 
between the wireless and the wired portions of the network. In Figure 1, it is assumed that each 
VLR co-locates with the MSC and a group of RAs are interfaced with the Local Signaling Transfer 
Point (LSTP) following HLR. There may exist one or more HLRs in the network depending on its 
configuration. An HLR is the centralized database that contains the records of all users’ profiles 
together with MTs’ location information for the entire network. On the other hand, each VLR 
stores replications of the user profiles of the subscribers currently residing in its corresponding 
RA. Whenever an MT enters into a new RA, it needs to report its new location information to the 
MSC. The MSC updates its associated VLR and transmits this new information to the HLR. The 
HLR acknowledges the MSC about this successful registration and also sends back a location 
deregistration message to the MT’s old VLR in the corresponding RA. In order to deliver a call to 
a target MT, the HLR is queried to determine the serving MSC of that target MT. The HLR then 
sends a message to this MSC with a view to determining the serving BTS of the target MT by 
searching all cells within the corresponding RA [5]. 

 
As the number of MTs within the network is exploding day by day, location management under 
the IS-41 has suffered various critical problems like increasing signaling traffic in the network and 
the HLR bottleneck. As a result, a number of efforts have been reported to overcome these 
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problems [4], [5], [6], [7], [8], and [9]. However, all of these approaches have some specific 
working criteria. As for example, the location caching strategy [4] or replication strategy [8] 
effectively works for larger call-to-mobility ratio (CMR), while the local anchor strategy [5], [6] or 
forwarding-pointer strategy works better for small CMR values. A profile-based location caching 
with fixed local anchor strategy is proposed in [9], but suffers signaling overheads throughout the 
network during the MT’s inter-LSTP movement. 
 

 
In this paper, a new location caching strategy is proposed by effectively using the MTs’ calling 
and mobility pattern and combined with the local anchor strategy [5], [6]. Simply, it effectively 
exploits the concepts of both the location caching strategy [4] and the local anchor strategy [5], 
[6]. It also relieves the network from signaling overheads during inter-LSTP movement unlike the 
profile-based location caching with fixed local anchor strategy [9]. In the general location caching 
strategy [4], the called MT’s location information is updated only in the call originating VLR cache 
at call originating time. This updating strategy can also be applied to the local anchor strategy [5], 
[6]. But, there is a scope of updating the called MT’s VLR and FLA caches with the calling MT’s 
location information for the same call too. On the other hand, location deregistration messages 
are sent to the old VLR and FLA when an MT performs an inter-RA or inter-LSTP movement. The 
old VLR and FLA caches can also be updated with MT’s new location information together with 
the deregistration message. Moreover, there is another scope of updating new FLA cache with 
MT’s new location information during inter-LSTP movement. This enhanced cache updating 
policy prepares the cache with up-to-date information frequently as it updates more than one 
cache for each call delivery and even updates them during location registration. So, the 
probability of searching the HLR decreases for call delivery and there is also no location update 
to the HLR for inter-RA handoff. As a result, the total location management cost in terms of 
location registration cost and call delivery cost decreases. 
 
The rest of the paper is organized as follows. Section 2 provides an overview of the related recent 
research work. Proposed approach is described in Section 3. Section 4 gives the analytical 
modeling. Numerical results and comparison among different methods based on some 
experimental results are described in Section 5. Section 6 provides a concluding remark of this 
paper. 

2. EXISTING LOCATION MANAGEMENT STRATEGIES 
An extensive work has been done on location management to reduce the overall location 
management cost in terms of location registration cost and call delivery cost [2], [4], [5], [6], [7], 
[8], and [9]. Some of them are basic scheme which are generally used to manage the location 
irrespective of all the wireless networks. Some others are based on reusing the user location 
information obtained during the previous call to the user. This effectively reduces the call delivery 
cost. While some others are based on managing the local handoff locally instead of informing the 
centralized HLR. This reduces the location registration cost. There are also some methods which 

Symbol Description 

( ) Corresponding message number 

[ ] Cost for the particular signaling 
exchange 

{ } Cost for accessing the particular 
database 

→ Exchange of the particular signaling 
message 

← Acknowledgement of the corresponding 
signaling message 

TABLE 1: Description of Symbols Shown in Figure 2–Figure 10. 
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use the MT’s calling statistics from the HLR and replicate its location information to these calling 
VLR cache. These also manage the local handoff locally instead of accessing the heavily 
congested HLR. This reduces both the location registration and call delivery cost. The existing 
location management strategies are shown in Figure 2– Figure 8 and the symbols used in these 
figures are described in Table 1. The location management procedures of these strategies are 
described in the following subsections. 

 
2.1. IS-41 Strategy 
The basic IS-41 standard is proposed in [2] where each MT informs its location information to the 
HLR during all type of handoff procedures. The call delivery procedure is performed by searching 
the MT’s location information in the HLR prior to setup a call.  
 
The location registration procedure of this strategy is described as follows (see Figure 2). 
 

(1) An MT handoffs into a new RA and informs its new location to the new MSC through the 
nearby BTS. 

(2) The MSC updates its associated VLR about this MT and sends a location registration to the 
HLR.  

(3) The HLR updates the MT’s record and sends back a registration acknowledgement 
message to the new VLR. 

(4) It also sends a registration cancellation message to the old VLR.  
(5) The old VLR removes the record of the MT and sends back a cancellation 

acknowledgement message to the HLR. 

 
On the other hand, the call delivery procedure under this strategy is described as follows (see 
Figure 3). 
 

{Cv}                  {Ch}                  {Cv} 

(6)  Call Setup 

(1) Call Initiates 
(2) [Cla+Cd+Cra] 

MT Calling 
VLR/MSC HLR Called 

VLR/MSC 

(5) [Cla+Cd+Cra] 

(3) [Cla+Cd+Cra] 

(4) [Cla+Cd+Cra] 

FIGURE 3: Call Delivery under the IS-41 Strategy. 
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FIGURE 2: Location Registration under Both the IS-41 and LC Strategies. 
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(1) The calling MT initiates a call and sends a message to its serving MSC through a nearby 
BTS.  

(2) The calling MSC sends a message to the HLR with a request of the called MT’s location 
information.  

(3) The HLR determines the called MT’s current serving MSC and sends a location request 
message to that MSC.  

(4) The MSC allocates a Temporary Local Directory Number (TLDN) [9] to the MT and sends 
back a reply to the HLR together with the TLDN.  

(5) The HLR sends this information back to the calling MSC 
(6) The MSC sends a request message of call setup to the called MSC through the network 

shown in Figure 1. 
 

2.2. Location Caching (LC) Strategy 
A per-user location caching strategy is proposed in [4] where the called MT’s location information 
is stored in the calling MT’s VLR cache prior to call setup during each call delivery process. So to 
deliver a call, the called MT’s location information is first searched at VLR cache instead of 
directly going to the HLR. This reduces the frequency of HLR access for delivering calls and 
eventually reduces the location management cost. 
  

 
The location registration procedure of this strategy is the same as that of the IS-41 and described 
in Section 2.1 (see Figure 2). The call delivery procedure under this strategy is described as 
follows (see Figure 4). 

(4) Call Setup 

(1) Call Initiates 
 (2) [2Cla] or  [2Cla + 2Cd] 
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(1) The MT sends a call initiation message to the calling MSC through the nearby BTS. 
(2) The called MT’s location information is searched in the calling VLR cache and it is assumed 

that there will be such an entry there. Then it sends a route request message to the pointed 
VLR/MSC. 

(3) The pointed VLR verifies whether this information is exact or obsolete. If exact, then sends 
back an acknowledgement message stating cache hit with a TLDN to the calling MSC. 
Otherwise, sends a negative acknowledgement message stating cache miss to the calling 
MSC and go to step 5. 

(4) The calling VLR updates its cache with the called MT’s location information. Following this, 
the MSC sends a call setup message to the called MSC through the network shown in 
Figure 1 (Call delivery procedure is complete. Do not proceed to the next step). 

(5) If the location information found in the pointed VLR is obsolete (cache miss), then follow the 
steps. 
 
(5.1) The calling MSC sends a location request message to the HLR. 
(5.2) The HLR determines the current serving MSC of the called MT and sends a location 

request message to the called MSC. 
(5.3) The called MSC allocates a TLDN to the MT and sends it back to the HLR. 
(5.4) The HLR forwards this message back to the calling MSC. 
(5.5) The calling VLR updates its cache with the called MT’s location information and the 

calling MSC sends a call setup message to the called MSC (Call delivery is complete. 
Do not proceed to the next step). 

 
2.3. Fixed Local Anchor (FLA) Strategy 
The Fixed Local Anchor strategy is proposed in [5], [6] where local handoffs are managed locally 
without overwhelming the centralized HLR. An LSTP group is defined with some of the RAs and a 
fixed VLR plays the role of the Fixed Local Anchor (FLA) within this group. This FLA handles all 
the intra-LSTP handoff within this group and HLR tracks the location information of these FLAs.  
 
The location registration procedure is divided into two categories: intra-LSTP movement and 
inter-LSTP movement. The intra-LSTP movement registration of this strategy is given in Figure 5 
and inter-LSTP of that is given in Figure 6. These are described as follows. 
 

(1) An MT handoffs into a new RA and informs its new location to the new MSC through the 
nearby BTS. 

(2) The new MSC forwards a location registration message to its associated FLA within its 
region. 

(3) The FLA verifies the MT’s profile. If there is an MT’s record, then update it with the new 
location information and sends back an acknowledgement message together with a copy of 
the MT’s profile to the new MSC. Otherwise go to step 6. 

(4) The FLA sends a deregistration message to the old MSC. 

(5) [2Cla] 

(4) [2Cla] 
(3) [2Cla] 

(2) [2Cla] 
(1) Moves 

   {Cv}                   {Cf}                  {Cv} 

FIGURE 5: Intra-LSTP Movement Location Registration under Both the FLA and PCFLA Strategies. 
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(5) The old MSC clears the record for that MT from the VLR and replies a confirmation 
message to the FLA (Location registration by intra-LSTP movement is complete. Do not 
proceed to the next step). 

(6) If the FLA does not have the MT’s record, the followings are performed. 
 
(6.1) The serving MSC of the MT’s new FLA sends a location registration message to the 

HLR. 
(6.2) The HLR updates the MT’s record in terms of MT’s new FLA and sends back a copy 

of the MT’s profile to that new FLA. 
(6.3) The FLA updates the MT’s record in terms of new VLR and acknowledges the new 

VLR with a copy of the MT’s profile. 
(6.4) The HLR sends a deregistration message to the MT’s old FLA. 
(6.5) The old FLA removes the MT’s record from it and sends a deregistration 

acknowledgement message back to the HLR. 
(6.6) The old FLA sends a deregistration message to the MT’s old VLR. 
(6.7) The old VLR removes the MT’s record and sends a deregistration acknowledgement 

message back to the old FLA (Location registration by inter-LSTP movement is 
complete). 

 
On the other hand, the call delivery procedure under this strategy is described as follows (see 
Figure 8(b)). 
 

(1) The MT sends a call initiation message to the calling MSC through the nearby BTS. 
 

(6.1) The calling MSC sends a location request message to the HLR. 
(6.2) The HLR sends a message requesting the called MT’s location information to the called 

FLA. 
(6.3) The called FLA forwards this message to the called VLR/MSC. 
(6.4) The called VLR/MSC sends a location route back to the HLR together with a TLDN to the 

MT. 
(6.5) The HLR forwards this message back to the calling MSC. 
(6.6) The calling MSC sends a call setup request message to the called MSC through the 

network shown in Figure 1 (Call delivery is complete). 
 

(2) [2Cla] 
(1) Moves 

          {Cv}           {Cf}                     {Ch}                      {Cf}           {Cv} 

FIGURE 6: Inter-LSTP Movement Location Registration under the FLA Strategy. 
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2.4. Profile-based Location Caching with Fixed Local Anchor (PCFLA) Strategy 
A Profile-based Location Caching with Fixed Local Anchor strategy is proposed in [9] where user 
profiles are effectively utilized to determine at which sites throughout the networks user’s location 
information should be cached. In this approach, these site lists are prepared based on the long-
term call related statistics maintained by the HLR from the callee’s user profile. These lists are 
used to store the callees’ location information to some of the most frequently calling VLR caches 
of the corresponding callees. On the other hand, an FLA is used to manage the intra-LSTP 
handoff locally like FLA strategy described in Section 2.3. The intra-LSTP movement location 
registration under this strategy is the same as that of the FLA strategy and step 1 to 5 of Section 
2.3 describes that (see Figure 5).  

 
The inter-LSTP movement location registration following the intra-LSTP location registration (step 
1 to 5 of Section 2.3) is described as follows (see Figure 7).  
 

(6) If the FLA does not have the MT’s record, the followings are performed. 
 
(6.1) The serving MSC of the MT’s new FLA sends a location registration message to the 

HLR. 
(6.2) The HLR updates the MT’s record in terms of MT’s new FLA and sends back a copy 

of the MT’s profile to that new FLA. 
(6.3) The FLA updates the MT’s record in terms of new VLR and acknowledges the new 

VLR with a copy of the MT’s profile. 
(6.4) The HLR sends location cache update messages to MSCs selected by the long-term 

calling statistics maintained by the HLR which have location caches for that MT. 
(6.5) The HLR sends a deregistration message to the MT’s old FLA. 
(6.6) The old FLA removes the MT’s record from it and sends a deregistration 

acknowledgement message back to the HLR. 
(6.7) The old FLA sends a deregistration message to the MT’s old VLR. 
(6.8) The old VLR removes the MT’s record and sends a deregistration acknowledgement 

message back to the old FLA (Location registration by inter-LSTP movement is 
complete). 
 

On the other hand, the call delivery procedure under this strategy is described as follows (see 
Figures 8(a) and 8(b)). 
 

(1) The MT sends a call initiation message to the calling MSC through the nearby BTS. 

(2) [2Cla] 

(1) Moves 

           {Cv}            {Cf}                      {Ch}                      {0}   {Cf}           {Cv} 

FIGURE 7: Inter-LSTP Movement Location Registration under the PCFLA Strategy. 
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(2) The calling MSC verifies if it has the called MT’s location information in the VLR cache. If 
yes, then it sends a called MT’s location request message to the called FLA. Otherwise go 
to step 6. 

(3) The called FLA forwards this message to the called MSC. 
(4) The called MSC sends an acknowledgement message to the calling MSC together with a 

TLDN to the MT. 
(5) The calling MSC sends a call setup request message to the called MSC through the 

network shown in Figure 1 (Call delivery is complete. Do not proceed to the next step). 
(6) If the calling MSC does not contain location cache for the called FLA, then it follows the call 

delivery steps 6.1 through 6.6 of the FLA strategy described in Section 2.3.  

 

3. PROPOSED NEW LOCATION CACHING WITH FIXED LOCAL ANCHOR 
(NLCFLA) STRATEGY 

In the following, a simple but effective location management strategy is proposed for the next-
generation wireless mobile networks. In this strategy, FLA strategy is used for location 
registration and users’ calling and mobility patterns are used to update the MTs’ location 
information in the caches of the calling MTs’ VLR, called MTs’ VLR, calling MTs’ FLA, called MTs’ 
FLA, old FLA, and old VLR. However, this strategy effectively exploits the advantages of both the 
LC and FLA strategies and does not make the centralized HLR congested with enormous 
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FIGURE 8: Call Delivery under the PCFLA (a and b) and FLA (b) Strategies. 
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signaling messages during inter-LSTP handoff like PCFLA. In the LC strategy, the calling MT’s 
VLR cache is updated with the called MT’s location information just prior to setup each call 
between the calling and called MTs. But in the NLCFLA strategy, caches of the calling MT’s VLR 
are updated with the called MT’s location information, and caches of the pointed/called MT’s FLA 
and VLR are updated with the calling MT’s location information during each call setup procedure. 
No separate signaling messages are needed to update these caches. These are updated during 
the  regular signaling message exchange.  Moreover, it also updates the caches of the  new FLA, 

 
old FLA, and old VLR during intra-LSTP or inter-LSTP handoffs. This also does not need to 
separate signaling message. When an MT handoffs to a new VLR/MSC, it sends its location 
information to its designated FLA. This designated FLA cache is updated with the MT’s new 
location information together with the same regular registration message. On the other hand, 
registration cancellation messages are sent to the old FLA and VLR at the time of normal 
registration procedure. The caches of these old FLA and VLR also updated with the MT’s new 
location information together with the regular registration cancellation message. But in the 
PCFLA, the MT’s new location information is sent to the frequently calling VLR sites using 
separate explicit signaling messages throughout the networks. During each call delivery process, 
the calling MT’s VLR cache is first searched for the called MT’s location information. If that 
location information is found, it initiates the call setup procedure directly to that called MT without 

(5) [2Cla] 

(4) [2Cla] 
(3) [2Cla] 

(2) [2Cla] 
(1) Moves 

{Cv}                   {Cf}                 {Cv} 

(a) Intra-LSTP movement 
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Cache 
update 
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(1) Moves 

          {Cv}          {Cf}                     {Ch}                      {Cf}            {Cv} 

FIGURE 9: Location Registration under the NLCFLA Strategy. 
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accessing the HLR for location query. This pointed VLR cache information may be obsolete. In 
that case, it directly communicates to the HLR for querying location information. But, the 
probability of having obsolete information in these caches is much lower as many caches are 
updated for each call delivery as well as handoff rather than only one location update in LC 
strategy. So, the overall location management cost under this strategy outperforms all other 
previous strategy. The location management procedure under this strategy is shown in Figure 9 
and Figure 10 and the symbols used in these figures are described in Table 1. 

 
The location registration under this strategy is divided into two categories: intra-LSTP movement 
and inter-LSTP movement.  These strategies are described as follows (see Figure 9). 
 

(1) An MT handoffs into a new RA and informs its new location to the new MSC through the 
nearby BTS. 

(2) The new MSC forwards a location registration message to its associated FLA within its 
region. 

(3) The FLA updates its cache with MT’s new location information. Following this, the FLA 
verifies the MT’s profile. If there is an MT’s record, then update it with the new location 
information and sends back an acknowledgement message together with a copy of the 
MT’s profile to the new MSC. Otherwise go to step 6. 

(4) The FLA sends a deregistration message to the old MSC. 
(5) The old VLR updates its cache with MT’s new location information. Following this, the old 

MSC clears the record for that MT from the VLR and replies a confirmation message to the 
FLA (Location registration by intra-LSTP movement is complete. Do not proceed to the next 
step). 

(6) If the FLA does not have the MT’s record, the followings are performed. 
 
(6.1) The serving MSC of the MT’s new FLA sends a location registration message to the 

HLR. 
(6.2) The HLR updates the MT’s record in terms of MT’s new FLA and sends back a copy 

of the MT’s profile to that new FLA. 
(6.3) The FLA updates the MT’s record in terms of new VLR and acknowledges the new 

VLR with a copy of the MT’s profile. 
(6.4) The HLR sends a deregistration message to the MT’s old FLA. 
(6.5) The old FLA updates its cache with MT’s new location information. Following this, the 

old FLA removes the MT’s record from it and sends a deregistration acknowledgement 
message back to the HLR. 

(6.6) The old FLA sends a deregistration message to the MT’s old VLR. 
(6.7) The old VLR updates its cache with MT’s new location information. Following this, the 

old VLR removes the MT’s record and sends a deregistration acknowledgement 
message back to the old FLA (Location registration by inter-LSTP movement is 
complete). 
 

On the other hand, the call delivery procedure under this strategy is described as follows (see 
Figures 10(a) and 10(b)). 
 

(1) The MT sends a call initiation message to the calling MSC through the nearby BTS. 
(2) The called MT’s location information is searched in the calling VLR cache and it is assumed 

that there will be such an entry there. Then it sends a route request message to the pointed 
FLA/MSC. 

(3) The pointed FLA cache is updated with the calling MT’s location information. Following this, 
the pointed FLA searches the entry for the called MT’s location information and forwards 
this message to the pointed VLR/MSC. 

(4) The pointed VLR cache is updated with the calling MT’s location information. Following this, 
the pointed VLR/MSC verifies whether the location information for the called MT is exact or 
obsolete. If exact (cache hit), then it sends an acknowledgement message to the calling 
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MSC together with a TLDN to the MT. Otherwise, it sends a negative acknowledgement 
message (cache miss) to the calling MSC and go to step 6.  

(5) The calling VLR cache is updated with the called MT’s location information. Following this, 
the calling MSC sends a call setup request message to the called MSC through the 
network shown in Figure 1 (Call delivery is complete. Do not proceed to the next step). 

(6) If the pointed VLR/MSC contain obsolete location information (cache miss), then it follows 
the steps below. 

 
(6.1) The calling MSC sends a location request message to the HLR. 
(6.2) The HLR sends a message requesting the called MT’s location information to the 

called FLA. 
(6.3) The called FLA cache is updated with the calling MT’s location information and the 

called FLA forwards the location request message to the called VLR/MSC. 
(6.4) The called VLR cache is updated with the calling MT’s location information. Following 

this, the called VLR/MSC sends a location route back to the HLR together with a 
TLDN to the MT. 

(6.5) The HLR forwards this message back to the calling MSC. 

(5) Call Setup 

(1) Call Initiates 
 (2) [2Cla] or  

      [2Cla + 2Cd] 
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FIGURE 10: Call Delivery under the NLCFLA Strategy. 
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(6.6) The calling VLR cache is updated with the called MT’s location information. Following 
this, the calling MSC sends a call setup request message to the called MSC through 
the network shown in Figure 1 (Call delivery is complete). 

4. ANALYTICAL MODELING 
A fluid flow mobility model [10] is considered in order to evaluate the performance of the 
proposed and the related approaches. It is assumed that MTs are moving at an average speed of 
v in uniformly distributed direction over [0, 2π] with a view to crossing the LSTP region composed 
of N equal rectangular-shaped and sized RAs [9]. The parameters used for the MTs’ movement 
rates analysis are defined as follows. 
 

 γ: the MT’s movement rate out of an RA 
 µ: the MT’s movement rate out of an LSTP region 
 λ: the MT’s  movement rate to an adjacent RA within a given LSTP region 

 
According to [11], these parameters are calculated as follows. 

S




4
                                                                    (1) 

NS




4
                                                                  (2) 

 









N
11                                                            (3) 

Where v is the average moving speed of an MT, S is the size of the RA, and N is the number of 
RAs within a LSTP region. 
 
A continuous-time Markov Chain state transition diagram is used in Figure 11 to show an MT’s 
RA movement representing the fluid flow mobility model. Each state )0( ii defines the RA 
number of a given LSTP region where an MT can stay and state 0 means the MT stays outside of 
this region. The state transition )1(1,  ia ii represents an MT’s movement rate to an adjacent RA 
within a given LSTP region, and 1,0a represents an MT’s movement rate to an RA of that region 
from another one. On the other hand, )1(0, ibi represents an MT’s inter-LSTP region movement 
rate and it is assumed that there are maximum K number of such movements. 

 
Therefore, from Figure 11, it is obtained that  )1(1, ia ii and ,0,1,0  iba respectively. 

 
On the other hand, if i is the equilibrium probability of state i, the following equations can be 
obtained from a continuous-time Markov Chain given in Figure 11. 

 



K

i
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1
0                                                                             (4) 
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FIGURE 11: State Transition Diagram of an MT’s RA Movement. 
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       1,1  iii                                                          (5) 
  12,1  Kiii                                               (6) 

Kiii  ,1                                                         (7) 

Additionally, the sum of the probabilities of all states is 1. So, 





K

i
iK

0
210 1                                                (8) 

By substituting (8) into (4), it can be obtained the equilibrium probability of state 0, .0  So, 

2
1

0                                                                       (9) 

Finally, from (5), (6), (7) and (9), i is obtained as follows. 
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4.1.  Analysis of Location Management Costs 
In order to analyze the location registration cost, call delivery cost, and total location management 
cost of the IS-41, LC, FLA, PCFLA, and NLCFLA strategies, different parameters shown in Table 
2 and 3 are considered. The following notations are also used to represent the cost of each 
strategy [9]. 
 

 :XU  the average location registration cost of the X strategy for an MT staying in an LSTP 
region 

 :XS  the average call delivery cost of the X strategy for an MT staying in an LSTP region 

Parameter Description 

laC  Cost of sending a signaling message 
through the local A-link 

dC  Cost of sending a signaling message 
through the D-link 

raC  Cost of sending a signaling message 
through the remote A-link 

vC  Cost of a query or an update of the VLR 

fC  Cost of a query or an update of the FLA 

hC  Cost of a query or an update of the HLR 

TABLE 2: Description of Cost Parameters Shown in Figure 1. 
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 :XT  the average total location management cost of the X strategy for an MT staying in an 
LSTP region 

 :Y
XU  the average location registration cost of the X strategy generated by movement type 

Y for an MT staying in an LSTP region 
 

 
Furthermore, the average number of unique RAs that an MT visits within a given LSTP for K 
movements can be calculated from Figure 11 and represented by the following equation. 

  



K

i
iK iKK

1
321 32                                       (11) 

The location management cost functions of the IS-41, LC, FLA, PCFLA, and NLCFLA strategies 
can be derived from Figure 2 – 10.  

1) IS-41 Strategy 
The average location registration cost of the IS-41 strategy is derived as follows. 

                
            hradlahradla

train
IS

terin
ISIS

CCCCCKCCCCC
UKUU



 

 


24124
)1)((

0

4141041  

        hradla CCCCCK   24)10                                                 (12) 

The average call delivery cost of the IS-41 is defined as follows (see Figure 3). 

   hradlaIS CCCCCS  2441                                           (13) 

So, the average total cost of the IS-41 strategy is expressed as follows. 

414141   ISISIS qSUT                                                      (14) 

2) LC Strategy 
The average location registration cost of the LC strategy is defined as follows. 

                                   41 ISLC UU  

Parameter Description 

lP  Probability of locating caller and callee 
within the same LSTP region 

nP  Probability of playing a new VLR as the 
role of an FLA 

oP  Probability of playing an old VLR as the 
role of an FLA 

fP  Probability of locating callee in the FLA 
area 

cP  Probability of calling MSC having location 
cache for the called FLA 

q  The MT’s call-to-mobility ratio (CMR) 

  The MT’s cache hit ratio under the LC and 
NLCFLA strategies 

  The MT’s call arrival rate through MSC 

m  Number of location servers (HLRs) in the 
system 

TABLE 3: Parameters Used for the Cost Analysis. 
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                hradla CCCCCK   24)10                                  (15)                                               

The average call delivery cost of the LC strategy is expressed as follows. 

  miss
LC

hit
LCLC CCS   1                                                     (16) 

Where hit
LCC and miss

LCC represents the call delivery cost of the LC strategy when location information 
pointed by cache for the called MT is correct and obsolete, respectively (see Figures 4(a) and 
4(b)).  and these two parameters are calculated by the following equations. 








)1(
)1(

 





                                                                           (17) 

Since the caches in LC strategy are updated only at call arrival time. 
 

According to [12],  




q                                                                    (18) 

So, (17) is expressed as follows. 

q
q



1

                                                                   (19) 

Again, 

      CCCPCCPC dlallal
hit
LC 244124                                                                        (20) 

        41 IS
hit
LC

miss
LC SCC    

          hradladlallal CCCCCCCCPCCP   24244124              (21) 

So, the average total cost of the LC strategy is expressed as follows. 

LCLCLC qSUT                                                           (22) 

3) FLA Strategy 
The average location registration cost of the FLA strategy is defined as follows. 

         train
FLA

terin
FLAFLA UKUU )1)((0                                               (23) 

Three possible cases occur in intra-LSTP movement: (a) new VLR is the FLA and old VLR is not 
the FLA, (b) old VLR is the FLA and new VLR is not the FLA, and (c) neither new VLR nor old 
VLR is the FLA. On the other hand, four possible cases occur in inter-LSTP movement: (a) new 
VLR is the FLA and old VLR is not the FLA, (b) old VLR is the FLA and new VLR is not the FLA, 
(c) both new and old VLR are the FLA, and (d) neither new VLR nor old VLR is the FLA. 
According to these possible cases, ra

FLAU int and er
FLAU int are calculated as follows. 

             402010 )1)(1()1()1( FPPFPPFPPU nnn
train

FLA                                        (24) 

              80706050 )1)(1()1()1( FPPFPPFPPFPPU nnnn
terin

FLA                          (25) 

Where F1, F2, F4, F5, F6, F7, and F8 are expressed as follows (see Figure 5 and Figure 6). 

fvla CCCFF  2221                                                                (26) 

fvla CCCF  2244                                                                   (27) 
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hfvlaradla CCCCCCCFF  24)(465                               (28) 

hfradla CCCCCF  2)(47                                                        (29) 

hfvlaradla CCCCCCCF  228)(48                                     (30) 

The average call delivery cost under this strategy depends on whether the called MT located in 
the same FLA area or in different FLA area. Thus this cost is expressed as follows.  

21 )1( DPDPS ffFLA                                                       (31) 

Where D1 and D2 are expressed as follows (see Figure 8(b)). 

)()(41 hfvradla CCCCCCD                                           (32) 

lahfvradla CCCCCCCD 2)2()(42                                (33) 

So, the average total cost under this strategy is expressed as follows. 

FLAFLAFLA qSUT                                                         (34) 

4) PCFLA Strategy 
The average location registration cost under the PCFLA strategy is defined as follows. 

         train
PCFLA

terin
PCFLAPCFLA UKUU )1)((0                                            (35) 

The three possible cases that occur in intra-LSTP movement and four possible cases that occur 
in inter-LSTP movement are the same as that of the FLA strategy. According to these possible 
cases, ra

PCFLAU int and er
PCFLAU int are calculated as follows. 

             402010 )1)(1()1()1( CPPCPPCPPU nnn
train

PCFLA                                  (36)                           

              80706050 )1)(1()1()1( CPPCPPCPPCPPU nnnn
terin

PCFLA                    (37)           

Where C1, C2, C4, C5, C6, C7, and C8 are expressed as follows (see Figure 5 and Figure 7). 

fvla CCCCC  2221                                                                                 (38) 

fvla CCCC  2244                                                                                    (39) 

)(24)(465 radlahfvlaradla CCCmCCCCCCCCC                  (40)                                    

        )(2)(47 radlahfradla CCCmCCCCCC                                           (41)                                     

       )(228)(48 radlahfvlaradla CCCmCCCCCCCC                        (42)                                      

On the other hand, the average call delivery cost under this strategy is calculated as follows 
nocache
PCFLAc

cache
PCFLAcPCFLA CPCPS )1(                                               (43) 

Where cache
PCFLAC and nocache

PCFLAC are the call delivery costs under the PCFLA strategy when the calling 
MT’s MSC contain location cache for the called FLA and when the calling MT’s MSC does not 
have location cache for the called FLA, respectively. 
 
There are four possible cases occur for delivering a call under this strategy: (a) the calling and 
called MTs are located within the same LSTP region and the called MT is resided in the FLA 
area, (b) the calling and called MTs are located within the same LSTP region and the called MT is 
resided in the other VLR area, (c) the calling and called MTs are located in the different LSTP 
regions and the called MT is resided in the FLA area, and (d) the calling and called MTs are 
located in the different LSTP regions and the called MT is resided in the other VLR area. 
According to these possible cases, cache

PCFLAC and nocache
PCFLAC is calculated as follows (see Figures 8(a) 

and 8(b)). 
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        })1(){1(})1({ 4321 NPNPPNPNPPC fflffl
cache
PCFLA                          (44)               

 21 )1( DPDPSC ffFLA
nocache
PCFLA                                                                (45) 

Where N1, N2, N3, and N4 are defined as follows (see Figures 8(a) and 8(b)). 

fvla CCCN  221                                                                 (46) 

fvla CCCN  2232                                                             (47) 

fvdla CCCCN  )22(23                                                     (48) 

lafvdla CCCCCN 22)22(24                                        (49) 

As a result, the average total cost of this strategy is expressed as follows. 

PCFLAPCFLAPCFLA qSUT                                                      (50) 

 

 
5) NLCFLA Strategy 
The average location registration cost under the NLCFLA strategy is defined as follows (see 
Figure 9). 

       train
FLA

terin
FLAFLANLCFLA UKUUU )1)((0                                      (51) 

Where terin
FLAU and train

FLAU are the same as that of the FLA strategy and calculated in Section 4.1(3). 

Criteria Condition No. of cache 
update(s) 

Average No. of 
cache update(s) 

Pointed VLR is found in the FLA area 2 
Cache hit 

Pointed VLR is not found in the FLA area 3 
2.5 

Pointed VLR is found in the FLA area and the 
called VLR is found in the FLA area 3 

Pointed VLR is found in the FLA area and the 
called VLR is not found in the FLA area 4 

Pointed VLR is not found in the FLA area and the 
called VLR is found in the FLA area 4 

Cache miss 

Pointed VLR is not found in the FLA area and the 
called VLR is not found in the FLA area 5 

4 

New VLR is the FLA and old VLR is not the FLA 1 

New VLR is not the FLA and old VLR is the FLA 1 
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P 
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New VLR is not the FLA and old VLR is not the 
FLA 2 

1.33 

New VLR is the FLA and old VLR is not the FLA 2 

New VLR is not the FLA and old VLR is the FLA 2 
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2 

1.67 

TABLE 4: Average No. of Cache Updates per Call. 
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On the other hand, the average call delivery cost under the NLCFLA strategy is expressed as 
follows (see Figure 10). 

  )(1 nocache
PCFLA

cache
PCFLA

cache
PCFLANLCFLA CCCS                                     (52) 

Where cache
PCFLAC and nocache

PCFLAC are the same as that of the PCFLA strategy and these are calculated 
in Section 4.1(4). Moreover,  for the NLCFLA strategy is calculated as follows (see Table 4). 








67.14)1(5.2
67.14)1(5.2

                                               (53) 

By solving this, the following result for  is obtained as a function of and . 

 



3

13.735.1925.667.25.5 22 
                                     (54) 

By solving (53) after applying (18) to it, the following result for is obtained as a function of .q  

q
qqq

3
13.735.1925.667.25.5 2 

                                         (55) 

As a result, the average total cost of this strategy is expressed as follows. 

NLCFLANLCFLANLCFLA qSUT                                                  (56) 

 

 

 

5. NUMERICAL RESULTS AND COMPARISONS 
We have implemented the proposed and all other approaches containing equations (14), (22), 
(34), (50), and (56) using C programming language and execute them on a Windows XP 
Operating System installed computer having configuration of Pentium 4 processor with 3.00 GHz 
speed and 512 MB of RAM. We assume N = 55, v = 5.6 km/h, S = 20 km2, Pl = 0.043, K = 55, and 
m = 5 [9] for generating various numerical results of these approaches. In addition to these fixed 
parameters, we compare the performance of the LC, FLA, PCFLA, and NLCFLA strategies with 
that of the IS-41 under various conditions given in Table 5 and 6. These are compared in terms of 

Set vC  fC  hC  

5 1 1 1 

6 1 2 3 

7 1 2 3 

8 1 3 5 

TABLE 6: Database Access Costs Parameter Set. 

 

Set laC  dC  raC  
1 1 1 1 

2 1 3 3 

3 1 3 6 

4 1 5 10 

TABLE 5: Signaling Costs Parameter Set. 

 



Md. Mohsin Ali, G. M. Mashrur-E-Elahi & Md. Asadul Islam 
 

International Journal of Computer Networks (IJCN), Volume (2): Issue (2)               96 

 

Relative cost 
41


IS

X

T
T                                                       (57) 

relative cost where its value 1 means that the costs under both strategies are exactly the same. 
The relative cost of the X strategy can be defined as the ratio of the average total cost of the X 
strategy to that of the IS-41 strategy using the following equation. 

 
5.1 Signaling Costs, Database Access Costs, and Total Costs 
Figures 12, 13, and 14 show the relative signaling costs, relative database access costs, and 
relative total costs of the LC, FLA, PCFLA, and NLCFLA strategies with respect to CMR for 
different parameter sets given in Table 5 and 6, respectively. In Figure 12, signaling cost 
dominates the database access cost by setting the cost parameters vC , fC and hC to 0, whereas 
in Figure 13, database access cost dominates the signaling cost by setting the cost parameters 
Cla, Cd, and Cra to 0. On the other hand, all the cost parameters have the same domination effect 
in Figure 14.  
 
We see from the graphs that the cost of the LC strategy gets lower as CMR increases, while the 
cost  of the FLA  strategy gets  lower as CMR  decreases.  These trends are expected and  easily  

FIGURE 13: Relative Database Access Cost. 
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FIGURE 12: Relative Signaling Cost. 
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explainable from the working principle of these two strategies. As CMR increases, the call 
delivery becomes dominated, and thus the cost of the LC strategy gets lower. Alternatively, as 
CMR decreases, the location registration becomes dominated, and thus the cost of the FLA 

FIGURE 15: Relative Signaling Cost (a) and Total Cost (b). 
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strategy gets lower. Moreover, it is observed from the graphs that the costs of both the PCFLA 
and NLCFLA strategies are not much sensitive to the change of CMR and the cost of the latter 
strategy is always lower than that of the former one. These trends are also expected and easily 
explainable from the working procedure of these two strategies. These two are the combination of 
the FLA strategy and a modified form of the LC strategy. The FLA strategy works better for lower 
CMR as location registration dominates for this condition. On the other hand, the modified form of 
the LC strategy works better for increased CMR as call delivery dominates for this condition. As a 
result, the combination of these two makes the PCFLA and NLCFLA strategies less sensitive to 
the CMR. But, the cost of the latter strategy is always less than that of the former strategy. The 
reason behind this trend is that the PCFLA strategy sends separate excessive location caching 
message to the MSCs during inter-LSTP movement registration, whereas the NLCFLA strategy 
performs location caching during the exchange of regular messages. It also does not send 
separate location caching message and these are performed in call delivery time as well as 
location registration time. So the cost of this strategy always gets lower.  

 
The relative signaling and total costs of the LC, FLA, PCFLA, and NLCFLA strategies with 
respect to MT’s mobility rate (v) are shown in Figure 15. This graph is generated by assuming α = 
50 and replacing λ of (17) and (54) by v. It is observed from this graph that the cost of the LC 
strategy increases as v increases and the FLA strategy shows increased cost as v decreases. 
Moreover, the PCFLA and NLCFLA strategies are less sensitive to the change of v and the latter 
strategy always outperforms the former one irrespective of the values of v. These are expected 
and easily explainable with the same dominating principle as described in the previous 
paragraph. 

 
FIGURE 16: Impact of Cla, Cd, Cra, Cv, and Ch. 
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5.2 Impact of Cla, Cd, Cra, Cv, and Ch. 
Figure 16 shows how the individual cost terms Cla, Cd, Cra, Cv, and Ch affect on the overall relative 
costs of the LC, FLA, PCFLA, and NLCFLA strategies with respect to CMR for set 2 and 7 data 
given in Table 5 and 6. The values of Cv and Cf are assumed to be equal for the analysis as Cf is 
one of the form of Cv. As CMR increases, the cost of the LC strategy gets lower, whereas the cost 
of the FLA strategy gets higher for dominant cost terms Cra and Ch. But, the cost of both the 
PCFLA and NLCFLA strategies remain almost same with a little decrease for the latter strategy 
with the increase of CMR for these dominant cost terms. These are easily explainable from the 
working principle of these strategies. The LC strategy shows this behavior since it needs small 
access to the HLR for increased CMR due to its availability of MTs’ location information in the 
caches. On the other hand, FLA needs more access to the HLR for increased CMR since there 
are no caches maintained here. Alternatively, the PCFLA and NLCFLA strategies use both 
caches and FLA for optimizing call delivery and location registration. But, the NLCFLA strategy 
outperforms the PCFLA as it does not need to send separate location caching message during 
inter-LSTP movement. Moreover, it is observed from the graphs that the cost of the FLA, PCFLA, 
and NLCFLA strategies for the dominant cost terms Cla and Cv are higher than that of the IS-41 
strategy. This is due to the fact that these strategies except IS-41 distribute the functionality of the 
HLR to the VLRs. 

6. CONCLUSION 
Location management in wireless mobile networks is one of the most important and challenging 
issues in the current world. To manage the location effectively and efficiently, a simple but 
efficient location management strategy called NLCFLA is proposed in this paper. This strategy 
uses FLA strategy which optimizes the location registration cost with a view to managing the local 
location registration locally instead of informing to the HLR. It also updates the MT’s location 
information in VLR caches during the exchange of regular messages to the network at call 
origination time, call delivery time and also at location registration time. It does not use separate 
messages for location caching like previous strategy. This updating strategy eventually optimizes 
the call delivery cost. As a result, it minimizes the total location management cost in terms of 
location registration cost and call delivery cost regardless of the CMR. The various cost functions 
under the same analytical modeling for the proposed and related strategies are derived. It also 
investigates the effects of individual cost parameters for each strategy. The numerical results 
obtained from these cost functions show that the proposed NLCFLA strategy outperforms all the 
related previous strategies irrespective of the MT’s calling and mobility pattern. 
 
Currently, it is being observed that how this caching strategy can be combined with other location 
management strategies to get better result. 
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Abstract 

 
Traffic engineering is one of the major issues that has to be addressed in Metro 
Ethernet networks for quality of service and efficient resource utilization. This 
paper aims at understanding the relevant issues and outlines novel algorithms for 
multipoint traffic engineering in Metro Ethernet. We present an algorithmic 
solution for traffic engineering in Metro Ethernet using optimal multiple spanning 
trees. This iterative approach distributes traffic across the network uniformly 
without overloading network resources.  We also introduce a new traffic 
specification model for Metro Ethernet, which is a hybrid of two widely used traffic 
specification models, the pipe and hose models. 
 
Keywords: Metro Ethernet, Traffic Engineering, Multiple Spanning Trees 

 
 

1. INTRODUCTION 
Ethernet has evolved over the past decade from a simple CSMA/CD shared medium access 
protocol to a full-duplex, switched network. Ethernet dominates the current LAN realizations and it 
has been estimated that more than 90% of IP traffic originates from an Ethernet LAN. Inherent 
simplicity of Ethernet brings nice properties like cost effectiveness, rapid provisioning on demand, 
ease of interworking, simple packet based technology and ubiquitous adoption [6]. It promises 
relatively inexpensive high-speed access, which can then be combined with new networking 
services from the enterprise domain.  With the latest enhancements, it has turned out to be a 
feasible technology even beyond the LAN. Switching, Fast Ethernet and Gigabit Ethernet have 
brought more bandwidth to the technology.  
 
However Ethernet lacks end-to-end QoS guarantees, protection mechanisms and service 
performance monitoring [6].  Present Ethernet connectivity is largely restricted to the fast-growing 
but relatively small niche of the Internet access. In order to enter the metro domain, Ethernet 
must prove that it is a carrier-grade technology. Deploying Ethernet in the MAN will require many 
different upgrades. First, it requires the port-folio of Ethernet physical layers to be extended for 
the local loop and for interoffice connection within the MAN. Second, there is a need to upgrade 
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the Ethernet switching layer.  It should be reliable and secure enough to handle mission critical 
corporate data. 
 
Current Ethernet protocol relies on the IEEE spanning tree protocol (STP) [2], which provides a 
loop-free connectivity across various network nodes. But this protocol has slow re-convergence 
time in the case of a failure that typically is 50 seconds. Time critical applications on Ethernet can 
only afford a reconfiguration time less than few tens of milliseconds. Further, STP uses a single 
spanning tree to carry the entire network traffic, resulting in congestion and resource 
underutilization. To improve upon reconstruction time 802.1W [3] standardized its Rapid 
Spanning Tree Protocol (RSTP). In both RSTP and STP, after a re-convergence the MAC 
address might get associated with an altogether different switch port and makes it difficult to 
predetermine the path between a given pair of nodes after a spanning re-convergence.  
The Multiple Spanning Tree Protocol (MSTP) [4] defined in IEEE 802.1s standard provides 
alternate paths between two nodes within an administrative region such that basic traffic 
engineering can be enabled. This standard provides guidelines for better resource utilization, 
localization of failures, and faster recovery. MSTP uses multiple spanning trees and VLANs [1] 
are mapped onto these trees.  
 
Customers are demanding end-to-end Ethernet solutions in which geographically distant LANs 
are connected as if they were one single LAN. This customer virtual LAN(C-VLAN) provides full 
connectivity between customer sites (LANs), and allows a station in one LAN to engage in 
unicast, multicast, and broad-cast communication with any other station belonging to the C-VLAN 
[14]. In this paper we present an algorithmic approach for traffic engineering based on 
construction of multiple spanning trees in the metro do-main using customer traffic demands and 
given network topology.  
 
Traffic specification is another important factor in traffic engineering. Current Metro Ethernet uses 
pipe and hose models. In our multiple spanning tree algorithm we use the pipe model. The pipe 
model provides the most efficient interface for the provider in terms of bandwidth allocation. 
However, it suffers from being complex and it requires pair-wise traffic information from the 
customer. The hose model, on the other hand, does not require knowledge of pair-wise traffic, but 
only aggregates. In addition, it is easy to specify by the customer. However, the lack of exact 
traffic distributions makes it least efficient in terms of bandwidth allocation. To take advantage of 
both these methods we introduce a hybrid model (Augmented Hose) in the future directions. The 
idea is to enhance our multiple spanning tree construction method with this new traffic 
specification model in the future.  
 
The rest of the paper is organized as follows. Next section provides an overview of the IEEE 
Ethernet standards and the kind of network in consideration is described in section 3. Section 4 
discusses the related work in this area. Section 5 proposes an algorithmic approach to multiple 
spanning tree construction. In section 6 we provide examples showing the performance of our 
approach. Future directions are discussed in section 7. Finally, section 8 concludes with a 
summary of our work. 
 

2. OVERVIEW OF THE ETHERNET 
 
This section elaborates on some of the relevant IEEE standards for Ethernet. 
 
2.1 IEEE Spanning Tree 
Ethernet traditionally relies on spanning tree defined in IEEE 802.1D, which inherently provides 
loop-free communication among all the nodes. Basically the construction of the spanning tree 
through the exchange of node ids and link costs (a.k.a. Port vectors). The algorithm terminates 
upon the discovery of the root node with the lowest id number and the lowest cost paths between 
every node and the root node. Each port of a switch assumes one of the three roles, namely, a) 
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Root port b) Designated port c) Disabled port. The port that leads to the Root Bridge with least 
path cost is the Root port for that non-root bridge. All the other ports (links) are either designated 
ports which forward frames on behalf of a LAN segment or blocked ports. Blocked ports lead to 
the underutilization of the links. The blocked ports/links serve as backups in the event of a 
change in topology due to link/node failure. However, the spanning tree reconstruction after a link 
failure has slow convergence as the default timers associated with STP are based on worst-case 
behavior of the network in terms of size (diameter) and response. Typically the worst-case 
reconvergence of the STP for a stable spanning tree after an event of link failure is around 50 
seconds which is not acceptable for real time mission critical applications. 
 
2.2 The Rapid Spanning Tree 
The blocking port role in STP is split into two in RSTP, backup and alternate port roles. These 
ports do not forward user data. If the port is considered for immediate forwarding state in the 
event of root port failure then it is an alternate port. A port is backup port if it is for immediate 
forwarding in the case of a designated port failure. This is due to the fact that the alternate and 
the backup ports also do the learning even before they are promoted to the forwarding state. This 
significantly reduces the convergence time of RSTP, but still in the order of few seconds (~1-2 
seconds) as the flush message (broadcast by the switch that gains in the subtree, rooted by itself, 
topology) takes time to propagate across the nodes as a result of (logical) topology change due to 
change in port status. Moreover, RSTP suffers from the same drawback as STP: both standards 
use a single tree to carry all the network traffic causing resource overloading and resource under 
utilization. 
 
2.3 The Multiple Spanning Trees  
IEEE 802.1s deals with defining Multiple Spanning Trees (MSTs) wherein each VLAN can be 
uniquely mapped onto a single spanning tree among the set of spanning trees. One can have a 
spanning tree per VLAN or multiple VLANs can be mapped onto a single spanning tree. 
Collection of MSTs in a VLAN-aware network is defined as a Spanning Forest (SF). The SF 
allows the utilization of all links that would otherwise be idled by the standard ST and thereby 
eliminating the wastage of bandwidth. However, the complexity of management increases with 
the number of spanning trees, switches must maintain port state information for each spanning 
tree of the SF, and the set of VLANs mapped on to them. The MSTP also allows a set of regions 
to be defined whose union spans the entire network. Within a region one or more MSTs can be 
defined. MSTP ensures that the frames of a given VLAN are assigned to only one of the span-
ning tree instances within a region. A common spanning tree (CST) spans across all the regions. 
The key advantage of such segmentation of the network into regions is the localization of any 
failure while having minimum/no impact on the non-local VLAN traffic. However, in order to have 
alternate paths between any pair of nodes with different VLAN segments attached, multiple 
regions have to be defined. This is due to the fact that each of the regions binds a given VLAN 
traffic with a unique instance of spanning tree, which in turn translates into a single but unique 
path. Moreover, spanning trees constructed in a region essentially follow RSTP and thus 
inherently carry the weakness of RSTP. 
 
 

3. SYSTEM DESCRIPTION 
Several architectural options have been proposed and deployed to carry Ethernet frames across 
metro area. 

 Extending the native Ethernet protocol which is standardized under 802.1 committee. 
 Using MPLS as the transport technology. 
 Using SONET/SDH as the transport technology via General Frame via Generic Framing 

Procedure (GFP) encapsulation and Link Capacity Adjustment Scheme (LCAS) rate 
adaptation. 

 Using generalized MPLS (GMPLS) to control Ethernet switches in the metro network. 
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Our research is based on the first architecture in conformance with the 802.1 standards. Fig 1 
depicts the typical architecture for Metro Ethernet [14]. The metro domain consists of core 
switches/nodes and edge nodes (ingress/egress nodes). The goal is to transport end user 
Ethernet frames across the metro domain in a transparent manner. Since the Ethernet MAC 
addresses are flat, ingress nodes encapsulate the user frames with the proposed extension 
fields. The edge node identifiers are inserted appropriately such that the core nodes learn only 
about the edge nodes of the metro domain and not the end user MAC addresses. The edge 
nodes in turn learn about the MAC addresses of the end user frames belonging to the VLAN 
attached to them [10]. Another approach would be to use the labels that uniquely identify the 
edge nodes. Thus, encapsulation of end user frames can address the MAC address table 
explosion issue in the Metro domain. 
 
The edge nodes of a metro region are access points (AP). Customer virtual LANs (C-VLAN) 
connect to different APs. A C-VLAN route is basically a tree that spans all locations of a given 
customer. A C-VLAN must use exactly one spanning tree for communication. A 12-bit VLAN 
identifier (VID), inserted into the end-user Ethernet frames, identifies each of the VLANs. The 
tagged frames belonging to a given VLAN will be forwarded across the network only to the end-
hosts of the VLAN. This provides an implicit VLAN segregation and optimal network resource 
utilization. The traffic requirement of a customer is represented as a demand matrix (or access 
point matrix), which shows the traffic between AP pairs of a particular C-VLAN. 
 

 
 

FIGURE 1: Metro Network. 

4. RELATED WORK  
Traffic engineering of Ethernet using spanning tree is a widely researched topic because of 
performance issues. QoS-aware Multiple Spanning Tree Mechanism [9] was proposed to address 
problems related to IEEE 802.1 standards and its extensions to the Spanning Tree protocol. They 
have proposed a simple and highly effective enhancement to the MST protocol to achieve high 
degree of QoS by keeping in perspective the different characteristics of the various traffic types. 
They use the traffic priorities defined in 802.1d standard for mapping VLANs to STs. For example 
the STs for best effort traffic is built based on the inter-face speed and end-to-end delay is the 
most important factor for building STs for multimedia traffic.  
 
A fault tolerant multiple spanning tree protocol is proposed in Viking [12]. The Viking system 
provides at least two switching paths between any pair of end-nodes in two different STs, primary 
and backup switching paths. The path selection is based on cost assigned to each link. These 
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links are combined to form STs using path aggregation algorithm. The aggregation algorithm 
starts with an empty spanning tree set and select each path in the list to add to a spanning tree 
which does not form a loop. If there is no such tree then form a new spanning tree. One issue 
with this loop avoiding path selection procedure is that avoiding loops might leave out some paths 
which could have resulted in a better optimal tree. Viking relies on per-VLAN-spanning tree 
implementation of Cisco where there is a separate spanning tree running on every switch for 
every VLAN. This has the limitation on the number of VLANs the metro Ethernet can support due 
to the maximum VLAN tag size and the number of spanning trees a switch can support. 
 
The article in [11] looks into the basic problems of traffic engineering in Metro Ethernet, such as 
load balancing, QoS-based protection, label-space management, evolving trends in traffic 
management at standard bodies and their implications. This proposed a grouping scheme that 
extends the current label space in the provider domain and allows for a large number of VLANs to 
be provisioned efficiently. Further, the issues of load balancing, multiple spanning trees, and 
interaction between grouping and bandwidth provisioning are discussed. It also addressed 
differentiated survivability in next-generation Ethernet and provided a novel scheme based on 
multiple spanning trees. The traffic engineering method we are proposing in this paper can use 
the C-VLAN grouping scheme described in this article to save VLAN tag space. 
 
DiffPause [5] is a scheme for congestion control that is highly scalable, robust, and compatible 
with the assured forwarding of the differentiated services model for high-speed Metro Ethernet. 
The DiffPause introduces an Early Warning Threshold such that the upstream nodes can reduce 
the outgoing rate and throttle the aggressive traffic aggregates, thereby providing fair bandwidth 
allocation. This scheme takes advantage of per link-based back-pressure mechanism without any 
bandwidth reservation and is independent of the number of ongoing individual sessions, thus 
leading to high scalability.  
 
In [13] we introduced a multiple spanning tree region construction algorithm which provides basic 
traffic engineering of Ethernet in the Enterprise domain. The proposed method supports dynamic 
nature of VLANs where the VLAN nodes can be added, moved, or removed without much effort. 
This method provides enough resources in the region to support protection from at least single 
failures. These multiple spanning tree regions are carefully engineered to provide better 
convergence time, reusability of VLAN tags, protection from failures, and optimal broadcast 
domain size. 
 
A distributed scheme for fast restoration of Metro Ethernets, a fast failure recovery spanning tree 
scheme is proposed in [7]. This method restores lost facilities within 50 milliseconds irrespective 
of the network size. 
 

5. TRAFFIC ENGINEERING USING OPTIMAL MULTIPLE SPANNING TREES 
This optimal multiple spanning tree (OMST) method primarily uses customer traffic demands and 
network capacity to generate spanning trees. The approach complies with IEEE 802.1s MSTP 
and addresses six major components in constructing spanning trees. These are: 

 How to assign weights to links in the network 
 Root node selection for a spanning tree 
 Parameters determining weight of the spanning tree 
 How to map customers on to the tree 
 Effectively distributing traffic across the network 
 Avoid resource overloading 

 
A C-VLAN is mapped to a spanning tree and frames forwarded to a tree can be identified by the 
VLAN ID.  The C-VLAN grouping method suggested in [11] can used to save VLAN tags and limit 
the number of trees. Then the demand matrix for a group of C-VLANs will be the sum of all 
demand matrices. Thus, when spanning trees are constructed using our method, each customer 
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group is mapped to a single spanning tree.  However, in this proposal we are not considering the 
grouping method and spanning trees are constructed for individual C-VLANs. The spanning trees 
are constructed such that the traffic is well distributed and no link or node is overloaded. Links for 
the spanning tree needs to be selected in such a way that it can handle the traffic demand 
generated by end nodes.   
   
Dijkstra’s algorithm can be a simple solution to this problem: build a spanning tree for each C-
VLAN and then update weight on the links to reflect the new traffic. Since a customer is not using 
all the APs, we may not get the best path between C-VLAN’s APs for the given traffic, even 
though the spanning tree is minimum weight. Further, the order in which links are selected, 
location of the root node and the order of spanning tree construction can affect the final solution. 
So our proposed solution considers all these requirements to build spanning trees. Though our 
approach might not deal with sudden load changes in the network, constant monitoring and 
simple reconfigurations can increase performance. 
 
5.1 Dynamic Link Weight  
Link weight is a function of the given link capacity and other parameters such as delay. To 
simplify the problem we are assuming that capacity and delay are the only parameters used in 
finding the link weights.  However, this linear function can be extended with more parameters in 
the future. The delay itself can be divided into propagation delay and queuing delay. Queuing 
delay would increase as the traffic increases. Here we are using propagation delay which 
depends on the distance. 
 

 Link weight is directly proportional to Delay. 
 Link weight is inversely proportional to Capacity. 

 
So a simple function is,  
Wij = Dij/Cij 
 
Where Wij is weight of the link between nodes i & j, Cij is capacity of the link between node i & j, 
and Dij is the delay between nodes i & j. Since we are trying to find the shortest possible paths 
(tree) between APs and equally utilize available resources (such as capacity), delay and link 
capacity are valid parameters. When the algorithm progresses available capacity on links will 
change, thus the link weight would also change. Hence adding more parameters to the function 
might need updating more variables during the course of algorithm execution. 
 
 
 
5.2 Algorithm  
The algorithm first sorts C-VLANs based on their traffic demand and builds a spanning tree for 
each customer starting from the customer with the highest demand. We use the highest-demand-
first technique because inserting lower traffic demand into the network can be done without loss 
of much performance. Construction of each spanning tree is followed by calculating its 
aggregated weight. Aggregated weight is calculated using the formula given below, which is 
similar to the method suggested in [8]. 
 
STAW = ∑ Wi,j x Ti,j.  
Where, STAW = Aggregated weight of the spanning tree. Ti,j = Traffic flowing through the link 
connecting nodes i and j. If this link is used in more than one path (that is more than one pair of 
access points are using the link) then Ti,j is the sum of traffic on the link. Wi,j  = Weight of the link 
between nodes i & j. 
 
Once the tree is constructed for a C-VLAN, the link weights on the graph are updated to reflect 
the new traffic. This process is continued for each C-VLAN in descending order of their demands. 
The solution steps are described in Fig. 2 and a detailed description follows it. 
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1. Sort C-VLANs in descending order, based on traffic demand. 
2. For each C-VLAN in the sorted list do { 

a) Select an AP as the root node from the list of APs that this C-VLAN is using.  
b) Create the parent tree with the root. 
c) Calculate aggregate weight of the parent tree.  
d) For all APs the C-VLAN is using { 

i. Find the path with minimum weight between each pair of  APs in the graph 
ii. Sort these paths in descending order of their aggregate weights 

iii. For each path do { 
1) Select the unprocessed path with highest weight and map on to the tree 
2) If (loops exist), then break loops 
} 

iv. Calculate the aggregated weight of the tree and we now have the final tree. 
v. Update the weights of links in master graph. 

         } 
  }    

FIGURE 2: Algorithm for constructing spanning trees 

Sort the C-VLANs based on the demand and set the index to highest demand C-VLAN: C-VLANs 
are sorted in descending order of their demand. The aim is to construct spanning trees for C-
VLANs in the order of their traffic demands. This way more demand would be satisfied using best 
optimal trees and the traffic would be well distributed on the network resulting in better 
performance. 

Take next C-VLAN with the AP matrix and find a root node for the tree: The next selected C-
VLAN will have the next highest demand requirement. After selecting a C-VLAN an access point 
is selected as the root for the tree. This can be done in three different ways: 

 Select an AP from the list of APs the C-VLAN is using, which carries the lowest traffic. 
 Select an AP from the list of APs the C-VLAN is using, which carries the highest traffic. 
 Select a random AP. 

 
We prefer the first option since there is a higher possibility that more traffic will flow through the 
root node of a spanning tree.  

Create a spanning tree rooted at the root node: Create a minimum spanning tree rooted at the 
above selected node from the given graph. Let us call this the parent tree.  

Calculate the aggregated weight of the tree: Aggregated weight of the tree is calculated using the 
previously defined function which considers both link weight and the traffic flowing on the link.  

Find the shortest path between all APs of the C-VLAN and sort them in descending order of 
weights: Find the shortest path between each pair of APs (only for APs the C-VLAN is using) 
which satisfies the demand and assign weights to the path. A simple method like Dijkstra's 
algorithm can be used. Assign weights to each link in the path using the formula,  

         W i,j x Ti,j.  
Where Ti,j is the traffic flowing through the link and Wi,j is the weight of the link. These paths 

represent the best routes the C-VLAN can have based on the traffic demand. Now list these 
paths in the descending order of their weights. For example: 

AP1   AP2, AP3   AP1, AP2   AP4 

Take next path & map to the tree: Selection of the next path from the list can be done in two 
different ways: 
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 Select the path with the lowest weight first. 
 Select the path with the highest weight first. This is a better choice because shorter paths 

would be applied towards the end of mapping.  

Once we select a path, add its links to the tree. Since adding new links to the tree generate loops, 
the next task is to break loops. 

Break loops: This step involves detecting the loop which is a very complex problem when looking 
for multiple loops. So to make this method simple, after adding each link from the above given 
path, algorithm breaks the loop. Adding one link to the spanning tree means a loop and this loop 
can be easily located. Finding multiple loops and breaking them in an optimal way is part of the 
future work. Now breaking loop can be done in two different ways. A simple approach would be to 
delete one of the links other than the newly added link. However this may not result in an optimal 
solution because some links may cause an increase in weight of the tree killing the whole 
purpose of mapping paths onto the tree. An optimal solution is described in Fig.3. 

 

1) Delete the link which contributes more weight to the tree.  
a) For the loop { 

i) Determine the links which formed the loop. 
ii) For each link check { 

(1) If this link is removed, do other links in the loop have enough capacity to 
handle the excess traffic? Then this link is a candidate, otherwise this link 
cannot be removed. 

} 
iii) Once we get a list of candidate links for removal, remove the link which 

contributes the highest weight to the tree. In other words, after breaking each link 
in the loop we will get a different tree. Now keep the tree with the lowest weight. 

} 
FIGURE 3: Algorithm for breaking loops. 

Update weights on the graph: Once all the paths mapped on to the tree, the C-VLAN gets the 
final tree. Next step is to update weights on the links of the graph based on the traffic through the 
links of the tree. Now the capacity of each link in the graph will change to, 

Cij = Cij – Tij 
Where, Cij is the capacity of link (i, j) in the graph and Tij is the traffic of link (i, j) in the tree. This 
update will occur only for the links shared between the tree and graph. Once the capacity is 
updated, we need to recalculate the weight on each link in the graph using the weight formula 
defined in subsection 5.1. 
 
This algorithm completes with optimal multiple spanning trees for C-VLANs. Now the spanning 
tree assigned to each C-VLAN can be further tuned by blocking ports which are leading to access 
points that are not used by this C-VLAN.  This avoids traffic leakage and thus prevents 
unnecessary wastage of resources. 

6. PERFORMANCE ANALYSIS 
Performance evaluation of this algorithm is based on complexity analysis and simulation studies. 
This section describes results of our experiments. 
 
6.1 Complexity Analysis 
Since Dijkstra’s algorithm is used in OMST, the complexity analysis is basically based on the 
complexity of Dijkstra. The complexity of sorting C-VLANs is simply the complexity of sorting 
algorithm we use, which is O(n logn) for n C-VLANs. The part which generates the initial 
spanning tree, the parent tree, is the first complex operation on the graph.  The source based 
spanning tree algorithm on graph with V vertices and E edge has complexity O(E + V log V) using 
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the Fibonacci heap.  Calculating aggregate weight of the spanning tree is simple and involves a 
smaller part of the graph and hence does not contribute much to the complexity.  
 
Finding shortest paths between access points of a C-VLAN in the original graph is the next 
complex part of the algorithm.  Since mapping of paths onto a spanning tree is done one link at a 
time, this process is less complex compared to finding shortest paths.  Shortest paths from one 
node to all other nodes in the graph can be derived using Dijkstra’s method.  This algorithm has 
the same complexity as the spanning tree construction method, which is O(E + V log V) using 
Fibonacci heap. Though we need only paths between access points, the algorithm may end up 
finding shortest paths to all nodes in the graph.  Since we need to find the shortest path from 
each access point to all other access points, the total running time is O((A-1)(E + V log V)) , 
which is O(A(E + V log V)). The number of access points used by the client is represented using 
the variable A. So the overall complexity of this algorithm to generate a spanning tree can be 
represented using O(A (E + V log V)). 
 
6.2 Experimental Results 
Inputs to the simulation are the network topology in matrix format and traffic demands for each C-
VLAN.  Network topologies and traffic demands are randomly generated based on probability 
functions.  For every topology we used, the bandwidth of links was set to 100 Mbps.  Propagation 
delay is randomly selected between 0.2 and 1.0 milliseconds.  Output of the simulation is in the 
form of spanning trees.  Then we analyze the performance of these trees with trees constructed 
using Dijkstra’s method.  
 
Fig. 4 shows the performance of a 22 node network.  Two parameters are selected to show the 
performance, aggregated weight (Ag_W) of spanning tree and average weighted length (Av_WL) 
of paths within the tree.  To calculate average weighted length, we first find the weighted length of 
all paths between AP pairs for this particular C-VLAN.  The average of these values gives us the 
final average weighted length.  This parameter gives us a clear idea about the delay involved and 
broadcast domain size.  These parameters are compared with spanning trees generated using 
simple tree construction methods.  The resulting network has 13 access points and a 
performance matrix is collected for 5 C-VLANs.  Fig. 5 shows the performance matrix for different 
networks. Parameters are selected as the average for each network type. 

 
Fig. 6 shows the traffic distribution on a heavily connected 12 node (40 links) network with 100 
Mbps bandwidth based on the following approaches: 

 
1. Single spanning tree for connecting all the nodes in the network.  This spanning tree will 

be used by all C-VLANs in the network. 
2. MSTs for C-VLANs.  However the link capacities are not updated after constructing trees, 

resulting in almost similar trees. 
3. MSTs are constructed and link capacities are updated after building a tree for the C-VLAN.  

This is very much similar to our approach, except that finding shortest paths and mapping 
onto the tree is not applied.  Even though we haven’t seen this kind of an approach in any 
literature for Metro Ethernet, we used this to prove the efficiency of our technique.  

4. The optimal multiple spanning tree approach. 
 

From the graph it is clear that algorithm 1 and 2 caused some links to overload and used less 
than 30% of links.  Even though we used multiple spanning trees in the second approach, the 
result is close to the single spanning tree.  Since traffic is not reflected in the graph after building 
spanning trees, choosing different root nodes for each C-VLAN will not make much difference to 
the structure of spanning trees.  However, the third technique and our approach are very much 
similar.  In our algorithm the maximum traffic on a link was less than 50% of link capacity, and 
less than 10% of links with no traffic.  In the third technique (MST with traffic updates) 25% of 
links were not used and up to 80% capacity of some links was used. In conclusion our approach 



Padmaraj M. V. Nair, Suku V. S. Nair, F. Marco Marchetti, Maher Ali & Girish Chiruvolu 

International Journal of Computer Networks (IJCN), Volume (2): Issue (2) 110  

can indeed increase the performance of spanning trees and keep traffic distributed efficiently in a 
metro domain. 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 4: Performance of a 22 node network. 
 

  # of 
nodes 

# of 
access 
points 

# of  C-
VLANs Ag_W Av_WL 

10 6 4 24.5 21.5 
15 10 6 32.8 27.2 
20 12 8 30.3 24.4 
25 14 10 32.1 26.9 
30 17 13 34.4 27.9 

 
FIGURE 5: Performance matrix for 5 different networks. 
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FIGURE 6: Traffic distribution in a 40 link network. 

 
 
 

% of decrease in C-VLANs Ag_W Av_WL 
1 32 20 
2 46 39 
3 32 29 
4 39 32 
5 38 39 
Average 37.4 31.8 
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7. FUTURE DIRECTIONS 
In this section we introduce a new traffic demand specification model that will be used in the 
future to evaluate the method presented in the previous section and other traffic engineering 
models for Metro Ethernet.  

7.1   The Augmented Hose Model 

This new model for traffic specification in Metro Ethernet is based on the observation that the 
customer sites for some of C-VLANs are usually clustered into components. As a result, the traffic 
can be classified as inter and/or intra-component traffic. The cases where the distribution of traffic 
is dominated by intra-component traffic are of interest for further optimization.  In the case that 
there is no inter-component traffic, these components can be implemented as separate C-VLANs. 
However, if there is a percentage of the traffic that is to be delivered in the native technology 
(e.g., Ethernet) between these components, the hose model suffers from over-provisioning the 
bandwidth for the C-VLAN. Augmented hose model uses measurements obtained from the 
customer to greatly enhance bandwidth utilization in the provider network.  
 
Consider for example the following hose model specification for the network in Fig. 7.Consider 
the bandwidth reservation for directed link (1, 2). Using the hose model, the bandwidth reserved 
is minimum value of: 1) the aggregate ingress bandwidth from A, B, and C, and 2) the aggregate 
egress bandwidth for D, E, and F. This value is computed to be min (222, 211) = 211.  

Suppose now that measurements at customer points A, B, and C indicate that: 
 At site A 85% of traffic goes to {B, C} 
 At site B 80% of traffic goes to {A, C} 
 At site C 65% of traffic goes to {A, B} 

 
FIGURE 7: Sample network illustrating the benefits of hose augmentation. 

 
This information can be communicated to the provider at the time of provisioning bandwidth for 
the C-VLAN in order to reduce the bandwidth reservation. For the directed link (1, 2), the 
bandwidth reserved is now equal to (1-.85)*75+ (1-.8)* 73 + (1-.65)*74 = 51.75.  
 
Consider Fig. 8, where we show a C-VLAN A =  {0, 1, 2, 3, 4, 5, 15, 16, 17, 18, 19, 20}. The C-
VLAN is partitioned into two components: North and South. 
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FIGURE 8: Network with a C-VALN composed of two components. 

 
Fig. 9 shows the benefits of hose augmentation as a function of the inter-component traffic and 
using one ST. We notice that as the traffic increases between these components, the bandwidth 
savings using hose augmentation decreases. As expected, when the inter-component traffic 
reaches 50% of the traffic, the augmented hose model performance approaches to that of a 
regular hose model. However, under our assumption of non-zero inter-component traffic, we 
observe gains of about 25% in the case of 20% inter-component traffic. As Fig. 10 shows, these 
savings even increase when the number of STs is increased. The figure shows for example, that 
we have 36% savings in bandwidth in the case of 20% inter-component traffic and using 21STs. 
 
The multiple spanning tree construction algorithm presented in section 5 will be analyzed in the 
future using this new traffic specification model. Further, in our subsequent papers we will study 
the performance of Augmented Hose and use this method for analysis of other traffic engineering 
methods. 
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FIGURE 9: Enhancements to Bandwidth using 1 tree. 

Fig. 9.  

 
   FIGURE 10: Enhancements to Bandwidth using 21 trees 

8. CONCLUSIONS 
Construction of spanning trees using well-known schemes such as Dijkstra’s algorithm do not 
specifically address issues such as load sharing, efficient utilization of resources, QoS and 
reliability. For example, using Dijkstra’s method could result in trees sharing a common pool of 
links. These links could get overloaded at the same time leaving some links idle. When 
considering a network topology such as Metro Ethernet, QoS is an important factor which 
depends on customers, their traffic demand and how well the given traffic can be distributed. In 
the paper we developed an iterative approach which uses traffic demand and dynamic link weight 
characteristics to fine tune the initial spanning tree to ensure that the resulting tree would satisfy 
the demand requirements and offer the best possible performance. Through a number of 
simulation experiments, we concluded that this approach can indeed increase the performance of 
spanning trees and keep traffic distributed efficiently in a metro domain. Further, we introduced a 
new traffic specification model, augmented hose, which uses measurements obtained from the 
customer to properly utilize bandwidth in the provider network. Through experimental studies we 
observed that this method performs better than hose model when inter-component traffic is below 
50% of the traffic. In the future we will use this model to study performance of traffic engineering 
methods including the algorithm we suggested in this paper. 
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Abstract 

 
The future Internet will require the transport of a wide range of services including high 
bandwidth one-to-many applications, with a dynamic interconnection of devices. WDM 
layer support realizes such services in a transparent, reliable and efficient way. Most of the 
recent studies have been focused on efficiently building and configuring light-paths for 
unicast or light-trees for multicast in isolation, and do not take existing traffic demands and 
configuration into consideration. In this paper we consider a dynamic design problem  of 
integrated traffic in a realistic WDM mesh network. In such a network, new traffic demands 
of either multicast and/or unicast are supported dynamically in the presence of an existing 
mixture of traffic.  The amount of bandwidth per wavelength is abundant, while the 
wavelengths and light splitting capabilities on WDM switches are limited. Using 
subwavelength sharing among traffic demands of unicast and multicast, we build a hybrid 
virtual topology that exploits both existing light-trees and light-paths. By optimizing WDM 
resources in addition to resource sharing with existing unicast and multicast demands, we 
truly maximize the WDM layer capability and efficiently support more traffic demands. We 
validate the efficiency of our approach with extensive simulations on various network 
topologies. 
 
Keywords: WDM Networks, Dynamic Topology Design, Unicast, Multicast. 
 

                                                 
1 An earlier version of this work has appeared in the Proceedings of International Conference on Computer Communications and 
Networks (ICCCN)’08. 
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1. INTRODUCTION 
  As the Internet traffic continues to grow exponentially and Wavelength Division Multiplexing 
(WDM) technology matures, the WDM network, with tera-bits per second bandwidth links, becomes 
a dominant backbone for IP networks. Continuously emerging bandwidth-intensive applications in 
current and future Internet, however, present the need of efficient and scalable  support in an 
underlying network. Particularly, it is increasingly important for the WDM layer to facilitate, in an 
efficient and scalable manner, high bandwidth one-to-many applications such as web cache 
updating, transfer of software upgrade, transfer of video, audio, and text data of a live lecture to a 
group of distributed participants, whiteboard and teleconferencing [1], [2]. 
 
In-network replication or branching of multicast traffic may be done in either an optical WDM 
domain or an electronic IP domain. In IP over WDM networks, mere IP layer multicasting is not 
efficient enough without the support of the WDM layer. Enabling multicasting at the WDM layer has 
clear advantages. First, with the available optical layer resources (e.g. light splitters, wavelength 
converters and wavelengths) we can utilize a more efficient in-network replication via an optical 
layer multicast tree than an IP layer multicast tree created without understanding of underlaying 
physical network.  With the inherent light splitting capability of optical switches, it is more efficient to 
do light splitting than copying IP datagrams in an electronic domain.  IP multicasting creates copies 
of data packets at intermediate routers from an optical into an electronic domain and then converts 
them into an optical signal, called O/E/O conversion. On the intermediate non-member nodes, this 
process introduces extra-delays and consumes IP resources unnecessarily. Second, performing 
multicast in optics is desirable and secure, as it provides consistent support of format and bit-rate 
transparencies across both unicast and multicast transmissions without requiring the data format to 
be known to the upper layer. 
 
 With no WDM layer multicast support, IP multicast sessions can be realized by having an IP router 
on a multicast tree make copies of a data packet in an electronic domain and transmit another copy 
to the downstream routers. However, this requires O/E/O conversion of every data packet at 
intermediate routers on the tree incurs extra-latency and requires the data format to be known to 
the upper layer. When IP multicast is supported via light-paths (i.e., WDM multiple unicasts), it 
avoids the delay of O/E/O conversion at intermediate nodes. However, this scheme is not scalable 
with a large number of multicast members and number of groups in the network. An ideal approach 
to supporting multicasting at the WDM layer is to create multicast trees in the optical layer directly. 
This can be achieved by light-tree [3], which uses optical light splitting at intermediate nodes as 
needed in order to replicate an optical signal to multiple downstream paths. It minimizes the use of 
wavelengths and bandwidth as well as O/E/O conversion. The minimal use of physical resources 
enables us to support larger sessions as compared to other approaches. 
 
In supporting large multicast groups and members, however, the WDM layer multicast using 
wavelengths only may not be feasible, especially due to the limited number of wavelengths. Based 
on the observation that a high bandwidth capacity per wavelength is abundant enough to be shared 
by multiple traffic demands, [4] exploited existing unicast light-path to build light-trees for the WDM 
layer multicast with the subwavelength sharing approach. However it assumed that there was no 
multicast session set up initially and only existing unicast light-paths and available physical 
wavelength were considered to build light-trees. 
 
In this work, we extend the idea of subwavelength sharing to existing multicast demands. We 
provide a more flexible and practical framework where existing light-trees could be shared as well. 
A technical challenge in subwavelength sharing of light-trees is that a light-tree is designed for a 
specific group and a wavelength is not desirable to be shared by different groups with different set 
of members. It is because the sharing of a light-tree for other multicast groups will cause all the 
destinations on the tree to receive data packets sent on the tree unnecessarily. We minimize the 
excess traffic due to light-tree sharing while optimizing all the resources. We bound the degree of 
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sharing in order to meet the QoS of existing traffic. Our solution is aimed for a dynamic environment 
where new traffic demands need to be satisfied without disturbing the service of existing traffic. Our 
main contribution is that when new traffic demands, either unicast or/and multicast, arrive, they can 
be supported incrementally, taking available resources and existing traffic demands into 
consideration. If desirable or physical resources are lacking, we allow the use of existing light-paths 
or light-trees in conjunction with a possibly new (partial) light-tree. A challenging issue when light-
trees are shared, is to minimize excess traffic incurred by the different multicast demand from the 
existing tree(s). In order to address that, we formulate an optimization problem that includes the 
overhead of excess traffic. We find that this hybrid (light-trees and light-paths) virtual topology 
design enables us to establish multicast trees when it would otherwise be impossible. Thus, more 
traffic demands are supported under practical network condition of limited wavelength constraints. 
Furthermore, our solution maximally utilizes the available resources of existing light-paths whose 
traffic demand does not reach full wavelength capacity, but has bounded a degree of sharing for 
QoS of existing traffic. 
 
The idea of using existing multicast light-trees and/or unicast light-paths gives enormous flexibility 
in terms of a dynamically integrated future Internet traffic environment, compared to a pure light-
tree approach. By optimizing the WDM layer multicast as well as resource sharing with existing 
mixture of unicast and multicast demands, we truly maximize the WDM layer capability under a 
practical environment. 
 
The remainder of this paper is organized as follows. In Section 2 we provide the background of our 
study. We summarize related works in Section 3. In Section 4, we formally state the problem and 
discuss our approach. The evaluation and validation of our scheme is presented in Section 5. We 
conclude the paper in Section 6. 
 
 

2. Background 
In Wavelength Division Multiplexing (WDM) networks, each directional fiber optical link is 
partitioned into multiple data channels, each of which operates on a separate wavelength, 
permitting high bandwidths. Routers or switches are connected via semi-permanent optical pipes 
called ’light-paths’ that may extend over several physical channels via wavelength routing. At 
intermediate nodes, incoming channels belonging to in-transit light-paths are transparently coupled 
to outgoing channels through a passive wavelength router, avoiding the unnecessary IP layer 
interruption with O/E/O conversion. Meanwhile, at a node terminating light-path, the incoming signal 
from the channel is converted to the electronic domain so that packets can be extracted and 
processed and may be retransmitted on an outgoing light-path(s) after electronic IP routing. The 
concept of a light-tree can be extended using optical light splitters, in order to replicate an optical 
signal to multiple downstream paths. The light-paths and/or light-trees establish a virtual topology 
on top of a physical topology made of optical fibers and switches/routers. A virtual topology 
configuration is constrained by a number of physical resource limitations: 1) The establishment of 
each light-path requires the reservation of WDM channel on the physical links along the paths and 
the number of available the WDM channels are limited on a link. 2) The number of transmitters and 
receivers at each node limits the number of light-path initiating and terminating on the node. 3) The 
maximum length of a light-path without signal regeneration may be limited by the signal attenuation 
along the light-path. Therefore, optimizing the use of WDM network resources is a crucial task in 
order to process traffic demand efficiently. 
 
The concept of wavelength sharing has been proposed before in the context of unicast or multicast 
individually. The work in [4] was the first that proposed the sub-wavelength resource sharing among 
unicast and multicast traffic demands and provided a general solution under practical constraints. 
Traffic grooming concerns grouping of small flows into a single wavelength, that can be processed 
and routed as one entity. Our work addresses the issue of sub-wavelength sharing with or without 
traffic grooming. The future Internet will involve interconnections of large number of devices that are 
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aggregated at access networks. High bandwidth WDM mesh networks at the backbone can be 
better utilized with sub-wavelength sharing in the wavelength assignment and routing. Sub-
wavelength sharing can be used in various network business models. Different network business 
models can be considered as below [5]: 

• Model A: An ISP that owns the network from the ”ground up” (i.e., to the duct) and only 
delivers IP-based services. 

• Model B: The business owns the layer-one infrastructure and sells services to customers 
who may themselves resell to others. It serves as the carriers’ carrier and offers wholesale 
services to ISPs 

• Model C: An ISP that leases fiber or transport capacity from a third part, and only delivers 
IP-based services. 

• Model D: The business is a bandwidth broker. It provides ”match-making” by enabling a 
variety of ISPs (model 3) to lease bandwidth from a variety of network operators (model 2). 

Models B and C are complementary whereas both are integrated in case of model A. Our work can 
be considered as the issues of model A, B or D. 
 

3. Related work 
In recent years, many studies have been conducted in regards to the problem of designing virtual 
(or logical) topology for WDM networks. The problem of multicasting for IP over WDM networks can 
be decomposed into two subproblems, namely multicast-tree design, and routing and wavelength 
assignment (RWA) for the designed multicast-tree. As to the problem of multicast-tree design, two 
classes of approaches have been taken; namely, optimization and heuristics. 
 
The multicast-tree design problem has been modeled often as a linear optimization problem to 
minimize the O/E/O conversions, as it is the main bottleneck in utilizing the true potential of optical 
networks. Other objectives, such as minimizing the average hop count or average number of 
transceivers used in the network [3] and the total link weight of the light tree [6] have also been 
used. In [7], the problem of optimal virtual topology design for multicast traffic is studied using light-
paths. The authors aim to minimize the maximum traffic flowing on any light-path in the network 
while designing the logical topology for the multicast traffic. In the same work, the authors have 
presented several heuristics for topology design such as Tabu search, simulated annealing. Linear 
optimization techniques have been also used for the unicast single shortest virtual topology design 
[8], RWA [9], [10], restoration and reconfiguration [11], [12], [13] problems in WDM networks. 
Several heuristics have been proposed to design the multicast tree in WDM networks. Although a 
minimum Steiner tree [14] (which is obtained by solving Integer Linear Programming ILP) is more 
desirable, finding one for an arbitrary network topology is an NP-complete problem [15], thus 
heuristics are often used to obtain a near-minimum cost multicast tree. Authors in [16] have 
presented four heuristic algorithms: namely, Re-route-to-Source & Re-route-to-Any, Member-First, 
and Member-Only, for designing a multicast forest for a given multicast group. The minimum 
spanning tree (MST) heuristic or the shortest-path tree (SPT) heuristic [14] are also commonly used 
for designing the multicast tree. Authors in [17] have also presented two such algorithms, Breadth 
First Search (BFS) and a dynamic and incremental tree construction algorithm. Given an existing 
multicast tree with a large number of members, new member nodes perform an operation of 
join/graft similar to CBT [18] and DVMRP [19]. Once a multicast tree is designed, it can be 
implemented with either wavelength-routing [20], [3] or Optical Burst/Label Switching (OBS/OLS) 
[21], [22]. In the former case, multicast data will be switched to one or more outgoing wavelengths 
according to the incoming wavelength that carries it. That is a wavelength needs to be reserved on 
each branch of a multicast tree. In IP over WDM multicast using label switching, multicast label 
switched paths are set up first. Afterwards, only the optical labels carried by the bursts need O/E 
conversions for electronic processing, whereas the burst payload always remains in the optical 
domain at intermediate nodes. The major disadvantage of the wavelength routing approach is that it 
may not utilize the bandwidth efficiently in case traffic demand is not up to wavelength capacity. It 
also has large setup latency and it is not efficient under bursty traffic conditions. Meanwhile, with 
OBS/OLS, a burst dropping (loss) probability may be potentially significant in a highly loaded OBS 
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network which can lead to heavy overheads such as a large number of duplicate retransmissions in 
IP layer. In addition, it may take a longer time for an end host to detect and then recover from burst 
dropping (loss) [23]. In [24], the authors introduced a light-hierarchy graph renewal and distance 
priority light-tree algorithm (GRDP-LT), which was proposed to improve the light-trees quality for 
any multicast under light splitting constraints. In a light-hierarchy, cycles are allowed, which is 
different from the light-tree where no cycle exists in the structure. 
 
In a closely related work [4], a hybrid multicast topology was first designed given only light-paths 
and physical links. The work is to support better utilize the bandwidths of wavelengths for new 
multicast traffic; assuming only unicast traffic was supported initially. In this work, we extend the 
concept of sub-wavelength sharing to existing light-trees as well, in addition to light-paths, and build 
a hybrid virtual topology which exploits both light-trees and light-paths. We optimize WDM 
resources for new traffic while keeping the a priori configurations for the existing traffic, so that their 
performances are not disturbed. 
 

4. Problem formulation 
In this section, we formally state the problem of designing hybrid virtual topology for given set of 
multicast demands using available physical, light-path, and light-tree topologies. The network 
channel resources are the available wavelengths on the physical links, the available degree of 
sharing of light-paths, vC  and the available degree of sharing of light-trees, tC  for other traffic 
demands. The number of available wavelengths is bounded by the physical resources, and the 
degrees of sharing of light-paths and light-trees are bounded for the QoS of existing traffic. Next, 
we formulate our objective function and discuss the constraints required for the design problem. 
 
4.1 Objective function 

                                                

 𝑚𝑖𝑛����𝑤𝑚,𝑛𝑀𝑠,𝑚,𝑛 + 𝛼𝑚,𝑛𝑌𝑠,𝑚,𝑛 + �𝛽𝑖𝑇𝑠,𝑖,𝑚,𝑛
𝑖

�
𝑛𝑚𝑠

      (1)  

The objective is to minimize the cost of the selected hybrid topology components, namely physical 
wavelengths (M), light-paths (Y) and light-trees (T). In the objective function, m and n indicate a 
source and a destination of the corresponding link, respectively, and s indicates the corresponding 
multicast session. The cost components, M, Y, and T are binary variables and are weighted by 
parameters of w , α, and β. New unicast traffic demand can be considered a special type of 
multicast where it has only one destination. Thus our objective function adds all the cost of physical 
links, light-paths, and light-trees for each link and each session, for satisfying either unicast or 
multicast traffic demands. The weights can be assigned depending on the deployment or 
operational costs. For example, in our evaluations later, we have used the weights of the physical 
links to reflect the preference to a path with minimum hops. That is, all physical links have the same 
weights. The weight of a light-path is set to the sum of weights of physical links that were used to 
design the light-path. Then the weight of a light-tree is the sum of physical links building the tree. 
The objective function with those weights indirectly minimizes the number of non-destination 
intermediate nodes between different physical links and light-paths. It also selects light-trees that 
have a minimum number of fortuitous nodes [25], where a node in a light-tree is a fortuitous 
destination if it is not a member in that session but receives an excess copy of multicast session 
packets [26] due to the configuration. Our formulation minimizes the unnecessary excess traffic to 
fortuitous nodes, since the cost of a light-tree includes the cost of all individual links. 
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Data Input Definition 
adjacent

nmp ,  Boolean matrix. Represents the adjacency of the physical topology. 

 Boolean matrix. Represents the adjacency of the existing virtual light-path topology. 

 Boolean matrix. Represents the adjacency of the existing virtual light-tree topology i. 

ssource  A source node number for the new multicast session s. 

mssession ,  Boolean value. Represents if node member m belongs to the multicast session s. 

 Cost of using a physical link m, n. 

nm,α  Cost of using an existing light-path m, n. 

iβ  Cost of using a existing light-tree for multicast session i. 

pavailable
nmC ,  The number of available wavelengths on the physical link between node m and n. 

vC  Degree of sharing on an existing light-path. 

tC  Degree of sharing on an existing light-tree. 

 
Decision 
variable Definition 

msmember ,  

 

Boolean value. msmember , =1 if node m is a session member or an existing light-tree member, 

for new session s. 

nmsM ,,  
Boolean value. nmsM ,, = 1 if the physical link m, n is used for the multicast session s. 

nmsY ,,  Boolean value. nmsY ,, = 1 if the light-path m, n is used for the multicast session s. 

nmisT ,,,  Boolean value. nmisT ,,, = 1 if the physical link m, n in an existing light-tree i is used for the new 

multicast session s. 

is,γ  Boolean value. is,γ = 1 if an existing light-tree i is selected to satisfy a new multicast session s. 

nmsf ,,  Flow accommodations (∑
m

msmember , ) from the source node of session s over different 

physical links m, n. 

nmsy ,,  Flow accommodations (∑
m

msmember , ) from the source node of session s over different light-

paths m, n. 

nmist ,,,  Flow accommodations (∑
m

msmember , ) over light-tree i to satisfy the multicast demand s. 

 
TABLE 1: Data input and decision variable definitions 

 
4.2 Constraints 
We discuss a number of constraints to create hybrid topologies in this subsection. We carefully set 
the constraints so that the number of variables and equations necessary to be minimized, and be 
solved for a relatively large networks. The constraints can be of three major types, namely, 
constraints for light-tree design, flow conservation, and resource bounds. Data input and decision 
variables are defined in Table 1. 
 

1) Constraints for light-tree generation: 
  

The following set of equations are to choose light-tree(s) i to satisfy a multicast session s. They 
ensure that the variable nmisT ,,,  will maintain the topology of the selected light-tree with the 

adjacent
nmV ,

nmitree ,,

nmw ,
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necessary nodes. These equations will also ensure that routing of any traffic flowing on the light-
tree i, nmisT ,,, , is feasible. 

 𝑇𝑠,𝑖,𝑚,𝑛 ≤ 𝑡𝑟𝑒𝑒𝑖,𝑚,𝑛    ∀ 𝑠, 𝑖,𝑚,𝑛      (2)  

 ��𝑇𝑠,𝑖,𝑚,𝑛 = ��𝜈𝑠,𝑖𝑡𝑟𝑒𝑒𝑖,𝑚,𝑛   ∀ 𝑠, 𝑖  
𝑛𝑚

 
𝑛𝑚

 (3)  

 𝑇𝑠,𝑖,𝑚,𝑛 + 𝑇𝑠,𝑖,𝑘,𝑛 ≤ 1    ∀ 𝑠, 𝑖,𝑚,𝑛, 𝑘, 𝑘 ≠ 𝑚     (4)  

 𝑇𝑠,𝑖,𝑚,𝑛 + 𝑇𝑠,𝑖,𝑘,𝑛 + 𝑀𝑠,𝑚,𝑛 + 𝑀𝑠,𝑛,𝑚 + 𝑌𝑠,𝑚,𝑛 + 𝑌𝑠,𝑛,𝑚 ≤ 1    ∀ 𝑠, 𝑖,𝑚,𝑛    (5)  

 ���𝑇𝑠,𝑖,𝑚,𝑛 + 𝑇𝑠,𝑖,𝑛,𝑚�
𝑛𝑖

+ 𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠,𝑚 ≤ 𝑚𝑒𝑚𝑏𝑒𝑟𝑠,𝑚𝐶   ∀ 𝑚, 𝑠    (6)  

 
Eq. (2) is to ensure that if a link m, n is part of the selected existing light-tree i to satisfy the new 
multicast demand s, all links in the existing tree should be part of the new multicast tree. Eq. (3) 
with Eq. (2) guarantees that the variable nmisT ,,, will include all the links of the selected light-tree i to 
support the multicast session s. Eq. (4) is to avoid the situation that a node in the light-tree i 
receives more than a packet for the same multicast session s. Eq. (5) ensures that different 
resources (channels) cannot be used more than one time for the same session s on the same link 
m, n (or light-path m, n). It also eliminates the case where the traffic flows on the same link m, n in 
different directions (m, n and n,m) for the same session s. Eq. (6) enables that the members of the 
new light-tree to include the destinations of used existing light-trees as well as the original 
destinations of multicast session s. C is a big positive number. 
 

2) Constraints for light-tree generation:  

 ��𝑦𝑠,𝑠𝑜𝑢𝑟𝑐𝑒𝑠,𝑛 + 𝑓𝑠,𝑠𝑜𝑢𝑟𝑐𝑒𝑠,𝑛 + �𝑡𝑠,𝑖,𝑠𝑜𝑢𝑟𝑐𝑒𝑠 ,𝑛
𝑖

�
𝑛

≤�𝑚𝑒𝑚𝑏𝑒𝑟𝑠,𝑘
𝑘

− 1   ∀ 𝑠 𝑛 ≠ 𝑠𝑜𝑢𝑟𝑐𝑒𝑠   (7)  

 ��𝑦𝑠,𝑚,𝑛 − 𝑦𝑠,𝑛,𝑚 + 𝑓𝑠,𝑚,𝑛 − 𝑓𝑠,𝑛,𝑚 + ��𝑡𝑠,𝑚,𝑛 − 𝑡𝑠,𝑛,𝑚�
𝑖

�
𝑛

≤ 𝑚𝑒𝑚𝑏𝑒𝑟𝑠,𝑛∀ 𝑠 𝑛 ≠ 𝑠𝑜𝑢𝑟𝑐𝑒𝑠 (8)  

 𝑦𝑠,𝑚,𝑠𝑜𝑢𝑟𝑐𝑒𝑠 + 𝑀𝑠,𝑚,𝑠𝑜𝑢𝑟𝑐𝑒𝑠 + 𝑇𝑠,𝑖,𝑚,𝑠𝑜𝑢𝑟𝑐𝑒𝑠 = 0  ∀ 𝑠, 𝑖,𝑚 (9)  

 𝑡𝑠,𝑖,𝑚,𝑠𝑜𝑢𝑟𝑐𝑒𝑠 = 0  ∀ 𝑠, 𝑖,𝑚 (10)  

First, Eq. (7) makes sure that the source node of each session ssource  sends the traffic demand 
to all the destinations using the virtual and physical links and the light-trees attached with the 
source node. The destinations are the multicast session s members, intermediate nodes and the 
light-tree members if an existing light-tree is selected to satisfy the demand for the session s. Eq. 
(8) represents the flow balance equation. Eq. (9) ensures that the source node of session s will not 
receive a multicast packet from the same session. The source node has no traffic demand for each 
multicast session for the light-tree flow as shown in Eq. (10). 
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3) Constraints for resource bounds:  
 

 𝑓𝑠,𝑚,𝑛 ≤ 𝑀𝑠,𝑚,𝑛 𝐶  ∀ 𝑠,𝑚,𝑛 (11)  

 �𝑀𝑠,𝑚,𝑛
𝑠

≤  𝐶𝑚,𝑛
𝑝𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒   ∀ 𝑚,𝑛 (12)  

 𝑦𝑠,𝑚,𝑛 ≤ 𝑌𝑠,𝑚,𝑛 𝐶  ∀ 𝑠,𝑚,𝑛 (13)  

 �𝑌𝑠,𝑚,𝑛
𝑠

≤  𝐶𝜈   ∀ 𝑚,𝑛 (14)  

 𝑡𝑠,𝑖,𝑚,𝑛 ≤  𝑇𝑠,𝑖,𝑚,𝑛 𝐶   ∀ 𝑠, 𝑖,𝑚,𝑛 (15)  

 𝑡𝑠,𝑖,𝑚,𝑛 ≥  𝑇𝑠,𝑖,𝑚,𝑛    ∀ 𝑠, 𝑖,𝑚,𝑛 (16)  

 �𝜈𝑠,𝑖
𝑠

≤  𝐶𝑡   ∀ 𝑖 (17)  

 𝑀𝑠,𝑚,𝑛 ≤  𝑃𝑚,𝑛
𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡  ∀ 𝑠,𝑚,𝑛 (18)  

 𝑌𝑠,𝑚,𝑛 ≤  𝑉𝑚,𝑛
𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡  ∀ 𝑠,𝑚,𝑛 (19)  

 ��𝑌𝑠,𝑚,𝑛 + 𝑀𝑠,𝑚,𝑛�
𝑠

≤  𝑚𝑒𝑚𝑏𝑒𝑟𝑠,𝑚𝐶  ∀ 𝑠,𝑚 (20)  

 
We assume that the maximum number of physical wavelengths of an optical link is C. We also 
assume the degree of sharing of a light-path, and the degree of sharing of a light-tree are limited by 

vC and tC , respectively, in order to ensure the quality of service of traffic performance.           
 
In Eq. (11), the physical link nmsM ,,  is used to support the multicast session s, multicast traffic can 
be sent over it. Eq. (12) constrains the number of multicast sessions to number of available 
channels on the physical link m, n. Eq. (13) is similar to Eq. (11) but used for light-paths. The 
number of multicast sessions that can use light-path m, n is constrained according to the degree of 
sharing vC  in Eq. (14). Eqs. (15) and (16) force the traffic to flow on the links m, n of the selected 
light-tree i and to be in the proper direction. Eq. (17) constrains number of multicast sessions that 
can use light-tree i to tC  where tC  is the degree of sharing the light-tree. Eqs. (18) and (19) 
constrain the selection of a physical link and a light-path between the existing ones. Eq. (20) 
guarantees that all the intermediate nodes of the selected physical links and light-paths are 
included in msmember , . 
 
In summary, the above constraints of light-tree generation, flow-conservation and resource bounds 
enable us to use light-trees and light-paths within the resources available and to meet the given 
multicast demands. Note that the composite objective function of physical and hybrid virtual 
topology resources given in Eq. (1) provides a generic abstraction for capturing a wide variety of 
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resource and performance optimization such as wavelength, hop count and delays, by controlling 
the weights of the objective. 

 

 
FIGURE 1: A simple network topology (7-node). 

 

 
 

FIGURE 2: Designed hybrid topologies for new unicast and multicast demands (7-node network). (Thick black 
line: physical link, dashed line: existing light-path, and black line: existing light-tree). 

 

5. Simulation results 
Extensive simulations have been conducted to investigate the validity, feasibility and efficiency of 
our solution. First, we use a simple network topology to explain our solution in detail and validate it. 
We then apply our solution to a larger network to evaluate the feasibility and efficiency in a real 
scale network. A simple network topology with 7-nodes is illustrated in Figure 1. Figure 1(a) shows 
the physical and virtual light-path topologies of the network, and Figure 1(b) depicts the virtual 
topologies of existing light-trees prior to the arrival of new traffic demands. Each physical link 
carries a limited number of wavelengths. We assume that the number of available wavelengths on 
each physical link is pC = 5. First, in order to validate our solution, we suppose the integrated 
demands of six new multicast sessions and two new unicast demands have been requested. The 
multicast sessions are 1S ={1, 2, 3, 4, 6, 7}, 2S ={1, 2, 3, 4, 6, 7}, 3S ={1, 2, 3, 4, 7}, 4S ={2, 3, 4, 6, 
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7}, 5S ={1, 3, 4, 6, 7} and 6S ={3, 4, 5, 6} with source nodes {4, 6, 1, 7, 1, 5}, respectively. Note that 

1S  and 2S  have the same set of destinations but different source nodes. Two new unicast traffic 

demands are requested additionally, and they are 1U ={1, 5} and 2U ={1, 2} with source nodes {1, 
2} respectively. 
Figure 2 shows the created hybrid optical topologies with the given new traffic demands, using our 
ILP formulation. The parameters used are w  = 1, β = 0.01, vC = 2, tC = 2, and the value of α is 
proportional to the number of used physical links to implement the light-path. Note that for a light-
tree, the value of β corresponds to each individual link in the tree. We used the homogeneous 
weights for concise discussions. However, the weights can vary for each link as discussed in the 
previous section. For example, the weights may be proportional to the actual length of the links, so 
that it would reflect the delays. The values of w , α, and β indicate the relative preference of 
resource components for the new hybrid topology design. Small value of β increases the preference 
of using the light-trees over the light-paths and physical links. In the example scenario, light-trees 
are weighted least, so that they would be preferred. The result shows that they are all indeed the 
minimum cost trees that partially exploit existing light-paths, light-trees as well as physical link 
wavelengths. In Figure 2, which represents session topologies, we can observe that the light-trees 
are first exploited entirely according to the degree of sharing tC . The light-paths and particularly 
physical links are not used extensively due to their high cost coefficients w and α with respect to 
the cost coefficient of the light-tree β. 
 

 
 

FIGURE 3: w vs. the number of links (top) and light-trees (bottom) used (7-node network). 
 
Next, we investigate the impact of optimization cost weights as shown in Figures 3 and 4. Figure 3 
shows the variation of the hybrid topologies when w  is changed, while β is fixed to be 1 and vC = 

tC  = 2. The figure shows that the number of used physical links changes according to the number 
of used light-trees. The number of used light-paths increases when w  becomes more expensive to 
equalize the decrease in number of light-trees and physical links. Similarly, Figure 4 shows the 
variation of the hybrid topologies when β is changed, while w  is constant to be 1 and vC = tC  = 2. 
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As β increases, the preference of using the light-trees decreases and the number of used light-
paths and physical links increases. When a light-tree is no longer used, light-paths and physical 
links are used to overcome the shortage of resources to satisfy the traffic demands. We did not vary 
α, as we set the parameter α to be the sum of physical link weights used for the light-path. 
 

 
 

FIGURE 4: β vs. the number of links (top) and light-trees (bottom) used (7-node network). 
 
 

We now consider a larger network with 14-nodes as illustrated in Figure 5. Figure 5(a) shows the 
physical and existing light-paths, and Figure 5(b) depicts the existing light-tree topologies. The 
physical cost coefficient w is equal to 1, while the light-tree cost coefficient β is set to 0.01. The 
light-path cost coefficient α is proportional to the number of used physical links to implement each 
light-path. Degree of sharing a light-path vC  and a light-tree tC  are set to 2. The new multicast 
demands used to evaluate the formulation are  ={1, 3, 4, 6, 9}, 2S ={5, 7, 8, 10, 13, 14}, 3S ={6, 

7, 11, 12, 13}, 4S ={9, 10, 11, 12, 14}, 5S ={2, 3, 7, 8, 11, 12, 14}, 6S ={1, 2, 13, 14},      7S  ={1, 3 

7, 11}, and 8S ={3, 4, 7, 14}, with source nodes to be {1, 13, 6, 9, 2, 2, 11, 14}, respectively. In 

addition, two unicast demands, 1U ={1, 8} and 2U ={3, 10} are requested with source nodes {1, 10}. 
 

The solution was found successfully for the larger network, and we show the created hybrid 
topologies for the unicast traffic in Figure 6, and for the multicast traffic in Figures 7. We depict the 
topologies for the multicast traffic only for the first five demands, for a concise illustration. Figure 7 
shows the hybrid topology solutions for individual multicast sessions. Multicast session 1 uses the 
existing light-tree 1 in addition to two physical links between nodes 3 and 4, and 6 and 9. The new 
multicast sessions 2 and 3 use the existing light-trees 2 and 4, respectively, in addition to other 
light-paths, to satisfy their multicast session demand. The new multicast session 4 uses light-trees 
3 and 4, and the new multicast session 5 uses a physical link, an existing light-path and the existing 
light-tree 5. 

 

1S
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FIGURE 5: A Larger Network Topology (14-nodes). 
 
 

 
 

FIGURE 6: Designed hybrid topologies for new unicast demands (14-node network). (Thick black 
line: physical link) 

 

 
FIGURE 7: Designed hybrid topologies for new multicast demands (14-node network). (Thick black 

line: physical link, dashed line: existing light-path, and black line: existing light-tree) 
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FIGURE 8: Number of links (top) and light-trees (bottom) vs. w  (14-node network). 

 
 

FIGURE 9: Number of links (top) and light-trees (bottom) vs. β (14-node network) 
 

Figures 8 and 9 illustrate the impact of optimization cost weights for the 14-node network. Figure 8 
shows the variation of the hybrid topologies when β is changed and w  is constant to be 1 where 

vC = tC  = 2. For small value of β, all light-trees are used to create hybrid multicasts in addition to 
some physical links and light-paths. As β increases, more physical links and light-paths are mainly 
utilized to keep the cost of creating the hybrid multicast topologies low. Similarly, Figure 9 shows 
the variation of the hybrid topologies when w is changed and β is fixed to 1 where vC = tC = 2. The 
figure shows that the number of light-paths increases while the number of physical links used is 
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decreasing, because physical links become more expensive to transport the multicast traffic 
demand. In addition, both Figures 3 and 8 show a similar structure of the created hybrid multicast 
topologies. The figures show that there is a value of w at which the light-trees are no longer used to 
create the hybrid topologies. This value depends on the network structure as well as the light-trees 
structure. Similarly, Figures 4 and 9 show similar structure of the created hybrid multicast 
topologies, and the existence of a value for β at which light-trees are not used to create the hybrid 
topologies. 
 
We next evaluate the number of supported multicast sessions while varying the degree of sharing 
of light-paths and light-trees, for this large network. We assumed that vC  and tC  are the same.  
 

 
FIGURE 10: The number of supported multicast sessions vs. degree of sharing of the light-paths and 

the light-trees (14-node network) 
 
Figure 10 shows that the number of supported multicast sessions increases as the degree of 
sharing increases. Results are compared with no hybrid approach that does not use sub-  
wavelength sharing. It also compares with the previous work [4], that was the first work that 
proposed sub-wavelength sharing with existing light-paths but the sharing of multicast trees were 
not allowed. Figure 10 shows that the number of multicast sessions linearly increases as the 
degree of sharing increases. The proposed approach clearly satisfies more multicast demands with 
the sharing of light-trees as well as light-paths.  
 

 
TABLE 2: Effect of sharing the wavelengths 

 
Table 2 compares the small 7-node and large 14-node networks to evaluate the impact of the 
sharing. It shows the percentage of the increase in the number of supported multicast sessions, 
with the degree of sharing. The percentage increase is computed comparing with the case of no 
sub-wavelength sharing. Number of supported sessions increases almost linearly with the degree 
of sharing for both 7-node and 14-node networks, respectively.  

 7-node network 14-node network 
Sharing degree # Multicast % increase # Multicast % increase 

1 22 0 50 0 
2 36 63 66 32 
3 50 127 82 64 
4 61 177 114 128 
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 7-node network 14-node network 

Sharing degree( tC ) # Multicast % increase # Multicast % increase 
1 22 0 50 0 
2 28 27 55 10 
3 31 40 60 20 
4 34 54 65 30 
TABLE 3: Sharing degree ( tC ) vs. number of supported multicast sessions ( vC =1) 

 
 

 7-node network 14-node network 
Sharing degree( vC ) # Multicast % increase # Multicast % increase 

1 22 0 50 0 
2 29 31 61 22 
3 39 77 72 44 
4 49 122 83 66 

  
TABLE 4: Sharing degree ( vC ) vs. number of supported multicast sessions ( tC =1) 

 
Tables 3 and 4 show the effect of degree of sharing light-paths and light-trees for both 7-node and 
14-node networks. The number of supported multicast sessions increases linearly with the degree 
of sharing light-paths and light-trees. The degree of sharing light-paths gives more freedom to 
support more sessions than degree of sharing light-trees. The extensive simulations with small and 
large mesh networks shown in this section illustrate that the proposed solution creates hybrid 
topologies for more traffic demands than pure wavelength assignment in an efficient and scalable 
manner. 
 

6. Conclusions 
The future Internet will require the transport of a wide range of services including high bandwidth 
one-to-many applications, with dynamic interconnection of devices and services. Due to limited 
wavelengths of WDM networks, an optimal resource management is important for a new set of 
traffic service demands while keeping services for the existing traffic. We proposed a hybrid optical 
topology design over constrained WDM mesh network, where both light-paths and light-trees are 
built. Particularly, existing light-trees as well as light-paths are re-used to create new hybrid 
multicast virtual topology. It is to increase the number of supported integrated traffic demands of 
both unicast and multicast for the future Internet, using the excess bandwidth of a wavelength. This 
sub-wavelength sharing is done within a degree of sharing of light-trees and light-paths. The degree 
of sharing allows and also bounds the amount of sharing so as to maintain QoS of existing traffic. 
The problem of creating a hybrid optical topology is formulated using ILP approach, given existing 
physical, light-path, and light-tree topologies. We formulated the ILP in a compact manner, and the 
solutions can be reached for a relatively large network in an reasonable time.  
 
Our approach shows how the existing physical, light-path and light-tree topologies are exploited for 
the newly arriving demands optimally without re-designing all the topologies from the scratch. This 
approach maximally utilizes the available bandwidth resources from existing light-paths as well as 
light-trees whose traffic demand does not reach full wavelength capacity. We show this hybrid 
virtual topology design enables us to establish multicast trees when it would otherwise be 
impossible with a pure light-tree approach. The proposed solution can be used in a real practical 
environment where both unicast and multicast demands are supported, and new multicast 
demands can be realized incrementally and optimally. Extensive simulations are performed over 
various WDM mesh networks, to show the validity as well as feasibility with relatively large 
networks. As for a future work, an efficient heuristic approach can be made to speed up a solution. 
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                                                        Abstract 
 
 Heterogeneous Wireless Networks are considered nowadays as one of the 
potential areas in research and development. The traffic management’s schemes 
that have been used at the fusion points between the different wireless networks 
are classical and conventional. This paper is focused on developing a novel 
scheme to overcome the problem of traffic congestion in the fusion point router 
interconnected the heterogeneous wireless networks. The paper proposed an 
EF-AQM algorithm which provides an efficient and fair allocation of bandwidth 
among different established flows.  
Finally, the proposed scheme developed, tested and validated through a set of 
experiments to demonstrate the relative merits and capabilities of a proposed 
scheme 
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1. INTRODUCTION 
Wireless communication technology is playing an increasingly important role in data networks.  
Wireless networks are usually connected to the internet via backbone gateway routers. The 
packet loss may occur at fusion points that connect the backbone network to the wireless 
networks.   

However, in a wireless heterogeneous network, the loss occurs due to the channel nature and 
characteristics. For example, in IEEE 802.11 wireless networks, congestion may be defined as a 
state where the shared wireless medium is completely occupied by the nodes because of given 
channel characteristics in addition to external interference. The shared environment of the 
wireless medium causes a node to share the transmission channel not just with other nodes in 
the network, but also with external interference resources [1].   

In reality that a wireless channel is shared by challenging neighbor nodes and the number of 
nodes sharing this channel may change all the time [2].  An additional reason is that the wireless 
link bandwidth is affected by many changing physical conditions, such as signal strength, 
propagation distance, and transmitter power. For example, an IEEE 802.11 node can modify its 
MAC-layer data rate dynamically according to different situations, which means the output 
bandwidth of this node and other neighbor nodes may also change . 
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 In wireless networks throughput degradation can occur due to the sharing the lossy channel and 
packets collision. Slotted CSMA/CD is used to overcome a bit the collision occurrence at the 
lossy channel. Sending the frames at the slot start reduces the chance of frames' collision.   

In addition, the using of a conventional mechanism in managing the traffic in inside the wireless 
gateway node causes an additional loss to truly arrived frames. Throughput degradation can 
occur also due to improper use of traffic management schemes at the fusion points of 
heterogeneous wireless networks [6].  For these reasons, an efficient mechanism for congestion 
control should be applied at the bottleneck nodes to overcome the additional loss in an accurate 
data.   

In an IEEE 802.11 wireless network, the occurrence of high density nodes in a single collision 
domain can cause congestion, in consequence causing a substantial bottleneck gateway router 
[5]. Packet dropping, packet delays and session disruptions are a consequence of congested 
network.     

Congestion control problem occurs when the demand on the network resources is greater than 
the available resources and due to increasing mismatch in link speeds caused by intermixing of 
heterogeneous network technologies. This congestion problem cannot be solved with a large 
buffer space. Clearly too much traffic will lead to a buffer overflow, high packet loss and large 
queuing delay. Furthermore, congestion problem cannot be solved by high-speed links or with 
high-speed processor, because the high-speed link connected via the high-speed switch with the 
low-speed links will cause congestion at the wireless fusion point of interconnection.   

Drop Tail has been proposed in [4]. The most operational routers currently use Drop Tail coupled 
with FIFO (First in first out) scheduling scheme. In Drop Tail, all packets are accepted until the 
maximum length of the queue is reached and then dropping subsequent incoming packets until 
space becomes available in the queue.   

Drop Tail is not appropriate as a feedback control system for high-speed networks because it 
sustains full queues and this may increase the average queuing delay in the network. More 
importantly, Drop Tail can cause a lockout due to traffic phase effects and the global 
synchronization, and thus results in low throughput. The lost packet from a Drop Tail queue will 
usually be retransmitted by TCP protocol via its retransmission timer. No congestion is detected 
until the buffer becomes full and the maximum congestion indicator is generated because all 
arriving packets are dropped. Then each source detects lost packets it will slow down the arrival 
rate of the sending packets until the queue will be less than the capacity of the link. No 
congestion indicator will be generated when the queue is not full, each source will increase until 
overflow happens again 

In the recent years, Active queue management (AQM) mechanisms have been proposed to 
provide an efficient queue management by selectively dropping/marking packets when 
congestion is anticipated so that TCP senders can reduce their transmission rate before an 
overflow occurs. AQM mechanisms are employed in the Internet by the routers to provide better 
stability, fairness, and responsiveness to dynamic variations in computer networks. Using queue 
management mechanisms in an efficient way will avoid the congestion collapse and lead to high 
link utilization.   

In this paper, we present a novel buffer management approach for congestion control in a 
wireless network. This approach achieves both efficient and fair allocation of bandwidth among 
flows by randomly dropping frames and increases data throughput to the next hop.   

The rest of this paper is organized as follows: In section II, the network model is presented. The 
proposed scheme is developed in section III. Extensive simulations and results are investigated in 
section IV.  Section V concludes this paper.. 
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2. NETWORK MODEL 
The network model considered in this paper will be explained in this section. IEEE 802.11 based 
wireless LAN networks have been chosen  as a reference model of this investigation.  A 
bottleneck wireless gateway router has been taking into account in this topology( Figure 1). A 
wireless channel L is shared by N challenging neighbor nodes and the number of nodes sharing 
this channel may change all the time.  We suppose that all nodes use the same power and 
modulation methods.  Figure 1 illustrates the wireless network model. The traffic model is shaped 
as follows. We assume that each node is transmitting HTTP packets of size S bits, and they are 
generated according to Markovian-Modulated Poisson Process MMPP with arrival rate .    

 

FIGURE 1: IEEE 802.11 Wireless network 
 

The fusion point that connects the wireless network with wired network has a finite amount of 
buffer space, and this buffer is managed via an adaptive queue management scheme. In 
addition, the output link has a fixed bandwidth and connects the wireless network with Internet.  
But for a wireless network, for example in 802.11b, the node can dynamically change its MAC-
layer data rate to 1, 2, 5.5, or 11Mbps.  Consequently, when congestion is occurred the TCP is 
unable to maintain fairness and stability with improper estimation of the link capacity parameter. 
For this reason, the need for an adaptive and intelligent AQM algorithm to be implemented at the 
fusion point of a wireless network is critical and crucial.  

The congestion sliding widow w is increased by one every round trip time if no congestion is 
detected, and it is reduced by half if a congestion is detected. This is called an additive-increase 
multiplicative decrease (AIMD) mechanism that represents the behavior of TCP flows, and it is 
described by the following nonlinear differential equation [9]: 

1)p(t
1)2r(t
1)w(t

r(t)
1w 







                                                                       (1) 
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Where R corresponds to the round-trip time (seconds) and p is representing the probability of 
packet drop/mark. In addition, the instantaneous queue can be expressed in the following 
equation: 

CN
tr
twq 
)(
)(

                                               (2) 

Where C is the link speed (packets/sec) and N load factor (number of TCP connections). 
 

3. EF-AQM SCHEME 
EF-AQM scheme has been designed and analyzed in terms of feedback control theory (Figure 2). 
The advantages of using control theory are to increase the speed of response and to bring further 
improvement to the system robustness and stability. These advantages can be achieved by 
regulating the output queue length around a target value Qref. An important goal of the AQM 

design is to stabilize the queue length )(tq at a given target refQ
, so that the magnitude of the 

error signal.   

 
)()( tqrefQte 

                                                                              (3)              

is kept as small as possible. 
The output of the EF-AQM controller represents the dropping probability and is simplified as: 

)1())1()(()1()( 10  kTeKkekeKkyky
                      (4) 

where T is the sampling period time, K1 and K2 represent the tuning parameters of the 
controller.   

 

FIGURE 2: EF-AQM as a feedback control system 
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The dropping probability is calculated according to the intelligent controller, and it is considered 
as a function of the difference between the current value of the queue length and the reference 

queue length. Our aim is to compute this dropping probability )(tpd such that it will keep the 

instantaneous queue length close to the target queue. Therefore, the dropping probability )(kpd  
can be achieved as:  















1)(1

1)(0)(
0)(0

)(
ky

kyky
ky

kdp

                                       (5) 

The dropping probability is calculated at every packet arrival. The reason for randomizing the 
packet drops is the hypothesis that users generating more traffic would have a greater number of 
packets dropped. The same as in Random Early Detection (RED) [7], if the average queue length 
exceeds a minimum threshold Lmin, incoming packets are dropped/marked with a probability that it 
is a linearly increasing function of the average queue length. When the average queue size 
exceeds a maximum threshold Lmax, the router is likely to incur congestion, and all incoming 
packets are dropped/marked. When it is between, a packet is dropped with a probability p which 
represents the output of EF-AQM controller.  
 

4. PERFORMANCE EVALUATION 
To validate the performance and the robustness of the proposed EF-AQM algorithm for wireless 
network, we simulated it using OMNET++ platform [10] with highly bursty traffic. Different 
scenarios have been chosen to validate the proposed algorithm with different number of flows. 
The parameters used in EF-AQM simulation are:  N = 10,20,30 and 40 flows, Lmax =  500 packets,  
Lmin =  100 packets,  packet length = 100 bytes, IEEE 802.11 propagation delay = 10 ms. 
Probability based dropping pmax =0.2 and the target queue length is (Lmax + Lmin)/2. 

4.1. Throughput 
As shown in Figure 3, EF-AQM has offered higher throughput as compared to the classical 
algorithm Drop Tail and RED for the 10, 20, 30 and 40 flows respectively.  It is observed that 
although the number of TCP flows has increased, EF-AQM has offered higher throughput for 
different control approaches and reach (100%) for the smaller flows. This due to the stability of 
EF-AQM in maintaining the queue length which makes it more stable around the target queue 
and shrunk in width; thereby packet dropping is less despite of increasing the number of TCP 
flows. 
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FIGURE 3:  Throughput comparison for different flows 

4.2. Queuing Delay 
The queuing delay is considered as one of the important metrics in performance evaluation of any 
AQM controller. Figure 4 shows that the queuing delay of the proposed EF-AQM is very small 
compared other approaches for a variety of flows.  It is noted that the queuing delay becomes 
constant for EF-AQM controller despite increasing traffic load or changing the type of data traffic. 
For other schemes, the delay is continued to increase when changes occur in any of the network 
parameters. 
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FIGURE 4: Delay comparison for different flows 

4.3 Queue length 
Figures 5 Shows the instantaneous queue length evolution comparison under the EF-AQM 
approach compared with RED for the number of TCP flows equal to 20, 30 and 40 respectively. It 
can be seen that the instantaneous queue length of the EF-AQM is stable and oscillate around 
the target queue length. While the instantaneous queue length of the RED algorithm is still 
fluctuated away from the target queue length as the number of TCP connection increased due to 
the sensitivity of RED to any change in its parameters. It is worth noting that the EF-AQM scheme 
with adaptive tuning parameters is the most stable control scheme as compared to the others; 
demonstrates steadiness mode despite higher number of TCP flows. 
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FIGURE 5: Instantaneous queue  comparison for different flows 

5. PERFORMANCE EVALUATION 
This section demonstrates merits and capabilities of the proposed scheme. Some of the critical 

issues are further discussed below: 
Convergence: It is noted that the speed of convergence of the proposed congestion control 

mechanisms to a stable operating point is independent of the number of TCP sources and 
connections. The output queue length converges rapidly to the reference queue as the sources 
start transmission their data. It is also observed that the EF-AQM scheme has the optimum 
convergence time rather than RED. 

Fairness: One of the important goals of proposed congestion control mechanisms is the 
contiguity between the link utilization and the queuing delay in the bottleneck router. Fair dropping 
of packets and fair sharing of bandwidth for all connections is achieved. Also it is worth noting 
that EF-AQM offers an optimum round trip time fairness metric in comparison to RED scheme 
due to its minimum queuing delay.  

Robustness and Stability:  One goal in this investigation is to explore the robustness and 
stability, in terms of minimizing oscillations of queuing delay or of throughput.  In practice, stability 
is frequently associated with rate fluctuations or variance. It is observed that EF-AQM scheme 
has offered an optimum queuing length and queuing delay oscillations. It is also noted that RED 
has offered higher queuing delay and queue length oscillations. 

Scalability: It is worth mentioning that global implementation of the proposed EF-AQM 
congestion control mechanism in a decentralized form is expected to offer high network 
utilization. Scaling the local stability and low queuing delay for individual gateways in a large 
network will sufficiently present a global implementation of a congestion control mechanism over 
a scalable network.  

Efficiency: One of the key concerns in the design of congestion control mechanisms has been 
the CPU usage time and maximizing bandwidth utilization. It is observed that the proposed 
mechanism provide high throughput in comparison to the standard RED.  It is worth noting that 
EF-AQM has a moderate CPU usage compared to RED algorithm.  

6. CONCLUSION 
This paper presented an efficient and fair bandwidth allocation AQM algorithm to overcome the 
problem of congestion control in heterogeneous wireless network. It has been demonstrated that 
the new EF-AQM has achieved desirable properties such as robustness and fast system 
response, as compared to the traditional DropTail and RED.  Finally, a set of experiments has 
been provided to demonstrate the efficiency of the proposed design approach. It is noted that the 
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proposed EF-AQM design approach performs significantly better than many well-known 
schemes, and guarantees the robustness of the controller. 
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Abstract 

 
In computer networks messages are transmitted through switches in order to 
reach destinations. Cross point switches are the simplest technique which 
requires one-to-one connection between input and output. The limitation of a 
cross bar switch technology is that if numbers of lines are large then cross point 
increases in huge amount consequently increasing the dimension of the switch. 
Space division switches are used to route the calls, which implies betterment 
over the cross bar technology. Actually it is built up of several smaller rectangular 
crossbars. This takes the advantage over the crossbar switches that less cross 
points are needed in the space division switches. The limitations of space 
division switches are that if more the number of cross points then there is 
increase the outgoing reaching probabilities of messages but the cost and 
overheads is also high with lesser cross points the congestion increases. In this 
paper we considered the architecture of a three crossbar space-division switch 
and assumed a Markov chain model for the transitional analysis of message flow. 
With the help of simulation study it is concluded that the impact of reaching 
probabilities for the different values of parameters must be kept in mind while 
designing  this switch by designers. 
 
Keywords: Space-division switch, Cross-Bar Technology, Markov chain model, Reaching probabilities, 
Transition Probability matrix, Simulation study, Message flow .  
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1. REVIEW OF LITERATURE 
Ko and Davis [3] proposed a protocol known as space-division multiple access (SDMA) which is 
useful for a satellite switched communication network. Abott [1] discussed a new technique for 
switching system using digital Space-Division concept for dealing with high-speed data signals. 
Yamada et al. [16] derived the high-speed digital switching technology with the help of space-
division switches. Karol et al. [8] presented an input versus output analysis of queuing on a 
space-division packet switching. In a contribution Li [5] performed analysis for non-uniform traffic 
in the setup of Space-Division switches. Yamanka et al. [17] expanded space-division (SD) switch 
architecture and suggested a bipolar circuit design for gigabit-per-second cross-point switch LSIs. 
Lee and Li [4] have studied the performance of a non blocking space-division packet switch using 
finite-state Markov chain model, given the traffic intensities changes as a function of time. Li  [6] 
derived the performance of a non blocking space-division packet switch in a correlated input 
traffic environment. Wang and Tobagi [14] suggested a self-routing space-division fast packet 
switch architecture achieving output queuing with a reduced number of internal path. Cao [2] 
derived a discrete-time queuing network model for space-division packet switches. Pao and 
Leung [10] used space-division approach to implement a shared buffer in an ATM switch which 
does not require scaling up the bandwidth of the shared memory. Shukla, Singhai & Gadewar 
[12] presented Markov Chain analysis for reaching probabilities of message flow in space division 
switches. 
 
 

  
FIGURE 1: Three cross bar space division switch 

 

2. MOTIVATION 
 
Shukla and Gadewar [11] have suggested a Markov chain model for the transitional analysis of 
message flow in a two crossbar space division switches. We extend this model, in this paper, 
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from two-crossbars to three crossbar setup and with the help of a simulation study, the impact on 
reaching probabilities of message is analyzed. 
 

3. INTRODUCTION AND ASSUMPTIONS 
 
In what follows, we consider a space-division switch [11],[12] with parameters 3,4,16  tnN  
shown in fig. 1 and assume the followings:  
a) The left side of switches is input and the flow of information is from left to right. 
b) Each input line, on left side, is attached with a computer having different initial probabilities 

of selection by users. This level is the stage 1.  
c) The middle crossbars are stage 2 containing three crossbars with each having four inputs 

and four output lines. 
d) The third stage contains four crossbars, each with three inputs and four output lines. At this, 

three output lines are with computers and the fourth one, in each crossbar, is a loss state. 
e) The term I(M,K,L) denotes an input state at Mth  stage in Kth crossbar and at Lth  input line 

where M=1,2,3;K=1,2,3,4;L=1,2,3,4. For example, in fig. 1 the term 1a  is input state I(1,1,1), 
a2  is state I(1,1,2), c1 is I(1,2,1),e1  is I(2,1,1), g1  is I(2,2,1), and i1  is I(3,1,1). 

f) The term O(M,K,L) denotes output state at Mth  stage, in Kth  crossbar and Lth  output line 
like the term b1  is output state O(1,1,1), b2 is O(1,1,2), b3  is O(1,1,3), d1  is O(1,2,1), f1 is 
O(2,1,1), h1 is O(2,2,1) and j1 is O(3,1,1). 

As special, the output states O(3,1,4), O(3,2,4), O(3,3,4) and O(3,4,4) are loss states and when a 
message reaches to them, it is assumed lost or reached to the known destinations. 
 

 3.1. Markov Chain Model 
  

Let {Xn , n = 0,1,2,3….} be a Markov chain with state space I(M,K,L) and O(M,K,L), M=1,2,3  and 
K,L = 1,2,3,4. The Xn  denotes the state of message at the nth step transition over states I(M,K,L)  
and O(M,K,L). The unit-step transition probabilities over states are:  
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The terms LiK, SiK ,PiK, QiK ,RiK  (i=1,2,3) are the probabilities of transition lying between 0 and 1 
and placed as elements of transition probability matrix given below. 
 
 
 

  1,,1 KI  2,,1 K   3,,1 KI   4,,1 KI   1,,1 KO   2,,1 KO   3,,1 KO  

 1,,1 KI  0 0 0 0 L1k L2k  )kLk(1 21  L  

 2,,1 KI  0 0 0 0 L1k L2k  )kLk(1 21  L  

 3,,1 KI  0 0 0 0 L1k L2k  )kLk(1 21  L  

 4,,1 KI  0 0 0 0 L1k L2k  )kLk(1 21  L  

 1,,1 KO  P1k P2k P3k 
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1  0 0 0 

 2,,1 KO  P1k P2k P3k  )kPkPkP(1 321   0 0 0 

 3,,1 KO  P1k P2k P3k  )kPkPkP(1 321   0 0 0 
 

TABLE 1: Transition probability matrix (t. p. m.) for stage 1 
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TABLE 2: Transition probability matrix (t. p. m.) for stage 2 
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  1,,3 KI   2,,3 KI   3,,3 KI   1,,3 KO   2,,3 KO   3,,3 KO  4,,3 KO  
 1,,3 KI  0 0 0 R1k R2k R3k  )kRkRkR(1 321   
 2,,3 KI  0 0 0 R1k R2k R3k  )kRkRkR(1 321   
 3,,3 KI  0 0 0 R1k R2k R3k  )kRkRkR(1 321   
 1,,3 KO  S1k S2k  )kSkS(1 21   0 0 0 0 
 2,,3 KO  S1k S2k  )kSkS(1 21   0 0 0 0 
 3,,3 KO  S1k S2k  )kSkS(1 21   0 0 0 0 
 4,,3 KO  S1k S2k  )kSkS(1 21   0 0 0 0 

 
TABLE 3: Transition probability matrix (t. p. m.) for stage 3 

 
 
3.2. Model Classification 
 

The probabilities Li k , Pi k , Q i k , R i k and Si k  may be functions of M, K and L parameters and 
on this basis the classification of Markov chain models be as below: 
M-Dependent model- where probabilities Li k , Pi k ,  Q i k , R i k and Si k  are only functions of M. 
K-Dependent model- where probabilities Li k , Pi k ,  Q i k , R i k and Si k  are only functions of K  
L-Dependent model- where probabilities are functions of K and L parameters both.  
 
 

4. CALCULATION OF REACHING (INITIAL) PROBABILITIES 
 

Let Pik ( I = 1,2,3 ) be the probability of choosing the ith input line in Kth switching element of the 
space division switch configuration given in fig. 1of the section 1.0. For 4i , the probability is 
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For the Markov chain {Xn , n = 0,1,2,3….} over the states I(M,K,L), the initial probabilities of 
choosing a connecting path is 
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4.1. Outgoing Probabilities At Stage 1, 2 and 3 
 

The O(1,K,L) over varying K  and L are the outgoing states, for the stage 1, where the message is 
ready to route into for the next stage. 
P [ X 1  =  O(1,K,L) ] 
=P[ message reaches to the state O(1,K,L) at the first step] 
The general form for M = 1(stage-1) is  
P [x = O (1, k, L)]  = L1 k  
when L = 1;K = 1, 2, 3, 4 
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  = L1`k  when L = 2  
 = {1 – L1 k  + L2 k } when L = 3  
The general form for M = 2 (stage-2) is  

P [x = O (2, k, L)] = QLK 


4

1
1

i
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The general form for m = 3(stage-3) is  
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      when k = 1, 2, 3 , L = 4 
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when K = 4 , L = 1, 2, 3 
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   when k = 4 , L = 4 
 

5. K-Dependent Model and Simulation Study 
 
Consider the following K-dependent Markov chain model with unit-step transition probabilities 
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Where a,b,c,d and e are constants having values in between 0.00 to 0.5. These transition 

probabilities are not by the variation in L. Because of being K-dependent model, the idea for this 
form of probability is to consider probabilities in power function of K. 

5.1 Reaching Probabilities Over Stages The Fig. 5.1 to fig. 5.4 shows the variation of 
reaching probabilities P[M,K,1] over K according the values of constants  a=0.1, c=0.1, 
0.1<=d<=0.5.  
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In light of assumed unit-step transition probability model, for the constant value of k=1, 

the connecting probability P[M,K,1] decreases at second stage (M=2) with respect to first stage 
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(M=2), but increases for(M=3). At K=2 and K=3 the similar pattern has observed with relatively 
closer probability difference.  

With the small values of d i.e. for d = 0.1 or d = 0.2, a sudden increase of probability 
P[M,K,1] has observed at K=4 for M=3  than compare to M=1. The outgoing probability at first 
stage (M=1)  is highest, followed by third stage M=3 but congestion occurs at intermediate 
crossbar M=3. It is because of the fact that several output lines reaches to the middle crossbars. 
For fixed value of M, the increase in value of  K  has the most significant impact in reducing the 
probability P[M,K,1]. But, exceptionally at K=4, a sudden increase has observed for large value of 
d say d>=0.4 . One more thing is observed that the reaching probability P[M,K,1] increases for 
M=3 With respect to increase value of d.  

According to fig.5.5 to 5.9 we observe that the variation over parameter c along with 
d also produces a change in the probability level. The third stage has constantly high probability 
than others. At K=1, the third stage probability p[3,1,1] is higher than others. But on K=2, we have 
P=1,2,1]=p[2,2,1] and a decreasing pattern for M=3  . The decrease over K continues up to K=3, 
but a sudden increase has found thereafter which is drastic when d is large. As shown in fig. 5.10 
to 5.12, the pattern of probability distribution differs much at the third stage for large values of c 
and d. 
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At the third stage, the probability P[M,K,1] becomes high and decreases gradually over 

increasing value of K. As shown in fig. 1.15, the higher value of parameters c and d both has a 
significant effect on reaching probabilities at the third stage.  

In light of fig. 5.13 to 5.16, it is observe that these parameters drastically changes the 
probability pattern more than the variation of c and d. At a = 0.3, the first stage has observed the 
higher probability than the others. The increase in values primarily changes the  outgoing 
probability.  
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While looking in fig. 5.17 to 5.18, it is found that for higher value of a and c both with respect to 
different values of d, a sudden variation arises at the  third stage of probability and the reaching 
probability reduces constantly over the increases in K. But at this stage, the entire pattern of 
variation seems to get stabilize over the variation of K and probabilities are nearly  parallel to the 
X-Axis. 
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The reaching probabilities at stage 2 increases than other stages when a is higher than c & d 
both. But with increasing values of c and d, when a=0.5 creates a decreasing pattern of 
probability over increasing values of K. However, the probability M=3 reduces than M=1 and M=2 
at many occasions for large values of a. The uppermost element of third stage has highest 
chance of outgoing probability as shown in fig. 5.18, when a=c=d=0.5. 

6. CONSLUSION 
 
Some interesting highlights of the simulation study are concluded bellow. 

(i) Under the assumed transition probability model the outgoing probabilities from   crossbars 
reduces at the intermediate links(crossbar at M=2)for small values of d(d=0.1 or d=0.2). 
The higher values of d increases the reaching probabilities P[M,K,1] for M=3. This seems 
at stage 3, the higher choice of value d i.e. d € (0.3,0.5) is recommended for better 
chances connectivity (when a=0.1 and c=0.1)). 

(ii) The simultaneous increase in c and d values i.e. c,d € (0.3,0.5) also increases the 
outgoing chances of passing the message at the third stage. The unequal probability 
distributions between switching elements at the second and third stage increases the 
outgoing probability at the last stage. It means that unequal probability of outgoing  
message through three pins of crossbar plays a significant role. The unequal probability 
allocation to switching pins improves the message passing chances. 

(iii) The increment in values of a, produces high outgoing probabilities at the first stage but 
relatively low outgoing at the third stage P[3,1,1]. Therefore, smaller values of a, a € 
(0.1,0.2) is recommended in order to get high outgoing probabilities at the third stage. 
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The unequal transition probabilities over K and M definitely affects the outgoing 
probabilities at the third stage. However, for k>2, a slight downfall in the message 
passing probability is observed. 

(iv) As a special case, when a=0.5,c=0.5 and d=0.5, the outgoing probability becomes 
independent of K for K=1 and K=2 and depends for K>2. Further, this reveals a special 
feature that outgoing probability at the third stage is constantly higher than any other 
stages. Equal values of parameters a,c,d generates higher chance of passing the 
message through the third stage. 

(v) While looking into the variation of d, the probability P[3,K,1] increases as d increases for 
K=4 only up to the stage where Ɛ (0.1,0.3). When c>0.3 the outgoing probability P[3,K,1] 
becomes high for K=1. This seems if message is to pass from the first element of the 
third stage (M=3,K=1) the higher values of c and d are suitable (e.g. c=0.5,d=0.5) and if 
the same is to pass through fourth element of third stage (M=3,K=4) the small c  and 
large d(e.g. c=0.1,d=0.5) is required. This reveals that the choice of c and d highly affect 
the outgoing probabilities but parameter a  does not have so. 

(vi) In K-dependent model, the increase in parameter a, has very important role in deciding 
about the probability pattern of outgoing message. 

(vii) One interesting observation in three pin case found as for L= 4. The reaching probability 
is much higher. Moreover, on more specific observation is that at K= 1, a linear trend is 
found for increasing values of d when a, c are fixed. 

In all, in space-division switches, the outgoing probability at the third stage under K-dependent 
Markov chain model is highly dependent on the appropriate choice of parameters a, c and d. If 
the transition inside the switching elements are preset as per model probability then the passing 
of message through certain connecting lines shall be easy in terms of chances. This recommends 
to the switch designers to construct space-division switches with unequal transition probabilities 
within elements and between elements. So we can conclude that the hardware designers of 
space division switches must keep in mind the recommended values of different parameter 
respectively for getting better chance of connectivity. 
 

7. REFERENCES 
 

1. Abott, g.f. “digital space division –a technique for switching high-speed data signals”, IEEE 
communications magazine, vol. 22, no. 4, pp. 32-38 (1984). 

2. Cao, X.-R. “The maximum throughput of a nonblocking space-division packet switch with 
correlated destinations”, IEEE Transactions on Communications, Vol. 43, No.5,pp.1898-
1901, 1995. 

3. K.-T. Ko and B.R. Davis, “A space-division multiple-access protocol for spot-beam antenna 
and satellite switched communication network” IEEE Journal on Selected Areas in 
Communication 1(1), 126–132,1983.  

4. Lee, M.J. and Li, S.-Q. “Performance of a nonblocking space-division packet switch in a time 
variant nonuniform traffic environment”, IEEE Transactions on Communications, Vol. 39, No. 
10, pp. 1515-1524,1991. 

5. Li, S.-Q “Nonuniform traffic analysis on a nonblocking space-division packet switch”, IEEE 
Transactions on Communications, vol. 38, no.7, pp. 1085-1096,1990. 

6. Li, S.-Q “Performance of a nonblocking space-division packet switch with correlated input 
traffic”, IEEE Transactions on Communications, vol. 40, no.1, pp. 97-108,1992. 

7. M.J. Karol, M.G. Hluchyi and S.P. Morgan, “Input versus output queuing on a space-division 
packet switch”, IEEE Transaction on Communications 35  (12), 1347–1356,1987. 

8. Medhi, J. “Stochastic Processes”, Ed 4, Wiley Eastern Limited (Fourth reprint), New Delhi, 
(1991). 

9. Naldi, M. “Internet access traffic sharing in a multi operator environment”, Computer Network, 
vol. 38, pp. 809-824, 2002. 

10. Pao, D.C.W. and Leug, S.C. “Space division-approach to implement a shared buffer in an 
ATM switch”, Computer Communications, vol. 20, Issue 1, pp. 29-37, 1997. 



D. Shukla, Rahul Singhai,  Surendra Gadewar, Saurabh jain, Shewta Ojha, P.P. Mishra 
 

International Journal of Computer Networks (IJCN), Volume (2): Issue (2) 151 

11. Shukla, D., Gadewar, S. and Pathak, R.K. “A Stochastic model for space-division switches in 
computer networks”, Applied Mathematics and Computation (Elsevier Journal), Vol. 184, 
Issue 2, pp.. 235-269, 2007.  

12. Shukla, D., Singhai R. and Gadewar S.K., “Markov Chain Analysis for Reaching Probabilities 
of Message Flow In Space-Division Switches”, In  electronic proceedings of ICMCS-
08,Loyola College, Chennai, India , 2008.   

13. Tanenbaum, A.S. “Computer Network”, 3rd Ed., Prentice-Hall, Inc., USA(25th Indian reprint), 
(1996). 

14. Wang. W. and Tobagi, F. A. “The Christmas-tree switch: an output queuing space-division 
fast packet switch based on interleaving distribution and concentration functions”, Computer 
Networks and ISDN Systems, vol. 25, Issue 6, pp. 631-644,1993. 

15. Yamada, H., Kataoka, H., Sampei, T. and Yano, T. “High-speed digital switching technology 
using space-division switch LSI’S”, IEEE Selected Areas in Communications, vol. 4, no. 4, 
pp. 529-535, 1986. 

16. Yamanka, N, Kikuchi, S., Suzuki, M. and Yoshioka, Y. “A 2 Gb/s expandable space-division 
switching LSI network architecture for gigabit-rate broad-band circuit switching”, IEEE 
Selected Areas in Communications, vol. 18, no. 8, pp. 1543-1550,1990. 




	1. INTRODUCTION
	2. Background
	3. Related work
	4. Problem formulation
	5. Simulation results
	6. Conclusions
	7. REFERENCES

