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EDITORIAL PREFACE 

 
The International Journal of Computer Networks (IJCN) is an effective medium to interchange 
high quality theoretical and applied research in the field of computer networks from theoretical 
research to application development. This is the Sixth Issue of Volume Six of IJCN. The Journal 
is published bi-monthly, with papers being peer reviewed to high international standards. IJCN 
emphasizes on efficient and effective image technologies, and provides a central for a deeper 
understanding in the discipline by encouraging the quantitative comparison and performance 
evaluation of the emerging components of computer networks. Some of the important topics are 
ad-hoc wireless networks, congestion and flow control, cooperative networks, delay tolerant 
networks, mobile satellite networks, multicast and broadcast networks, multimedia networks, 
network architectures and protocols etc. 
 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 6, 2014, IJCN aims to appear with more focused issues. Besides normal 
publications, IJCN intend to organized special issues on more focused topics. Each special issue 
will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 
 
IJCN give an opportunity to scientists, researchers, engineers and vendors to share the ideas, 
identify problems, investigate relevant issues, share common interests, explore new approaches, 
and initiate possible collaborative research and system development. This journal is helpful for 
the researchers and R&D engineers, scientists all those persons who are involve in computer 
networks in any shape.  
 
Highly professional scholars give their efforts, valuable time, expertise and motivation to IJCN as 
Editorial board members. All submissions are evaluated by the International Editorial Board. The 
International Editorial Board ensures that significant developments in computer networks from 
around the world are reflected in the IJCN publications. 
 
IJCN editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the journal and its readers. Therefore, all activities from paper submission 
to paper publication are controlled through electronic systems that include electronic submission, 
editorial panel and review system that ensures rapid decision with least delays in the publication 
processes.  
 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJCN. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJCN provides authors with high quality, helpful reviews that are shaped to assist 

authors in improving their manuscripts.  
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Abstract 
 
The optical networks provide the backbone infrastructure for telecommunication networks. 
Because of the high-speed of optical networks,  network failure such as a cable cut or node 
failure may result in a tremendous loss of data and hence revenue received. The p-cycle is a 
novel approach reported for design of survivable optical WDM networks. They are preconfigured 
protection structure, combining fast restoration speed of ring and mesh protection efficiency.  The 
main issue in p-cycle network design is to find a set of p-cycles to protect a given working 
capacity distribution so that total spare capacity used by the p-cycles is minimized. An Integer 
Linear Programming (ILP) is the most efficient method reported in the literature for designing of 
optimal p-cycles.  Where complexity of ILP increases as the size of network increases, i.e., it is 
not so efficient in case of large networks. Recently, a new, promising concept to support dynamic 
demand environments has been introduced by Grover namely, the distributed cycle pre-
configuration (DCPC) protocol, which is an adaptation of the processing rule of the self-healing 
network (SHN). However, it is generally unable to provide 100% protection of the working 
capacity under Spare Capacity Optimization (SCO) design model. Therefore in this paper we 
have proposed enhancements in DCPC to increase its protection level under single failure 
scenario. The main idea behind the proposed enhancement is it to fix the span as a straddle span 
of a p-cycle where unprotected working capacity is more. From the simulation of test case 
networks, it is found that the proposed scheme significantly increases ratio of protection under the 
SCO design model.    
 
Keywords: WDM, p-cycle, Integer Linear Programming (ILP), Distributed Cycle Pre-
Configuration (DCPC) and Spare Capacity Optimization (SCO).  

 
 

1. INTRODUCTION 
Bandwidth demands are increasing continuously with explosive spread of networks deployments 
and emerging applications such as Voice over IP and e-commerce. A high demand of bandwidth 
is prompting ISPs to switch to Optical Networks. Optical networks based on WDM technology can 
potentially transfer several gigabytes per second of data on each fiber link in the network. A 
failure in a WDM network such as a cable cut or node failure may result in a tremendous loss of 
data and hence revenue received. This makes survivability a major concern for today’s networks 
designers. The network survivability technology can be classified into two categories: Protection 
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and Restoration. In protection, the dedicated backup paths are configured over spare capacity 
before the occurrence of failure. Since only two real times switching are required to obtain 
survivability of affected traffic and therefore recovery speed is very quick under such category of 
survivability schemes. In restoration category, backup paths for affected the traffic will be 
configured after occurrence of failure. In paper [20] authors conducted a study amongst dedicated 
protection paths and shared protection paths. The result of the study shows that shared backup 
path protection has significant capacity efficiency as compared to dedicated path protection. The 
basic protection schemes are APS, UPSR and BLSR whereas Shared Backup Path Protection 
(SBPP) is most popular scheme reported under restoration category [1-4].  
 
The search for improving recovery switching time and reducing capacity redundancy leads to the 
discovery of preconfigured protection cycle (p-cycle), introduced by Grover et al. [4-7]. The         
p-cycles combine best part of ring protection schemes (UPSR, BLSR) and mesh restoration 
scheme (SBPP). It performs switching as fast as ring like restoration (50-60 msec.) and capacity 
efficient approximately like mesh restoration. The p-cycles are ring-like pre-configured structure 
formed over spare capacity available in the network. A unit p-cycle is composed of one spare 
channel of each span it crosses. The span of the network which is traversed by a p-cycle is 
referred as its on-cycle span whereas the span that has both the end nodes on the cycle but not 
themselves on the cycle is called straddle span of a p-cycle. A p-cycle provides one protection 
path for on-cycle span failure whereas in case of failure of straddle span it provides two protection 
paths. Hence, their efficiency can be as good as the efficiency of mesh survivable networks. The 
working of p-cycle can be observed from the diagram shown in Figure 1. Fig. 1(a), dark line 
shows an example of a p-cycle. In fig.1 (b), a span on the cycle breaks and the surviving portion 
of the p-cycle is used for restoration. Fig.1(c) shows two restoration paths under the failure of 
straddle span.  
  

 
  
 
Because of its outstanding performance on both the recovery speed and capacity efficiency,       
p-cycle has attracted extensive research interests, particularly in the field of designing of p-cycles. 
The objective of p-cycles design is to minimize the spare capacity requirements and covering all 
the demands on a network graph. In the literature, various methods are presented to design the 
survivable network with p-cycles [6-17]. Efficient p-cycles can be obtained either by centralized 
network management system or distributed self organization. The Integer Linear Programming 
(ILP) is the well-known centralized approach to design p-cycles in WDM networks. ILP works in 
two steps; first the set of all distinct cycles are generated from the network topology [18] and in 
the second step it generates an optimal p-cycle plan by choosing the number of copies of each 
elemental cycle on the network graph, to be configured as a p-cycle [5-6][9-10]. However, in order 

FIGURE 1:  p-Cycle  protection (a) a p-cycle (b) on-span protection  (c) straddle-span protection. 
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to generate the optimal set of p-cycles, all cycles in the network should be taken into the account. 
The elementary cycles in the network exponentially increases as the size of network increases. 
Such ILP formulation is however impractical in large scale or dense networks because the 
number of candidates are too large. More importantly, a large candidate set incurs a huge 
number of variables in the ILP, even when dealing with moderate size networks. This slows down 
the optimization process. To speed up the optimization process and to avoid dependence on 
centralized control for the deployment and maintenance of p-cycle state for a network, a 
distributed self-planning protocol called Distributed Cycle Pre-Configuration (DCPC) protocol was 
introduced by D. Stamatelakis and W.D. Grover [8]. Since the DCPC protocol is a self-organizing 
approximation to theoretically minimal spare capacity design, it does not always guarantee 100% 
restorability [7]. However, when compared to centralized optimal p-cycle design, its restorability 
levels are quite satisfactory. 
 
As mentioned above, the common p-cycle designing method ILP is not efficient in case of large 
networks. On the other hand DCPC is unable to provide 100% survivability of working capacities 
if the spare capacity is deployed as per the enumeration of Spare Capacity Optimization (SCO) 
model. In this paper, our contribution is to enhance survivability level of DCPC protocol by 
incorporating straddle score during selection of p-cycle amongst other available p-cycles.  
 
In the next section, background and related works are briefly explained. Overview and 
contribution of the work discussed in section-3, and section-4 presents proposed modifications in 
DCPC protocol: Incremental and cumulative approaches. Section-5 discusses the simulation and 
result and conclusion is given in section-6. Finally related future scope suggested in section-7.  
 

2. BACKGROUND AND RELATED WORK 
The idea of optimal spare capacity design for p-cycle was initially formulated using Integer Linear 
Programming.  Two different ILP models have been used for optimization. In first model only 
spare capacity is optimized and it is referred as Spare Capacity Optimization (SCO) model [5]. In 
case of second model the working and spare both the capacities are optimized jointly. In SCO ILP 
model, first the shortest working routes are determined in advance for given traffic demand. Then 
optimal spare capacity is determined for 100% protection of these working capacities. Optimal 
ILP design required to enumerate all eligible cycles in the network to form a candidate set and 
then use an ILP model to find optimal set of p-cycles from the candidate set. However, the 
number of possible cycles in a network grows exponentially with the network size. This makes 
optimization as NP-hard problem. In paper [9], authors have given an alternative approach to just 
consider a limited number of promising cycles as a candidate set. Heuristics have been proposed 
in the literature for pre-selecting the most promising eligible cycles in the large sized network.  
However, limiting the size of candidate set adversely affect the quality of optimization. Pure 
Heuristic algorithms [11-14] were proposed to design p-cycles without candidate cycle 
enumeration and ILP. However, heuristics design methods requires 5-7% more spare capacity as 
compared to optimal design.  In paper [16-17], authors formulated ILPs to construct p-cycles 
without candidate cycle enumeration and pre-selection. However, pure ILPs are not much 
effective in case of large networks.  
 
In paper [16], authors have given another kind of approach for optimal design of p-cycle referred 
as distributed cycle pre-configuration protocol (DCPC). This protocol is a self-organizing strategy 
for the autonomous deployment and continual adaption of the network cycle configuration. It is an 
adaption of the statelet processing roles of the self-healing network (SHN) [17]. The statelets are 
small packets containing index number, hop count, cycler node, and number of paths that gets 
protection and the route of the statelet.  A statelet is embedded on each spare link of the network.  
Each logical link has an incoming statelet and outgoing statelet. An incoming statelet arrives at a 
node on a link and originates from the adjacent node connected through the link.  
 
There are only two node roles in the DCPC; a combined sender / chooser role called a “Cycler” 
and a Tandem node. The Cycler sources and later receives parts of the statelet broadcast pattern 
it initiates. When not in the cycler role, node plays a Tandem-node role which mediates the 
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statelet broadcast competition, as in the SHN, but with a new decision criterion. The DCPC first 
allows each node to explore the network for p-cycle candidates that are discoverable by it. After 
completion of its exploratory role as cycler, it hands off to the next node in order by a simple 
flood-notification. After all nodes have assumed the role of the cycler once, each “posts” its best 
found cycle in a distributed network-wide comparison of results. Eventually, the globally best 
cycle candidate dominates everywhere. Upon thus learning of the winning candidate, the Cycler 
node that discovers this p-cycle goes on to trigger its formation as a p-cycle. All nodes on the p-
cycle update their local tables of restoration switching pre-plans to exploit the new p-cycle. The 
whole process then repeats, spontaneously without any central control, adding one p-cycle per 
iteration until a complete deployment of near-optimal p-cycles are built.  
 
In paper [7] author observed that the p-cycles generated by DCPC, many of the p-cycles have 
multiple copies. However, existing DCPC obtains only one p-cycle per iteration. The number of 
iterations required by the DCPC is equal to the number of copies of the p-cycle. This becomes 
more severe in case of heavily loaded or large networks. Therefore author proposes the modified 
DCPC (MDCPC) where all the copies of same p-cycles are identified and deployed at single 
iteration. In MDCPC, the main idea is to aggregate all the copies of the p-cycle and indicate the 
number of copies with capacity of the p-cycle. This will decrease overall running time of an 
algorithm as well as fabric requirement at each corresponding OXC’s. 
 

3. OVERVIEW AND CONTRIBUTION 
As mentioned in section-2, the DCPC searches for the available p-cycles in the current state of 
the network and selects the best scored p-cycle amongst them. Where, score is a ratio of number 
of protection provided by a p-cycle and cost of spare capacity required for constructing a p-cycle. 
However, outcome of the DCPC iteration totally depends on the state of the network. State of the 
network means unit of protection required and unit of spare capacity availability at each and every 
span of the network. In each iteration, after discovery of a global best p-cycle it will construct the 
p-cycle on the network. Construction of p-cycles means to make a cross connection at the nodes 
of a p-cycle, update the number of uncovered working links and available spare capacity of the 
corresponding spans.      
 
In the beginning of p-cycles formulations, unprotected working capacities and spare capacities 
are generally available over each and every span of the network and therefore DCPC discovers 
large p-cycles with good scores.  Since the state of the network changes after each iteration and 
therefore as the work progresses DCPC may delivers medium sized p-cycles. The noticeable 
point of the algorithm observed at the final stage is that the working capacities are unprotected 
over scattered spans. Therefore, DCPC finds local small sized p-cycles with poor score. The 
small sized p-cycles increase the spare capacity requirement and due to unavailability of spare 
capacity around the span where some working capacities remains unprotected. Generally DCPC 
terminates even if some working capacities remain unprotected and spare capacity is available 
on different part of the network. These limitations of a DCPC also reported in paper [7-8]. The 
table1 shows the same in most popular test case networks often used in analysis of p-cycles.  
 

Networks 
Working 
capacity 

Spare capacity 
provisioned 

Working capacity 
unprotected 

Spare capacity 
unused 

Net-1 2546 1766 280 302 

Net-2 984 754 102 104 

Net-3 422 300 40 50 

Net-4 316 194 16 24 

 
 TABLE 1: Performance of DCPC with different test case networks 
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In this paper, our contribution is to enhance DCPC so that it provides 100% protection of working 
capacity in case of single failure scenario. Consider the test case network shown in figure 2. The 
spans are labeled with unprotected working capacities and two p-cycles, referred as p-cycle-1 
and p-cycle-2, are depicted on the figure.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Here p-cycle-1 and p-cycle-2 are Hamiltonian and provides 33 unit of protection (13 unit on-span 
and 20 units on straddle spans) and consumes only 13 unit of spare capacity. The efficiency 
score of both p-cycles is 2.57 and therefore DCPC selects any one of the p-cycle. However, it will 
be better to select the p-cycle which has straddle spans at locations where unprotected capacities 
are more. This will balance the unprotected working capacities over the network and therefore 
more likely be able to find large sized p-cycles in further iterations of the DCPC. For example, 
sum of the unprotected working capacity of straddle span at p-cycle-1 is 65 (3 + 4 + 3 + 10 + 12 + 
7 + 6 + 6 + 8 +7) where as 84 (11 + 10 + 12 + 7 + 9 + 7 + 6 + 2 + 8 + 12) at p-cycle-2. Therefore 
selecting p-cycle-2 may provide better solution at the end of the algorithm as compared to 
selecting the p-cycle-1. 

 
4.  PROBLEM FORMATION 
The idea behind proposed work is to incorporate contribution of unprotected working capacity 
during selection of efficient p-cycles amongst available p-cycles. Since a p-cycle provides two 
protection paths for failure of straddle span and only one protection path for on-cycle span failure, 
therefore it is better to make spans as straddle spans where unprotected working capacity left is 
more and also on-cycle span where unprotected working capacities are less.  
 
The DCPC statelet has number of fields to carry the important information required for selection 
of good scoring p-cycle. The statelet fields numPaths and hopCount contains number of useful 
protection paths candidate p-cycle can provide and size of the candidate p-cycle. These two 
fields are used to calculate efficiency score of the p-cycle. DCPC does not relay any information 
regarding the number of straddle spans and on-cycle spans of a candidate p-cycle. For the same 
we have added new field with the structure of the statelet named as straddle score – sum of 
unprotected working capacity at straddle spans of the p-cycle.  Tandem node calculates and 
updates the straddle score during statelet broadcast. Here, we have presented two different 
approaches to incorporate the significance of straddle score in p-cycle selection criteria: 
Incremental and cumulative.  
 
A. Incremental Method:  Original rules of DCPC are used during statelet forwarding at tandem 
node and recording at cycler node, except in case when score of incoming statelet and available 
score both are same. In this case, the incoming statelet will be forwarded if it is better in respect 

FIGURE 2: Test case network with two Hamiltonian p-cycles 
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of straddle score. Figure 3(a) depicts the procedure to forward incoming statelet at tandem node 
in detail.  Similarly, Cycler node also accepts same score incoming statelet which is better in 
respect of straddle score. The exact working of Cycler node presented in Figure 3(b).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

B. Cumulative Method: The idea behind the proposed work is to make span straddle of the p-
cycle as per amount of its unprotected working capacity. In paper [9], author talked about 
capacity weighted (actual) efficiency of a p-cycle, which is dependent not just on the number of 
on-cycle and straddling span, but also on the working capacities of those spans.  The formula 
used for calculating actual efficiency of a p-cycle is -   

        =                                  
 

Where       is the amount of unprotected working capacity on span i at the time of calculation of 
actual efficiency. This new quantity gives us not only a guess of a p-cycle’s ability to protect 
hypothetical working capacity, but also gives us an indication of a p-cycle’s actual suitability in a 
specific working capacity state. Here our idea is to use actual efficiency of a p-cycle in place of A 
priori efficiency (AE) during statelet forwarding. The tandem node forwards the incoming statelet if 

 

FIGURE 3 : Enhanced DCPC (a) Statelet forwarding 

procedure of tandem node  (b)  Recording procedure 

of the cycler node. 

 

(a)            

 

 (b)            
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its Ew(p) score is larger than the exiting statelet score. Similarly cycler node accepts the incoming 
statelet with its p-cycle score which is larger than previously received best statelet score. 

 
5. SIMULATION AND RESULTS 
The performances of proposed modifications in DCPC are evaluated with the most popular test 
case networks shown in figure 4. In this paper we referred these test case networks by name: 
Net-1(28 nodes, 45 spans, 3.21 A.N.D.), Net-2 (19 nodes, 28 spans, 2.95 A.N.D.), Net-3 (14 
nodes, 21 spans, 3.0 A.N.D.) and Net-4(13 nodes, 23 spans, 3.54 A.N.D.). These networks are 
mostly used by researchers working in the area of p-cycles for evaluating the performance of their 
proposed work. We used most popular and efficient network simulator named as NS-2. The 
simulation test bed is supposed to have the following properties- 

 The traffic is assumed to be one unit between each node pair, i.e. unit traffic matrix.  

 The routes for working paths have been identified with shortest path Dijkstra’s algorithm, 

using hop count as metric.   

 The working capacity    on every span is equal to the total number of working paths 

passing through that span.  

 A spare capacity provisioned on each span is as per the solution of spare capacity 

optimization model. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

We have simulated the traditional DCPC which is based on A-priori Efficiency(AE) of a p-cycle, 
proposed cumulative approach based on Actual Efficiency(Ew) and Incremental approach which 
is based on AE with straddle score (AE with std_score).  The simulation results of all three 
different versions of DCPC ( AE, Ew and AE with std_score) are tabulated on table 2. The results 
of proposed algorithms are compared with the result of conventional DCPC in terms of number of 
p-cycles constructed, total protection available and utilization of spare capacity.  The results 
clearly shows that conventional DCPC-AE) is unable to provide 100 protections in all the test 
case networks. In Net-1, 11% working capacity remains unprotected even through lot of spare 
capacity remains available in the network. Similar results are observed with Net-2, Net-3 and Net-
4. This happened due to unavailability of spare capacity around the span where working capacity 

 
 

 

(a)  (b)  

FIGURE 4:  Test case networks: (a)  Net-1   (b)  Net-2    (c) Net-3    (d) Net-4 

 
(c)  (d)   
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remains unprotected. We have suggested modifications in the statelet forwarding rules to 
manage the spare capacity around the unprotected working capacity. 

Net-
works 

Total 
working 
capacity 

(WC)   

Provisioned 
spare 

capacity 
(SC)  

Total no. of p-
cycles 

constructed  

Total unprotected 
working capacity (%) 

Total unused 
spare capacity (%) 

AE Ew 
AE with  

std_score  
AE Ew 

AE with  
std_score  

AE Ew 
AE with  

std_score  

Net-1 2546 1766 92 99 102 
280 

(11.0%) 
154 

(6.0%) 
83 

(3.3%) 
302 241 272 

Net-2 984 754 44 47 49 
102 

(10.4%) 
52 

(5.3%) 
25 

(2.5%) 
104 72 99 

Net-3 422 399 20 23 24 
40 

(9.5%) 
21 

(4.7%) 
07 

(1.6%) 
149 127 139 

Net-4 316 194 16 17 18 
16 

(5.0%) 
8 

(2.5%) 
01 

(0%) 
24 20 20 

TABLE 2:  Simulation results of Incremental and Cumulative approach. 

The results of cumulative approach (Ew) clearly shows the effectiveness of new metric straddle 
score which has been considered during forwarding of the statelet. It minimizes the unprotected 
working capacity approximately half from the original DCPC, in all the test case networks. 
However, it increases the used spare capacity. Further, the results of incremental approach ( AE 
with straddle score) shows noticeable enhancement in survivability level on all the test case 
networks. In Net-1, approximately 100% protection available, whereas 96%, 97% and 98% 
protection are available in Net-1, Net-2 and Net-3 respectively.  The main contribution of the 
proposed work is that it improves the performance of DCPC protocol without much incrementing 
used spare capacity. 

 
6.  CONCLUSION 
We have explored complexity involved in the optimal design of p-cycle for the survivability of 
WDM networks. Numbers of approaches are reported in the literature where ILP is most efficient 
approach for the same. The DCPC is a distributed protocol to design optimal p-cycles in WDM 
networks. However, the DCPC enable to provide 100% protection under SCO model.  The 
proposed modifications in DCPC, by force tried to form span as straddle of the p-cycle where 
more protection is required. The cumulative approach forwards the incoming statelet based on 
actual efficiency of the corresponding p-cycle. However, Incremental approach works exactly as 
DCPC except when score of incoming statelet and existing statelet both are same. In this case, it 
forwards the incoming statelet if their straddle score is larger than straddle score of existing 
statelet. Results clearly shows that proposed approaches provides more protection as compared 
to conventional DCPC under spare capacity optimization model only by using few more spare 
capacity. The simulation results clearly shows that incremental approach provides approximately 
100% protection over Net-4 and Net-3 whereas 97-98 % over Net-2 and Net-1. The noticeable 
point is that proposed modifications increased the protection by using just more spare capacity.  

 
7. FUTURE SCOPE  
In this paper we have given an idea for selection of p-cycles to balance the unprotected working 
capacity over spans of the network. The p-cycle selection is based on their cumulative/global 
straddle score and therefore a span where more unprotected working capacity may not be 
guaranteed to become straddle of the p-cycle. So the performance of proposed algorithm may be 
enhanced by consideration of local straddle score.  
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 Abstract 

 
Firewalls play an extremely important role in today’s networks. They are present universally in 
almost every corporate network across the globe and serve to protect such networks from 
unauthorized access. The firewall is most commonly implemented as a packet filter. The packet 
filter works by comparing incoming packets against a set of predefined rules called an access 
control list (ACL). It is vital to improve the performance of packet filtering firewalls as much as 
possible. Most of the research work in this area barring a few has not focused on utilizing traffic 
characteristics to improve the performance of packet filters. In this paper, we propose a simple 
algorithm that exploits traffic behavior by utilizing incoming traffic statistics to dynamically modify 
rule ordering in access control lists. Hence repeated packets or multiple packets from the same 
source require lesser number of comparisons before a rule is matched. When testing was 
performed for the proposed work using both a simulated firewall and simulated traffic the 
performance of the firewall showed considerable improvement.  
 
Keywords: Firewall, Packet Filter, Access Control List, Rule Ordering, Traffic Characteristics.

 
 

1. INTRODUCTION 
The need for firewall arises due to the inefficiencies of encryption algorithms when it comes to 
protecting the trusted internal network from malicious packets. This is due to the fact that packets 
can be forwarded into the network whether or not they are encrypted. A firewall can be 
implemented as a separate device, a software or combination of both [1]. The firewall secures the 
trusted network by controlling access to its resources. It scrutinizes incoming and outgoing 
packets and compares their structure against a set of predefined rules called the access control 
list. The packet may then be dropped or permitted based on which rule it maps onto. Every 
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packet that attempts to enter or leave the network has to pass through the firewall. It can be said 
that the firewall acts as a gateway of the network [2 and 3].  
 
We can consider the packet to be a structure with a set number of attributes such as source port, 
destination port, source IP address and destination IP address. The firewall’s configuration will 
determine the decision to be taken for each individual packet [2]. The firewall decision takes the 
form of two possible actions- permit or deny i.e. the packets are either routed into the network or 
filtered at the firewall’s interface itself.  

 
2. SUMMARY OF COMMON FIREWALL TECHNOLOGIES 
The firewall’s most common form is the stateless packet filter. The stateless packet filter 
considers each incoming packet as an individual entity and decides whether or not to forward the 
packet based on its characteristics/ attributes only. It does not take into account any data about 
traffic history as it does not store connection state data [1]. Sometimes, the packet firewall is 
integrated into the router itself [4]. Stateless packet filter are susceptible to some forms of attack. 
For instance, they cannot detect spoofed packets [3]. 
 
A stateful packet filter keeps track of network connections. When an incoming packet is received 
on its interface, the stateful packet filter scans the packet to determine whether it is a part of an 
existing connection state or is a request for a new connection [1]. A connection request will 
usually take the form of a SYN packet- the first step in the three way handshake process. If 
neither of the two criteria is met, the packet is dropped. Stateful packet filter works on the 
assumption that packets from the same source need not be examined repeatedly as long as they 
belong to an existing connection. The stateful packet filter is considerably more efficient than its 
stateless counterpart from viewpoint of performance as not all incoming packets need to be 
compared against rules defined in the access control list. It provides a stronger level of security 
and is easy to configure [5]. The implementation complexity is however greater when compared 
to a stateless packet filter [4].  
 
Firewalls are also implemented as application level gateways (ALGs) which as the name 
suggests function at the application layer. These third generation firewall architectures are also 
called proxy servers. It acts as an intermediary between the client and the server. Hence the 
server views the ALG as the client and the client views ALG as the server. ALGs are capable of 
detecting malicious code and viruses as they scrutinize the application layer format in the packet. 
They provide a higher level of security, logging services and end to end encryption. The 
implementation complexity is however greater which leads to a considerably slower performance 
[1, 5, 6, 7] 
 
Lastly, firewalls are also employed as circuit level gateways which operate at the transport layer. 
They examine the contents of both the layer 3 and layer 4 headers to determine whether or not to 
permit the packets. When combined with a regular packet filter, it is termed as a dynamic packet 
filter. It observes and validates the formation of a TCP connection by observing the three way 
handshake process [6].  
 
Firewalls still have a few disadvantages despite rapid technological growth. It cannot prevent 
some forms of attack such as those perpetrated by those within the network itself [7]. The firewall 
also becomes ineffective if an unauthorized user has already gained access to the network’s 
resources. Hence there is a unyielding requirement to implement additional security measures 
such as encryption [6]. Another disadvantage of using a firewall as the entry and exit point of the 
network is the fact that it can potentially cause a bottleneck effect and also lead to a single point 
of failure. As the network increases in size or if there is an increase in traffic volume, the load on 
the firewall also increases [8].  
 
Some of the commonly available firewalls in the market include the Checkpoint SPLAT, Cisco’s 
adaptive security appliance and the OpenBSD packet filter all of which do an excellent job as the 
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watchman of the network. Performance analysis of these three firewalls in a lab environment has 
indicated that the Cisco ASA exhibits a better performance for TCP, UDP and HTTP throughput. 
The BSD permitted more number of concurrent connections and connections per second. The 
increasing number of regulations has led to a pressing requirement to improve firewall 
technologies [9].  

 
3. FUNCTIONING OF A STATELESS PACKET FILTER 
As stated previously, a stateless packet filter works by examining each incoming packet and 
comparing its structure against a set of predefined rules called an access control list (ACL). The 
rule in the ACL corresponding to the incoming packet will determine whether or not the packet will 
be forwarded into the network. There are two types of ACL’s that can be used to define the policy 
of the firewall- 
 
a) Standard access control lists 
b) Extended access control lists 
 
First we define a simplified structure for the packet to illustrate the working of ACLs. The 
simplified structure contains the following attributes- source IP address, destination IP address, 
source port number and destination port number. The actual packet will contain several other 
fields such as time to live and header length but such attributes are ignored here as they do not 
play any significant role in the functioning of a stateless packet filter. The following is an 
illustration of the packet’s structure- 
 
Struct packet { 
Source IP address 
Destination IP address 
Source port 
Destination port 
} 
 
The standard access list uses only one of the attributes in the above illustration- source IP 
address- to decide whether or not to forward the packet into the network. The source IP address 
of the incoming packet is compared with the rules in the standard access list sequentially until a 
match occurs or no more rules are left to compare with. In the former case, the corresponding 
action is taken on the packet- it is either permitted or dropped. In the latter case however, the 
implicit deny takes over [10]. 
 
The extended access list uses all the attributes defined in the packets structure to arrive at a 
decision. The working of the extended ACL is mostly identical to that of the standard ACL. The 
only difference between standard ACLs and extended ACLs is that extended ACLs compare 
several attributes while the standard ACL compares only the source IP address [10]. For the 
purposes of this paper, we consider a standard access control list.  
 
The command format for defining a standard access list or access control list based on a Cisco 
router is as follows: 
 
access-list [access-list number 1-99] [permits or deny] [source IP address] [wild card mask] 
 
After the access control list has been defined, it must be applied to an interface on the firewall or 
the router (which can play the role of a packet filter) in one of two possible directions- inbound or 
outbound before it can be considered functional. Usually only one access list can be applied per 
interface per direction [10]. When the ACL is applied in the outbound direction, the packet is 
forwarded to the interface where the ACL has been defined and only then compared against the 
rules defined. When the ACL has been applied in the inbound direction, then the packet is first 
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compared against the defined rules before being routed through or dropped. The following is an 
example of a smaller than regular ACL that has been defined as per the aforementioned format. 
 
1. access-list 25 permit 184.29.6.54 0.0.0.0 
2. access-list 25 deny 184.29.0.0 0.0.255.255 
3. access-list 25 permit 161.34.6.0 0.0.0.255 
4. access-list 25 deny 161.34.0.0 0.0.7.255 
5. access-list 25 permit 26.212.36.4 0.0.0.0 
6. access-list 25 permit 17.39.112.0 0.0.0.255 
 
Access list 25 defined above works as follows, 

a. Packets from the host address 184.29.6.54 are permitted but packets from the rest of the 
184.29.0.0 /16 network are denied. 

b. Packets from the 161.34.6.0 /24 network are permitted but packets from the remaining 
addresses in the 161.34.0.0 /21 network are denied. 

c. Packets from the host address 26.212.36.4 are permitted. 
d. Packets from the 17.39.112.0 /24 network are permitted. 
e. An implicit deny is enforced by default at the end of the access list. 

 
Firewall rule ordering is an important area of research and has been the subject of a few 
noteworthy papers recently. Optimizing rule order leads to a better performance, which is what 
has been attempted in this paper. However, rule ordering in access control lists cannot be 
modified indiscriminately. If rule order in an ACL is not altered correctly, it will lead to incorrect 
functioning of the firewall. This is because packet structure is compared against ACL rules 
sequentially. The following can be considered the necessary and sufficient condition for 
successfully reordering rules in an ACL- The rules in the access control list of a firewall F is 
considered to be reordered correctly, if the functioning of the firewall F remains the same before 
and after reordering is performed. 
 
This functioning of a firewall is altered when rule order is changed due to the presence of related 
rules. Related rules mean that a packet could match to more than one of the defined rules. In the 
case of the access list 25 a packet from 184.29.6.254 could match to both rules 1 and 2 in the 
access list. The order of two related rules is important only if the action of the rules differs. In the 
case of a packet, from 184.29.6.53, the actions of rule 1 and 2 (related rules) differ. The term 
dependent is used to refer two rules that have a relationship where it is necessary to maintain the 
order to comply with the security policy and avoid conflict [8].  
 
The ACL example given above has been redefined after it is reordered by interchanging rules 1, 2 
and rules 3, 4. For all purposes, the intent behind defining the access list remains the same. The 
modified access control list is shown below: 
 
1. access-list 35 deny 184.29.0.0 0.0.255.255 
2. access-list 35 permit 184.29.6.54 0.0.0.0 
3. access-list 35 deny 161.34.0.0 0.0. 7.255 
4. access-list 35 permit 161.34.6.0 0.0.0.255 
5. access-list 35 permit 26.212.36.4 0.0.0.0 
6. access-list 35 permit 17.39.112.0 0.0.0.255 
 
The reordered access control list functions as follows, 

a. All packets from the 184.29.0.0 /16 network are denied. 
b. All packets from the 161.34.0.0 /21 network are denied. 
c. Packets from the host address 26.212.36.4 are permitted. 
d. Packets from the 17.39.112.0 /24 network are permitted. 
e. An implicit deny is enforced by default at the end of the access list. 
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The intent behind defining the reordered ACL is still the same as the one behind defining the 
original ACL. But, access list 35 does not permit packets from the host 184.29.6.54 while packets 
from the same host are permitted by access list 25. This is because, when access list 25 is 
applied, the packet’s attributes are first compared against the rule access-list 25 permit 
184.29.6.54 0.0.0.0 which permits the packet into the network. However, when access list 35 is 
applied, the packet’s attributes are first compared against the rule access-list 35 deny 184.29.0.0 
0.0.255.255 which denies all packets from the 184.29.0.0 /16 network which by extension 
includes the host 184.29.6.53. 
 
The very same logic is also applicable to packets arriving from the network 161.34.6.0 /24. When 
access list 25 is applied packets from this network are permitted to enter the trusted network 
because the attributes of any packet from this network are first compared with the rule access-list 
25 permit 161.34.6.0 0.0.0.255 before the rule access-list 25 deny 161.34.0.0 0.0.7.255 which 
therefore permits the packet into the network. However when access list 35 is applied, the packet 
is first compared with the rule access-list 35 deny 161.34.0.0 0.0. 7.255 before the rule access-list 
35 permit 161.34.6.0 0.0.0.255, hence causing packets from the 161.24.6.0 /24 network to be 
dropped.  

 
4. RELATED WORK 
The motivation for optimizing firewall performance comes from the fact that the rule sets in 
firewalls can become considerably large when there is a combination of complex user 
requirements and diverse networked applications. The packet matching process is much more 
complex than a routing table lookup process as the rules perform searches over many fields in 
the packet and may also record state information. A large rule set can hence have a detrimental 
effect on the performance of the firewall [8].  
 
A good amount of research related to firewall performance optimization has been undertaken 
recently. The stateless packet filter compares the attributes of the packet against the rules in the 
access list sequentially. This is inefficient as the worst case time complexity will be proportional to 
the number of rules in the ACL. This makes the implementation less scalable. Many of the 
proposed methods include specialized data structures and even hardware based solutions. 
Hardware based methods use content addressable memories (CAM) to exploit parallelism in the 
hardware to match multiple rules in parallel. But, this method is limited to smaller firewall policies 
due to the power, size and cost limitations of CAM [11].  
 
In [12] a “Firewall compressor” algorithm is proposed to optimize performance. This algorithm 
works to minimize the overall size of the firewall policy by reducing the number of rules in the rule 
set. This minimization is achieved by analyzing the rules in terms of the search space they cover 
after which new rules are framed to cover the same search space. This usually results in many of 
the original rules being combined to produce fewer rules.  
 
According to [8], the firewall optimization problem is to reorder the rules in such a way that the 
more frequently used rules are near the top of the rule set which therefore leads to an 
improvement in performance. Hence, rules are associated with a weight that equals the number 
of matches of these rules for a representative flow of traffic. Rule dependencies are also factored 
in when reordering the rules. The algorithm initially operates on unoptimized rule set which 
contains rules associated with a weight equal to proportion of packet matches. This initial list is 
used to create a heap which contains rules sorted in the order of rule weight while disregarding 
rule dependencies. The algorithm then creates another list which is initially empty and fills it with 
rules as the algorithm executes. The algorithm executes as long as there are items in the heap 
that need to be processed and when it finishes executing, this list contains the optimized ruleset. 
 
[13] proposes a method to improve firewall packet filtering time by optimizing the order of security 
policy filtering fields for early packet rejection. The filtering fields are optimized based on traffic 
statistics. This method provides protection against denial of service (DOS) attacks that target the 
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default rule. Early packet acceptance is achieved by using a splay tree data structure which 
adjusts dynamically based on traffic flows which leads to a reduced value of matching time as 
repeated packets require lesser number of memory accesses. The proposed algorithm consists 
of a set of statistical splaying filters that use binary search on prefix length and is called: 
Statistical splaying filters with binary search on prefix length. This technique uses three levels of 
filtering to reject unwanted traffic at the earliest,  
 

1) Statistical policy filtering level for early packet rejection. At this level, for a given window 
of traffic policy fields are arranged in descending order starting with the filed with highest 
rejection rate.  

2) Field filtering level for early packet rejection and acceptance. In this level, each filtering 
field consists of a collection of hash-tables and a splay tree. 

3) Cascaded filtering level for early packet rejection. In this level, list of matched field rules 
is intersected with previously intersected matched rule list. If there are no common rules 
between the lists, the packet will be rejected as early as possible. 

 
The three filtering levels are combined together to enhance packet processing time.  
 
[14] presents a method based on histograms of packet filtering to predict packet filtering patterns 
in terms or rule and rule fields order. The mechanism is even more significant when the firewall is 
loaded with burst traffic. A method is proposed to optimize the early acceptance path as well as 
early rejection path using histograms of both packet matching rule and packet not matching rule 
fields. The algorithm calculates the histograms in terms of packet matching and non-packet 
matching probabilities on a real time segment basis. 
 
In [15], a method that segments traffic space is proposed. The traffic space is first segmented and 
the matching rate for each rule is calculated. The statistics, mean and variance are then deduced 
for a predefined window of segments. The means and variances are used to update the positions 
of the filtering rules in the security policy. The first calculated value is the matching rate which is 
the percentage of packets that matched a particular rule Ri. Multiple windows of segments are 
used to take into account the effect of past network statistics. Based on the window size and the 
number of packets, the match ratio is then calculated after which the rules are dynamically 
ordered based on a matching rate coefficient.  
 
In [11], a method to perform early rejection of unwanted flows without impacting other traffic flows 
is proposed. This method uses adaptive statistical search trees to utilize important traffic features 
and minimize the average packet matching time. The statistical properties of traffic passing 
through the firewall are considered and used for building a search tree that gives near optimum 
search time. The constructed trees for each field are combined to create an optimal statistical 
matching tree of all rules in the policy. An adaptive alphabetic tree is used to dynamically insert 
the most frequently used field values at the shortest path in the search tree leading to significant 
matching reduction for the most popular traffic. The alphabetic tree is reconstructed periodically to 
match the most recent traffic features.  
 
[16] proposes a method of using internet traffic characteristics to optimize firewall filtering policies. 

This technique utilizes some calculated statistics to adjust to the present traffic conditions by 
dynamically optimizing the ordering of the rules in the firewall. However, this work does not 
use statistics related to previous traffic flows. 
 
In [17], two techniques are proposed. The first one is termed Segment-based tree search (STS). 
This technique uses bounded Huffman trees and segmented traffic to improve the performance 
by using statistics learnt from the segments. But, this scheme has the disadvantage of having a 
large overhead associated with it for maintaining the tree. The second technique called 
Segments-based list search attempts eliminates this overhead by keeping the segments in a 
MRU (most recently used) order. This technique can be used when packet traffic is steady.  
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[18] proposes a method to eliminate redundancies in an access control list as redundancies can 
lead to degradation in performance. This paper considers two types of redundant rules- forward 
and backward. This paper considers the access control list as a linked list data structure and 
implements a mechanism to eliminate nodes that correspond to redundant rules. The proposed 
mechanism is simulated and compared with the traditional static method and the results indicate 
that considerable performance improvement can be achieved.  
 
Hereon, we use the term access lists to refer to access control lists unless mentioned otherwise.   

 
5. IMPLEMENTATION 
During the implementation, the access list was implemented using a singly linked list data 
structure for the purpose of ease of implementation even though theoretically, a splay tree or a 
height balanced tree data structure would give better results [19]. Every node in the linked list 
corresponds to one rule in the access list. When an incoming packet enters the interface where 
the access list is applied, its structure is compared against the rules in the access list by 
comparing the attributes of the packet against the corresponding attributes of each rule in the 
firewall sequentially until there is a match or the end of the list is reached. The aim here is to 
reduce the average number of comparisons required before a rules is matched by reordering 
rules based on traffic characteristics. 
 
This algorithm works on an existing access list by keeping track of the incoming packets and 
reordering the rules based on recent traffic history. The algorithm can be implemented internally 
in the firewall to execute continuously as long as incoming packets are being received on the 
firewall’s interface. The working of this algorithm is transparent from the view point of firewall 
administrators.  
 

5.1 Proposed Algorithm 
We define the following data types, functions and structures for our algorithm. 
 
List- A standard access list defined as a linked list with m nodes each representing one of the 
rules in the list.  
Packet- A structure which represents a packet 
Rule- A node in the linked list List which corresponds to one of the rules in the access list 
Integer count- Counter value indicating the number of packets received since the last time the 
access list was reordered. Count reaches a maximum threshold value n after being incremented 
each time the algorithm is executed. This maximum value represents the size of the window of 
packets whose characteristics are used to dynamically reorder the access list.  
Reorder (List L) – Function that dynamically reorders the access list List L based on recent 
traffic characteristics.  
Update () –Function that keeps track of recent traffic characteristics.  
Compare (Packet P, Rule R) - Function that compares the attributes of the incoming Packet P 
with the attributes of Rule R.  
Perform-Action (Rule R) - Function that performs the action corresponding to Rule R. It then 
sets FLAG=1;  
 
Initially List L has m rules and the count value is initialized to 0 and FLAG=0.  The structure of 
the Packet and structure of a Rule in the List L are illustrated below.  
 
Struct Packet { 
Source port number; 
Source IP address; 
Destination port number; 
Destination IP address; 
} 
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Struct Rule { 
Source IP address range; 
Wildcard Mask; 
Action; 
} 
 
Algorithm dynamic-reorder (Packet Pi) { 
For (every Rule R in List L) { 
 Compare (Pi, R); 
 If Rule R matches with Packet Pi { 
  Perform-Action (R);  
  Break; 
 } //end of if 
 Else continue; 
} //end of Loop 
If FLAG is equal to 0 Perform-Action (Deny); 
Count++; 
Update (); 
If count equals threshold value { 
 Reorder (L); 
 Count=0; 
} //end of If 
FLAG=0; 
} //end of Algorithm dynamic-reorder 
 
The algorithm dynamic-reorder takes as input the Packet Pi. The attributes of the packet are then 
compared with the attributes of every Rule R in List L. If there is a match, then the corresponding 
action is performed with the Perform-Action function. If none of the rules in the List L match the 
incoming Packet Pi, then the packet is dropped by implicit deny. The counter Count is then 
incremented and the Update function is executed. The Update function performs the necessary 
operations and keeps track of recent traffic characteristics. Once Count reaches or exceeds a 
particular threshold value the order of rules in List L is changed by reordering the Rule nodes to 
reflect traffic characteristics of last window of packets. After the Reorder function finishes 
execution, the rules at the beginning of the access list will correspond to packets that were more 
commonly seen. The following access list is defined to provide a practical illustration of the 
algorithm.  
 
 

 
 

FIGURE 1: Sample Access List- Initial. 
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FIGURE 2 represents this access list as a singly linked list. The numbering of the nodes 
corresponds to the rules in the access list.  
 
 

 
 

FIGURE 2: Access list as a linked list. 

 
The reasoning behind the algorithm is that, if there are n rules in the access list, the distribution of 
incoming packets will not be even i.e. it is incorrect to assume that percentage of incoming 
packets corresponding to each rule will be 100/n. In real world scenarios, the distribution of 
incoming packets will be uneven and in some cases extremely biased towards a few particular 
rules. We define the following incoming packet distribution for the above access list.  
 

 
 

FIGURE 3: Incoming Packet distribution for sample access list. 

 
If the size of the window was assumed to n and x packets were to be generated according to the 
distribution in FIGURE 3 where x >> n, then for each incoming Packet Pi, the dynamic-reorder 
algorithm compares the packet’s attributes against the attributes of each rule in FIGURE 1 and 
FIGURE 2 (both represent same list) until a match occurs. The corresponding action is performed 
by the perform-action function after which the update function updates the internal database 
based on incoming packet’s characteristics. Finally, once the number of incoming packets 
exceeds the window size, the Reorder function executes and dynamically changes the ordering of 
the nodes in the list and by extension the ordering of the rules. The access list in FIGURE 1 will 
be modified as shown in FIGURE 4 after dynamic-reorder finishes executing. The rule 
numbering has been retained from FIGURE 1 for ease of understanding. This should in theory 
lead to a reduced value for average number of comparisons before rule match.  
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FIGURE 4: Sample Access list after being modified by dynamic-reorder algorithm. 

 
5.2 Testing Setup and Process 
An access list with ten rules was defined for the implementation phase. All these rules were 
defined to be independent of each other i.e. the correct functioning of the firewall is not affected 
by the ordering of the rules. The access list is shown in FIGURE 4. Both C and Java 
programming were used for implementing this algorithm. We simulated the generation of 200000 
packets. These 200000 packets were divided into 4 groups of 50000 packets with each group 
corresponding to one of the following scenarios expressed in FIGURE 4. Scenario 1 is applicable 
for the first 50000 packets, scenario 2 for the next 50000 packets and so on.  
 
 

 
 

FIGURE 5: Access list defined for testing. 
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FIGURE 6: Packet distribution for the four scenarios. . 

 
The average number of comparisons required per packet before a rule was matched was 
calculated for the above four scenarios both with and without using the dynamic-reorder 
algorithm. For the dynamic-reorder algorithm, the windows size was considered to be 5000 
packets.  
 
For both the cases, the average number of comparisons per packet was first calculated and then 
averaged out over 10000 iterations of the simulation. The comparison is performed between two 
simulated firewalls- one that does not implement any optimization technique and one that 
employs the dynamic-reorder algorithm. The following formula was defined to calculate the 
average number of comparisons.  
 
Average number of comparisons per packet= Total number of comparisons / Total number of 
packets.  
 
The average number of comparisons is represented symbolically as Cavg 
 
To reduce implementation complexities and difficulties, the following assumptions were made, 
 

1) There is no rule dependency in the access list 
2) None of the incoming packets go unmatched i.e. each incoming packet is matched 

successfully to at least one rule.  

 
6. RESULTS 
The following results were observed after the implementation, 
 

a) When the Cavg value was computed without implementing the dynamic-reorder 
algorithm it was found to be 6.095 after all 200000 packets were generated. 

b) When the Cavg value was computed after implementing the dynamic-reorder algorithm it 
was found to be 4.49 after all 200000 packets were generated. 

 
The ordering of rules after each set of 50000 packets is shown in FIGURE 6.  
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FIGURE 7: Order of rules in the access list after each window of packets were generated. 

 
 

 
 

FIGURE 8: Comparison of Cavg before and after implementing dynamic-reorder algorithm. 

 
7. ANALYSIS AND DISCUSSION 
The importance of improving firewall performance cannot be understated. The firewall is the 
guard of the network and protects it from intruders. However, its presence also causes some 
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inconvenience to hosts within the trusted network. This is caused because of the negative impact 
of the firewall on the overall performance of the network. The presence of the firewall implies that 
all packets entering and leaving the network has to pass through it. Each packet is queued up in 
the firewall’s buffer until it has been matched to a rule in the access control list thus slowing down 
the rate of transmission. This effectively means that the bandwidth of the network is not being 
utilized to its fullest.  
 
The process of matching the packet with a rule in the access list is in effect an overhead that 
needs to be reduced. While research in this area may not lead to substantial reductions in the 
Cavg value, even a small reduction can have a great impact on the performance of the network. 
This gain in performance can be realized if we bring into perspective that most corporate 
networks have millions of packets traversing through their infrastructure at any point of time. 
Thus, even a minor improvement in this criterion can lead to a better overall performance of the 
network. For example, if we assume that there are a million packets in the network and each 
comparison takes one hundredths of a second, then a reduction in the Cavg by a value of one, 
leads to an overall decrease of the number of comparisons by one million and the total time taken 
reduces by about five and a half hours. That is a substantial improvement which can be 
perceptible to users of the network.  
 
After the implementation was completed successfully, the immediate observations clearly 
indicated that the Cavg value when dynamic-reorder algorithm was not implemented was about 
35% higher than when dynamic-reorder was implemented. The Cavg value when dynamic-
reorder is applied is about 73% of the value when it is not applied. Hence, a considerable 
improvement in performance is obtained when the dynamic-reorder algorithm is implemented 
compared to the case where only a static approach is used. 

 
8. FUTURE WORK 
There is a lot of scope for undertaking further research in the field of network security especially 
in firewalls and VPNs. There is a pressing requirement to improve the performance of the firewall. 
There are several aspects that can be given serious consideration for research such as removing 
rule redundancy, reducing impact of burst traffic and reducing the number of rules in firewall 
policies by combining two or more of them. Also, in this paper the results were obtained through 
continually running simulations in a lab environment. It would be of interest to us to test our 
algorithm in a production network and verify its impact on the performance. Such research will be 
the subject of our future work.  

 
9. CONCLUSION 
Firewalls play an increasingly important role in modern day networks across the world. Hence 
there is a strong motivation to improve firewall performance by optimizing rule order to reduce the 
average number of comparisons required before a rule is matched successfully and by extension, 
reduce the time required. This motivation arises due to the fact that traffic distribution is not 
uniform. Static ordering of firewall rules does not take packet traffic characteristics into account. A 
good amount of research has been done in this area recently and this paper attempts to add to 
this. In this paper, we proposed a method to dynamically reorder rule in an access list to improve 
firewall performance. The results based on the simulation of our algorithm clearly indicated that 
considerable performance improvement could be obtained by implementing the proposed 
dynamic-reorder algorithm.  
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