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Abstract 

 
This research work proposes a new intelligent segmentation technique for 
functional Magnetic Resonance Imaging (fMRI). It has been implemented using 
an Echostate Neural Network (ESN). Segmentation is an important process that 
helps in identifying objects of the image. Existing segmentation methods are not 
able to exactly segment the complicated profile of the fMRI accurately. 
Segmentation of every pixel in the fMRI correctly helps in proper location of 
tumor. The presence of noise and artifacts poses a challenging problem in proper 
segmentation. The proposed ESN is an estimation method with energy 
minimization. The estimation property helps in better segmentation of the 
complicated profile of the fMRI. The performance of the new segmentation 
method is found to be better with higher peak signal to noise ratio (PSNR) of 61 
when compared to the PSNR of the existing back-propagation algorithm (BPA) 
segmentation method which is 57.  
 

Keywords: Echo state neural network, Intelligent segmentation, functional magnetic resonance imaging, 

Back-propagation algorithm, Feature Extraction, Peak signal to noise ratio 

 
 

1.  INTRODUCTION 
Medical imaging plays a vital role in the field of bio-medical engineering. Some of the organs of 
the human body require non-invasive approach to understand the defects such as tumor, cancer 
in different parts of the body. Study and analysis of brain are done through the images acquired 
by various modalities like X-ray, Computer Tomography (CT), Positron Emission Tomography 
(PET), Ultrasound (US), Single Photon Emission Computed Tomography (SPECT) etc. The 
present day to day study of brain is much preferred through functional magnetic resonance 
imaging (fMRI). The acquired fMRI image need to be preprocessed, registered and segmented 
for understanding the defects in the brain by physician. Current tomographic technologies in 
medical imaging enable studies of brain function by measuring hemodynamic changes related to 
changes in neuronal activity. The signal changes observed in functional magnetic resonance 
imaging (fMRI) are mostly based on blood oxygenation level dependent (BOLD) contrast and are 
usually close to the noise level. Consequently, statistical methods and signal averaging are 
frequently used to distinguish signals from noise in the data. In most fMRI setup, images are 
acquired during alternating task (stimulus) and control (rest) conditions. 
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Automatic tissue segmentation approaches for 3D magnetic resonance images for brain have 
been developed under three broad algorithms, namely classification-based, region-based and 
contour-based approaches. Anatomical knowledge, used appropriately, boost the accuracy and 
robustness of the segmentation algorithm. MRI segmentation strive toward improving the 
accuracy, precision and computation speed of the segmentation algorithms [10]. 
 
Statistical methods are used for determining non-parametric thresholds for fMRI statistical maps 
by resampling fMRI data sets containing block shaped BOLD responses. The complex 
dependence structure of fMRI noise precludes parametric statistical methods for finding 
appropriate thresholds. The non-parametric thresholds are potentially more accurate than those 
found by parametric methods. Three different transforms have been proposed for the resampling: 
whitening, Fourier, and wavelet transforms. Resampling methods based on Fourier and wavelet 
transforms, which employ weak models of the temporal noise characteristic, may produce 
erroneous thresholds. In contrast, resampling based on a pre-whitening transform, which is driven 
by an explicit noise model, is robust to the presence of a BOLD response [9]. 
 
A commonly used method based on the maximum of the background mode of the histogram, is 
maximum likelihood (ML) estimation that is available for estimation of the variance of the noise in 
magnetic resonance (MR) images. This method is evaluated in terms of accuracy and precision 
using simulated MR data. It is shown that this method outperforms in terms of mean-squared-
error [11]. 
 
A fully automated, parametric, unsupervised algorithm for tissue classification of noisy MRI 
images of the brain has been done. This algorithm is used to segment three-dimensional, T1-
weighted, simulated and real MR images of the brain into different tissues, under varying noise 
conditions [12]. Parametric and non-parametric statistical methods are powerful tools in the 
analysis of fMRI data [7]. 
 
Probabilistic approaches to voxel based MR image segmentation identify partial volumetric 
estimations. Probability distributions for brain tissues is intended to model the response function 
of the measurement system [8]. Maximum Posterior Marginal (MPM) minimization and Markov 
Field [13] were used for contextual segmentation. Functional MRI segmentation using fuzzy 
clustering technique is proposed for objective determination of tumor volumes as required for 
treatment monitoring. A combination of knowledge based techniques and unsupervised 
clustering, segment MRI slices of the brain. Knowledge based technique is essential both in time 
and accuracy to expand single slice processing into a volume of slices [14]. 
 
A method for semiautomatic segmentation of brain structures such as thalamus from MRI images 
based on the concept of geometric surface flow has been done. The model evolves by 
incorporating both boundary and region information following the principle of variational analysis. 
The deformation will stop when an equilibrium state is achieved [15]. Energy minimization 
algorithm provides a high quality segmentation due to region homogeneity and compactness. The 
graph algorithm for multiscale segmentation of three dimensional medical data sets has been 
presented [4]. 

 
2. PROBLEM DEFINITION 
 
The proposed method focuses on a new segmentation approach using energy minimizing echo 
state neural network. Due to the complicated profiles of the brain, the new method helps in 
segmenting the profiles by learning the different states of the profile of fMRI. Statistical features 
are calculated from the fMRI. These features are learnt by the training phase of the ESN. The 
learnt weights are further used for segmentation of the fMRI during the testing phase. 
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3. ECHO STATE NEURAL NETWORK (ESN) 
 
Artificial neural networks are computing elements which are based on the structure and function 
of the biological neurons [2]. These networks have nodes or neurons which are described by 
difference or differential equations. The nodes are interconnected layer-wise or intra-connected 
among themselves. Each node in the successive layer receives the inner product of synaptic 
weights with the outputs of the nodes in the previous layer [1]. The inner product is called the 
activation value. 
 
Dynamic computational models require the ability to store and access the time history of their 
inputs and outputs. The most common dynamic neural architecture is the time-delay neural 
network (TDNN) that couples delay lines with a nonlinear static architecture where all the 
parameters (weights) are adapted with the back propagation algorithm (BPA). Recurrent neural 
networks (RNNs) implement a different type of embedding that is largely unexplored. RNNs are 
perhaps the most biologically plausible of the artificial neural network (ANN) models. One of the 
main practical problems with RNNs is the difficulty to adapt the system weights. Various 
algorithms, such as back propagation through time and real-time recurrent learning, have been 
proposed to train RNNs. These algorithms suffer from computational complexity, resulting in slow 
training, complex performance surfaces, the possibility of instability, and the decay of gradients 
through the topology and time. The problem of decaying gradients has been addressed with 
special processing elements (PEs). 
 
The echo state network, Figure 1, with a concept new topology has been found by [3]. ESNs 
possess a highly interconnected and recurrent topology of nonlinear PEs that constitutes a 
“reservoir of rich dynamics” and contain information about the history of input and output patterns. 
The outputs of this internal PEs (echo states) are fed to a memory less but adaptive readout 
network (generally linear) that produces the network output. The interesting property of ESN is 
that only the memory less readout is trained, whereas the recurrent topology has fixed connection 
weights. This reduces the complexity of RNN training to simple linear regression while preserving 
a recurrent topology, but obviously places important constraints in the overall architecture that 
have not yet been fully studied. 
 
The echo state condition is defined in terms of the spectral radius (the largest among the absolute 
values of the eigenvalues of a matrix, denoted by ( || || ) of the reservoir’s weight matrix (|| W || < 
1)). This condition states that the dynamics of the ESN is uniquely controlled by the input, and the 
effect of the initial states vanishes. The current design of ESN parameters relies on the selection 
of spectral radius. There are many possible weight matrices with the same spectral radius, and 
unfortunately they do not all perform at the same level of mean square error (MSE) for functional 
approximation. 

 

ESN is composed of two parts [5]: a fixed weight (|| W || < 1) recurrent network and a linear 
readout. The recurrent network is a reservoir of highly interconnected dynamical components, 
states of which are called echo states. The memory less linear readout is trained to produce the 
output [6]. Consider the recurrent discrete-time neural network given in Figure 1 with M input 
units, N internal PEs, and L output units. The value of the input unit at time n is 
 

 u (n) = [u1 (n), u2(n), . . . , uM(n)]
T
 ,   

 
The internal units are  x(n) = [x1(n), x2(n), . . . , xN(n)]

T
 , and 

 
output units are y(n) = [y1(n), y2(n), . . . , yL (n)]

T
.  
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FIGURE 1: An echo state neural network 

 

The connection weights are given  

• in an (N x M) weight matrix 
back

ij

back
WW =  for connections between the input 

and the internal PEs,  

• in an N × N matrix 
in

ij

in
WW =  for connections between the internal PEs  

• in an L × N matrix 
out

ij

out
WW =  for connections from PEs to the output units and 

• in an N × L matrix 
back

ij

back
WW =  for the connections that project back from the 

output to the internal PEs.  

The activation of the internal PEs (echo state) is updated according to  

x(n + 1) = f(W
in
 u(n + 1) + Wx(n) +W

back
y(n)),       (1) 

where 

 f = ( f1, f2, . . . , fN) are the internal PEs’ activation functions.  

All fi’s are hyperbolic tangent functions
xx

xx

ee

ee
−

−

+

−
. The output from the readout network is 

computed according to 

y(n + 1) = f
out

(W
out

x(n + 1)), .        (2) 

where  
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out

L

out

2

out

1

out
=  are the output unit’s nonlinear functions. The training and testing 

procedures are given in section 5. 

 

4. PROPOSED METHOD FOR INTELLIGENT SEGMENTATION 

In this work, much concentration is done for improving segmentation of fMRI by implementing the 
ESN. Figure 2 illustrates the sequence of steps involved in fMRI intelligent segmentation. 
Acquiring the image is done through standard fMRI equipment. The image is preprocessed to 
make sure that the noise is removed. Removal of noise is mostly preferred by using adaptive 
filtering methods. Depending on the severity of noise, the internal parameters of the filtering 
method can be fine tuned. Contrast enhancement of the image is done to have better clarity of 
the image. 

 
FIGURE 2: Schematic diagram of the Intelligent segmentation 

 
This process is very important for further study of the fMRI slices. The ESN is initialized with 
random weights. The statistical features obtained from the FMRI are used to train the ESN. The 
process of training is used to obtain set of trained weights. Testing of ESN is done for fMRI 
segmentation using the trained weights. 

 
5. IMPLEMENTATION OF SEGMENTATION USING ESN 
Training of ESN to obtain trained weights 
Step 1: Find the statistical features of the registered image 
Step 2: Fix the target values(labeling) 
Step 3: Set the no. of inputs, no. of reservoirs , no. of outputs 
Step 4: Initialize weight matrices- no. of reservoirs versus no. of inputs, no.of outputs versus no. 

of reservoirs, no. of reservoirs versus no. of reservoirs  
Step 5: Initialize temporary matrices. 
Step 6: Find values of matrices less than a threshold 
Step 7: Apply heuristics by finding eigenvector of updated weight matrices. 
Step 8: Create network training dynamics and store the final weights. 
 
Implementation of ESN for segmentation of fMRI using the trained weights of 
ESN 
Step 1: Read the trained weights 
Step 2: Input the statistical features of fMRI. 
Step 3: Process the inputs and fMRI 
Step 4: Apply transfer function 
Step 5: Find the next state of the ESN. 
Step 6: Apply threshold and segment the image 
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6.  EXPERIMENTAL SETUP 
 

The fMRI was obtained with standard setup conditions. The magnetic resonance imaging 
of a subject was performed with a 1.5-T Siemens Magnetom Vision system using a gradient-echo 
echoplanar (EPI) sequence (TE 76 ms, TR 2.4 s, flip angle 90 , field of view 256 - 256 mm, matrix 
size 64 * 64, 62 slices, slice thickness 3 mm, gap 1 mm), and a standard head coil. A 
checkerboard visual stimulus flashing at 8 Hz rate (task condition, 24 s) was alternated with a 
visual fixation marker on a gray background (control condition, 24 s).  

 
7. RESULTS AND DISCUSSION 
 

In Figure 3, some of the fMRI sequences have been displayed for clarity.  

 
 

FIGURE 3: fMRI sequences 

 

The image numbered (2) is considered for analyzing the performance of segmentation by 
ESN algorithm. As the initial image is affected with electronic noise, it has been adaptively filtered 
to remove the noise and subsequently registered. 
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(a) Source-1 

(b) Source-1 filtered 

(c) BPA segmentation 

(d) ESN segmentation 

FIGURE 4: Segmentation of fMRI –Sequence of outputs 

 
For the comparison of the segmentation performances of the ESN, BPA segmentation is taken as 
the reference, since BPA is the oldest neural network method used earlier for image 
segmentation. The segmented image through BPA is shown in Figure 4(c). Similarly the 
segmented image using ESN is shown in Figure 4(d). 

 
One of the important segmentation performance comparison is PSNR. The PSNR is 

expressed as 
               PSNR = 10*log10 (255*255/MSE) ………………..….    . (3) 

MSE= ∑ (Original  image –segmented image)
2

 

where  
MSE is the mean squared error 
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FIGURE 5: Comparison performance of ESN and BPA 

Figure 5 shows peak signal to noise ratio for different threshold used in both the BPA and 
ESN algorithms. The PSNR values starts with minimum 57 and goes upto approximately 61. The 
range of PSNR for the segmented image using BPA is 57 to 58. The PSNR value for the 
segmented image by ESN ranges from 60 to 61. The maximum PSNR value is obtained in case 
of ESN segmentation is for threshold of 0.01 with 60.58. In case of segmentation by BPA, the 
maximum PSNR is only 57.9 for the threshold of 0.07. By comparison, the maximum PSNR is 
obtained at lower threshold for the ESN algorithm. The PSNR can be further improved by further 
modifying the ESN algorithm in terms of number of nodes I the hidden layer. 

 

 
 

FIGURE 6: Training performance of the ESN 
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The Figure 6 shows the ESN estimation and the corresponding input patterns. The estimate is 
based on the number of reservoirs used during the training process. 
 

8. CONCLUSION 
 

The fMRI segmentation has been done with a recurrent ESN that stores the different 
states of fMRI. The PSNR value for this method is 60.6867. whereas, the PSNR value for the 
segmentation done by back-propagation algorithm is 55.67. The work can be further extended by 
incorporating modifications of internal states in ESN and fine tuning the noise filtering methods. 
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Abstract 

 
Salient points are locations in an image where there is a significant variation with 
respect to a chosen image feature. Since the set of salient points in an image 
capture important local characteristics of that image, they can form the basis of a 
good image representation for content-based image retrieval (CBIR). Salient 
features are generally determined from the local differential structure of images. 
They focus on the shape saliency of the local neighborhood. Most of these 
detectors are luminance based which have the disadvantage that the 
distinctiveness of the local color information is completely ignored in determining 
salient image features. To fully exploit the possibilities of salient point detection in 
color images, color distinctiveness should be taken into account in addition to 
shape distinctiveness. This paper presents a method for salient points 
determination based on color saliency. The color and texture information around 
these points of interest serve as the local descriptors of the image. In addition, 
the shape information is captured in terms of edge images computed using 
Gradient Vector Flow fields. Invariant moments are then used to record the 
shape features. The combination of the local color, texture and the global shape 
features provides a robust feature set for image retrieval. The experimental 
results demonstrate the efficacy of the method. 
 
Keywords: Color saliency, Local descriptors, Gradient vector flow field. 

 
 

1. INTRODUCTION 

Content-based image retrieval (CBIR) [1,2,3,4] is a technique used for extracting similar images 
from an image database. The most challenging aspect of CBIR is to bridge the gap between low-
level feature layout and high-level semantic concepts. In CBIR applications, the user typically 
provides an image (or a set of images) with no indication of which portion of the image is of 
interest.  Thus a search in classical CBIR often relies upon a global view of the image. Localized 
CBIR [6] has been defined as a task where the user is only interested in a portion of the image 
and the rest is irrelevant. 
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To capture the local characteristics of an image, many CBIR systems either subdivide the image 
into fixed blocks [13,14], or more commonly partition the image into different meaningful regions 
by applying a segmentation algorithm [2,3,4]. In both the cases, each region of the image is 
represented as a feature vector of feature values extracted from the region. Other CBIR systems 
extract salient points (also known as interest points) [10,11,12], which are locations in an image 
where there is a significant variation with respect to a chosen image feature. With salient point 
methods, there is one feature vector created for each salient point. These representations enable 
a retrieval method to have a representation of different local regions of the image, and thus these 
images can be searched based on their local characteristics. 
 
Usually the performance of a segmentation based method depends highly on the quality of the 
segmentation. Especially, a segmentation based representation usually measures features on a 
per-segment basis, and the average features of all pixels in a segment are often used as the 
features of that segment [3,4]. Therefore, this representation requires high quality segmentations 
because small areas of incorrect segmentation might make the representation very different from 
that of the real object. Moreover, the incorrect segmentation also hampers the shape analysis 
process. The object shape has to be handled in an integral way in order to be close to human 
perception. Shape has been extensively used for retrieval systems [8,9]. 
 
The salient point methods for retrieval assign features to a salient point based on the image 
features of all the pixels in a window around the salient point. Traditionally salient point detectors 
for CBIR often use the luminance component of the image for salient point computation, and thus, 
ignore the color information. The disadvantage of this method is that the salient points often 
gather at textured portions of the image or on the edges where the change of intensity is 
significant, so that many salient points capture the same portion of the image. This motivated us 
to develop a technique for image retrieval that uses color distinctiveness in determining the 
salient points and also that uses shape features in terms of the object edges. Different sized 
windows are used to capture the texture and color information around the salient points. Gradient 
Vector Flow (GVF) fields [7] are used to compute the edge image, which will capture the object 
shape information. GVF fields give excellent results in determining the object boundaries 
irrespective of the concavities involved. Invariant moments are used to serve as shape features. 
The combination of these features forms a robust feature set in retrieving applications. The 
experimental results are compared with those in [3,4]. 
 
The section 2 outlines the system overview and proposed method. The section 3 deals with 
experimental setup. The section 4 presents results. The section 5 presents conclusions. 

2. SYSTEM OVERVIEW AND PROPOSED METHOD 

The schematic block diagram of the proposed system based on color salient points is shown in 
Fig 1. 
 

 

FIGURE 1: Overview of the proposed system. 
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2.1 COLOR DISTINCTIVENESS 
 
The efficiency of salient point detection depends on the distinctiveness of the extracted salient 
points. At the salient points’ positions, local neighborhoods are extracted and described by local 
image descriptors. The distinctiveness of the descriptor defines the conciseness of the 
representation and the discriminative power of the salient points. The distinctiveness of points of 
interest is measured by its information content. Most salient point detectors focus on two 
dimensional structures, such as corners, which are stable and distinctive at the same time. Color 
is also considered to play an important role in attributing image saliency. In our approach, the 
color saliency is based on the work reported in [16]. To achieve the color saliency, the color axes 
are rotated followed by a rescaling of the axis and, the oriented ellipsoids are transformed into 
spheres. Thus, the vectors of equal saliency are transformed into vectors of equal length. Fig. 2 
shows the salient points detected using the Harris corner detector [12] and the proposed method. 
The salient points are circled in yellow and blue for Harris detector and the proposed method, 
respectively. The Harris detector detects points based on black and white events, while the 
proposed method uses color saliency to detect the events. It can be seen from the figure that the 
Harris detector detects salient points that typically cluster around textured areas, while the 
proposed method spreads them according to color saliency. In our experiments we have 
considered 30 salient points. The texture features were captured in a window of size 9 x 9 around 
every salient point and the color features in a window of size 3 x 3 around each salient point. The 
Fig. 3 illustrates this process. The procedure for computation of features is discussed in section 3. 
 
2.2 SHAPE 
 
Shape information is captured in terms of the edge image of the gray scale equivalent of every 
image in the database. We have used gradient vector flow (GVF) fields to obtain the edge image 
[7]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 2:  (a) Harris Corner Detector. (b) Proposed Method. 
 

2.2.1 GRADIENT VECTOR FLOW: 
 
Snakes, or active contours, are used extensively in computer vision and image processing 
applications, particularly to locate object boundaries. Problems associated with their poor 
convergence to boundary concavities, however, have limited their utility. Gradient vector flow 
(GVF) is a static external force extensively used in active contour method.  GVF is computed as a 
diffusion of the gradient vectors of a grey-level or binary edge map derived from the images.  
The GVF uses a force balance condition given by  
 

                        
0

)(

int =+ p

extFF
  

, where  Fint is the internal force and  Fext
(p)

 is the external force. 
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The external force field 
),(

)(
yxVF

p

ext =
 is referred to as the GVF field. The GVF field ),( yxV  

is a vector field given by 
)],(),,([),( yxvyxuyxV =

 that minimizes the energy functional 
 

dxdyfVfvvuu yxyx

222222
)( ∇−∇++++= ∫∫ µε

 
 
           This variational formulation follows a standard principle, that of making the results smooth 

when there is no data. In particular, when  
f∇

 is small, the energy is dominated by the sum of 
squares of the partial derivatives of the vector field, yielding a slowly varying field. On the other 

hand, when 
f∇

 is large, the second term dominates the integrand, and is minimized by setting 

fV ∇=
. This produces the desired effect of keeping  V nearly equal to the gradient of the edge 

map when it is large, but forcing the field to be slowly-varying in homogeneous regions. The 

parameter µ is a regularization parameter governing the tradeoff between the first term and the 

second term in the integrand.  
 
 
The algorithm for edge image computation is given below: 
Algorithm: (edge image computation) 

1. Read the image and convert it to gray scale. 
2. Blur the grey scale image using a Gaussian filter. 
3. Compute the gradient map of the blurred image. 

4. Compute GVF. (100 iterations and 2.0=µ ) 

5. Filter out only strong edge responses using σk , where  σ  is the standard deviation of 
the GVF. (k – value used is 2.5) 

6. Converge onto edge pixels satisfying the force balance condition yielding edge image. 
 
 
 
 

 

 

 

FIGURE 3: Feature Computation Process 
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3. EXPERIMENTAL SETUP 

 
(a)  Data set: Wang's [5] dataset consists of 1000 Corel images with ground truth. The image set 
comprises 100 images in each of 10 categories. 
 
(b)  Feature set: Texture and color features are explained below. 
 
Texture:  Gabor filter responses are used as texture features. 6 orientations and 4 scales are 
considered for this purpose [17]. A window of size 9 x 9 around every salient point is considered 
to capture the local texture features. First and second order statistical moments of the 24 filter 
responses, on the L component of the CIE-Lab space for the image, serve as the texture 
features.  The responses were normalized over the entire image database. 
 
Color: The first and second order statistical moments of the color bands, a and b, in the CIE-Lab 
color space of the image, are computed around every salient point within a window of size 3 x 3, 
as color features.  
 
A total of 52 features are computed for each salient point. A total of 30 salient points are 
considered. Going beyond 30 salient points, did not yield considerable improvement in retrieval 
result worth the computational overheads involved.  
 
The overall similarity distance Dj for the j

th
 image in the database is obtained by linearly 

combining the similarity distance of each individual feature: 
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 , with  Sj(fi) = (xi – qi)
T(xi-qi),  j = 1,…,N and i=1,…,M, where N is the total number of images 

in the database and M the total number of color and texture features. The low level feature 
weights wi for color and texture are set to be equal. 
  
Shape: Translation, rotation, and scale invariant one-dimensional normalized contour sequence 
moments are computed on the edge image [15]. The gray level edge images of the R, G and B 
individual planes are taken and the shape descriptors are computed as follows: 
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and  z(i)  is set of Euclidian distances between centroid and all N boundary pixels. 
 
A total of 12 features result from the above computations. In addition, moment invariant to 
translation, rotation and scale is computed on R, G and B planes individually considering all the 
pixels [15]. The transformations are summarized as below: 
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The above computations will yield an additional 3 features amounting to a total of 15 features. 
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Canberra distance measure is used for similarity comparison in all the cases. It allows the feature 
set to be in unnormalized form and is given by: 

∑
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, where x and y are the feature vectors of database and query image, respectively, of dimension 
d. The distance between two images is computed as D =  D1+ D2 where D1 is the distance 
computed using color and texture information around the salient points and  D2 is the distance 
resulting from shape comparison.. 

4. EXPERIMENTAL RESULT 

 
The experiments were carried out as explained in the sections 2 and 3. 
 
The results are benchmarked with standard systems namely, SIMPLIcity and FIRM,  using the 
same database as in [3,4]. The quantitative measure defined is average precision as explained 
below: 

∑
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 , 
where p(i) is precision of query image i, ID(i) and ID(j) are category ID of image i and j 
respectively, which are in the range of 1 to 10. The r(i,j) is the rank of image j (i.e. position of 
image j in the retrieved images for query image i , an integer between 1 and 1000). 
 
This value is the percentile of images belonging to the category of image i in the first 100 
retrieved images. 
 
The average precision pt for category t (1≤ t ≤ 10)  is given by 
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The results are tabulated in Table 1. The results of retrieval obtained using the Harris corner 
detector are also provided for the sake of comparison. In most of the categories our proposed 
method has performed at par or better than other systems. The results are considerably improved 
by considering color saliency in salient point detection as compared to grey scale salient points 
detected by Harris corner detector. 
 

6.  CONCLUSION 

 
We have proposed a novel method for image retrieval using color, texture and shape features. 
Salient points based on color saliency are computed on the images. Texture and color features 
are extracted from fixed sized windows around these salient points to serve as local descriptors. 
Gradient vector flow fields are used to extract edge images of objects. Invariant moments are 
used to describe the shape features. A combination of these local color, texture and global shape 
features provides a robust set of features for image retrieval. The experiments using the Corel 
dataset demonstrate the efficacy of this method. 
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Proposed Method Class SIMPLIcity 
[4] 

FIRM 
[3] 

With salient 
points detected 
by Harris Corner 

Detector 

With color 
salient points 

Africa .48 .47 .40 .48 

Beaches .32 .35 .31 .34 

Building .35 .35 .32 .33 

Bus .36 .60 .44 .52 

Dinosaur .95 .95 .92 .95 

Elephant .38 .25 .28 .40 

Flower .42 .65 .58 .60 

Horses .72 .65 .68 .70 

Mountain .35 .30 .32 .36 

Food .38 .48 .44 .46 

 
TABLE 1: Comparison of average precision obtained by proposed method with other standard 

retrieval systems SIMPLIcity and FIRM. 
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Abstract 

 
This paper presents the application of multi dimensional feature reduction of 
Consistency Subset Evaluator (CSE) and Principal Component Analysis (PCA) 
and Unsupervised Expectation Maximization (UEM) classifier for imaging 
surveillance system. Recently, research in image processing has raised much 
interest in the security surveillance systems community. Weapon detection is one 
of the greatest challenges facing by the community recently. In order to 
overcome this issue, application of the UEM classifier is performed to focus on 
the need of detecting dangerous weapons. However, CSE and PCA are used to 
explore the usefulness of each feature and reduce the multi dimensional features 
to simplified features with no underlying hidden structure.  In this paper, we take 
advantage of the simplified features and classifier to categorize images object 
with the hope to detect dangerous weapons effectively. In order to validate the 
effectiveness of the UEM classifier, several classifiers are used to compare the 
overall accuracy of the system with the compliment from the features reduction of 
CSE and PCA. These unsupervised classifiers include Farthest First, Density-
based Clustering and k-Means methods. The final outcome of this research 
clearly indicates that UEM has the ability in improving the classification accuracy 
using the extracted features from the multi-dimensional feature reduction of CSE. 
Besides, it is also shown that PCA is able to speed-up the computational time 
with the reduced dimensionality of the features compromising the slight decrease 
of accuracy. 
 



Chue-Poh Tan, Ka-Sing Lim and Weng-Kin Lai 

International Journal of Image Processing, Volume (2) : Issue (1) 19 

Keywords: Consistency Subset Evaluator, Principal Component Analysis, Unsupervised Expectation 

Maximization, Classification, Imaging surveillance 

 
 

1. INTRODUCTION 

Security surveillance systems are becoming indispensable in scenarios where personal safety 
could be jeopardized due to criminal activities [1]. Conventional security surveillance systems 
require the constant attention of security personnel, who monitor several locations concurrently 
[2,3]. Hence, the advancement in image processing techniques has become an advantage to the 
security surveillance systems to improve on the operational activity for monitoring purpose. 
 
Image classification is an essential process in image processing and its major issue lies in 
categorizing images with huge number of input features using traditional classification algorithm. 
These algorithms tend to produce unstable prediction models with low generalization 
performance [4]. To overcome high dimensionality, image classification usually relies on a pre-
processing step, specifically to extract a reduced set of meaningful features from the initial set of 
huge number of input features. Recent advances in classification algorithm have produced new 
methods that are able to handle more complex problems. 
 
In this paper, we emphasize on the analysis and usage of the multi-dimensional features 
reduction on advanced classification method of Unsupervised Expectation Maximization (UEM) to 
classify dangerous weapons within an image. In order to validate the effectiveness of the feature 
reduction method and classifier, several classifiers such as Farthest First, Density-based 
Clustering and k-Means methods are utilized to compare the overall accuracy of the classifiers.  
Finally, the study depicts the comparative analysis of different classification techniques with 
respect to the robustness of the meaningful extracted features.  The classification process 
comprised of four steps, which are feature extraction, training, prediction and assessing the 
accuracy of the classification. Analysis on the features is done to ensure the robustness and 
usefulness of each feature to differentiate classes effectively. The details of the classification will 
be discussed in this paper. 
 
This paper is divided into four sections.  Section II presents the methodology and the dataset 
used in this paper. In this section, the basic concept of Consistency Subset Evaluator (CSE), 
Principal Component Analysis (PCA), Expectation Maximization (UEM), Farthest First, Density-
based Clustering and k-Means methods are discussed. Section III describes the results and 
discussion for the findings of the classification process using the aforementioned classifiers. The 
accuracy assessment with the comparisons between the classifiers is discussed in this section. In 
Section IV, we conclude this paper with the suggestion on future work. 
 

2. METHODOLOGY 

 

2.1 Data Description 
In this paper, we utilized on a set of data which was available freely in the internet [5] to carry out 
some experimental research on the classification. We evaluated the selected algorithms using the 
training dataset which contains 13 features (attributes value of the image objects) with their 
associate class labels (Human, Bull, Child, Dog, Duck, Knife classes). Besides, 6 test dataset that 
contain the same features value of the image objects for each class have been identified. Feature 
extraction process was carried out to extract all useful features from 128 binary images (black 
and white images) to represent the characteristics of the image object. From the image analysis 
and feature extraction, 13 important and useful features of the image object as the attributes of 
the dataset were obtained. In this case, the extracted features must be robust enough and RST 
(rotation, scale and transition) invariant. A very adaptive feature would be RST-invariant, meaning 
that if the image object is rotated, shrunk or enlarge or translated, the value of the feature will not 
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change. We took the invariance of each feature into consideration and the features comprised of 
compactness, elongation, ratio of major axis length and minor axis length, hull ratio, moment, 
area ellipse ratio, axis ratio,  ratio between area of the bounding box minus area of the blob and 
area of the bounding box, ratio between the height and the width of the bounding box, ratio 
between the squared perimeter and the area of the blob, roughness, ratio of the area of the blob 
and the area of the bounding box and compactness circularity of the blob. 
 
2.2 Multi-dimensional Feature Reduction Methods 
Feature reduction process can be viewed as a preprocessing step which removes distracting 
variance from a dataset, so that classifiers can perform better. In this paper, we present two multi-
dimensional feature reduction methods, namely Consistency Subset Evaluator (CSE) and 
Principal Component Analysis (PCA). 
 
2.2.1 Consistency Subset Evaluator (CSE) 
Class consistency has been used as an evaluation metric by several approaches to attribute 
subset evaluation [6-8]. Attribute subset evaluation is done to look for combinations of attributes 
whose values divide the data into subsets containing a strong single class majority [9]. The 
search is in favor of small feature subsets with high class consistency. This consistency subset 
evaluator uses the consistency metric presented by H. Liu et al. as shown in Equation (1) 
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where s  is an attribute subset, J  is the number  is the number of distinct combinations of 

attribute values for s , iD  is the number of occurrences of the i th attribute value combination, 

iM  is the cardinality of the majority class for the i th attribute value combination and N  is the 

total number of instances in the data set [9]. 
 
To use the Consistency Subset Evaluator, the dataset needs to be discretized with numeric 
attributes using any suitable method such as the method of U. M. Fayyad et al. [10]. The search 
method that can be used is the forward selection search which is to produce a list of attributes 
[11]. The attributes are then ranked according to their overall contribution to the consistency of 
the attribute set. 
 
2.2.2 Principal Component Analysis (PCA) 
Principal component analysis (PCA) is one of the most popular multi dimensional features 
reduction products derived from the applied linear algebra. PCA is used abundantly because it is 
a simple and non-parametric technique of extracting relevant information from complex data sets. 
The goal of PCA is to reduce the dimensionality of the data while retaining as much as possible of 
the variation in the original dataset.  

Suppose 1x , 2x , … Nx   are N x 1 vectors. 

Step 1: Mean value is calculated with Equation (2).   
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Step 2: Each features is used to subtract the mean value, shown in Equation (3). 
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Step 3: Matrix [ ]NA ΦΦΦ= Κ21   is generated with N x N matrix and covariance matrix 

with the same dimension size is computed as Equation (4) [12]. 
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 The covariance matrix characterizes the distribution of the data.  
Step 4: Eigenvalues is computed:  

NC λλλ >>>= Κ21  

Step 5: Eigenvector is computed: 
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Step 6: For dimensionality reduction, it keeps only the terms corresponding to the K largest 
eigenvalues [13] 
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2.3 Classification Methods 
The aim is to do comparison of supervised classification methods for classification of the image 
object to their known class from the reduced multi-dimensional features dataset. The issue in 
identifying the most promising classification method to do pattern classification is still in research. 
Therefore, we are interested in predicting the most promising classification method for pattern 
classification in terms of the classification accuracy achieved in detecting dangerous weapons. 
The algorithms considered in this study are UEM, Farthest First, Density-based Clustering and k-
Means. The methodology for each classifier is presented with basic concept and background. 
 
2.3.1 Unsupervised Expectation Maximization (UEM) 

The algorithm is in a model-based methods group which hypothesizes a model for each of the 
clusters and finds the best fit of the data to the given model [14]. Expectation Maximization 
performs the unsupervised classification or learning based on statistical modeling [15].  
A cluster can be represented mathematically by a parametric probability distribution  
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normal distribution around mean, km , with expectation, kE [16]. The entire data is a mixture of 

these distributions where each individual distribution is typically referred to as a component 
distribution which makes use of the finite Gaussian mixture models. So, clustering the data can 

be done by using a finite mixture density model of k  probability distribution [17].  

 
This algorithm can be used to find the parameter estimates for the probability distribution. It 
assigns each object to a cluster according to a weight representing the probability of membership 
[16]. Basically the algorithm consists of two main steps which are the Expectation step and the 
Maximization step. The Expectation step calculates the probability of cluster membership of 
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object ix , for each cluster and these probabilities are the expected cluster membership for 

object ix . On the other hand, the Maximization step uses the probability estimates to re-estimate 

the model parameters. The Expectation step can be interpreted as constructing a local lower-
bound to the posterior distribution, whereas the Maximization step optimizes the bound, thereby 
improving the estimate for the unknowns [18]. The parameters found on the Maximization step 
are then used to begin another Expectation step, and the process is repeated [19]. 
 
2.3.2 Farthest First Classifier 
 
Farthest First is a unique clustering algorithm that combines hierarchical clustering and distance 
based clustering. It uses the basic idea of agglomerative hierarchical clustering in combination 
with a distance measurement criterion that is similar to the one used by K-Means. Farthest-First 
assigns a center to a random point, and then computes the k most distant points [20]. 
 
This algorithm works by first select an instance to be a cluster centroid randomly and it will then 
compute the distance between each remaining instance and its nearest centroid. The algorithm 
decides that the farthest instance away from its closed centroid as a cluster centroid. The process 
is repeated until the number of clusters is greater than a predetermined threshold value [21]. 
 
2.3.3 Density-based Clustering Classifier 
 
Density based algorithms typically regard clusters as dense regions of objects in the data space 
that are separated by regions of low density [22]. The main idea of density-based approach is to 
find regions of low and high density. A common way is to divide the high dimensional feature 
space into density-based grid units. Units containing relatively high densities are the cluster 
centers and the boundaries between clusters fall in the regions of low-density units [23]. 
 
This method of clustering also known as a set of density-connected objects that is maximal with 
respect to density-reachability [22]. Regions with a high density of points depict the existence of 
clusters while regions with a low density of points indicate clusters of noise or clusters of outliers. 
For each point of a cluster, the neighbourhood of a given radius has to contain at least a 
minimum number of points, which is, the density in the neighbourhood has to exceed some 
predefined threshold. This algorithm needs three input parameters, which comprised of the 
neighbour list size, the radius that delimitate the neighbourhood area of a point, and the minimum 
number of points that must exist in the  radius that deliminate the neighborhood area of a point 
[24]. 
 
2.3.4 K-Means Classifier 
 
K-Means is one of the simplest unsupervised learning algorithms that solve clustering problem. K-
Means algorithm takes the input parameter and partitions a set of n objects into k clusters so that 
the resulting intracluster similarity is high but the intercluster similarity is low [25]. Cluster 
similarity is measured in regard to the mean value of the object in a cluster which can be viewed 
as the centroid of the cluster.  
 
The k-Means algorithm randomly selects k of the objects, each of which initially represents a 
cluster mean or center. For each of the remaining objects, an object is assigned to the cluster to 
which it is the most similar based on the distance between the object and cluster mean. Then, it 
computes the new mean for each cluster and this process iterates until the criterion function 
converges [26]. The algorithm works well when the clusters are compact clouds that are rather 
well separate from one another. The method is relatively scalable and efficient in processing large 
data sets because the computational complexity of the algorithm [27-28].  
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3. RESULTS AND DISCUSSION 

 
In this study, before any classification is applied on the dataset, CSE and PCA are used to 
explore the usefulness of each feature and reduce the multi dimensional features to simplified 
features with no underlying hidden structure. The distributions of each feature are drawn and 
analyzed statistically. Figure 1 shows the distributions for the features which are discarded after 
CSE implementation. These features include ratio of major axis length and minor axis length, 
ratio between the squared perimeter and the area of the blob and ratio of the area of the blob and 
the area of the bounding box. On the other hand, Figure 2 shows the distributions for the features 
which are discarded after PCA implementation and these features comprised of hull ratio, axis 
ratio, ratio between area of the bounding box minus area of the blob and area of the bounding 
box, ratio of the area of the blob and the area of the bounding box and compactness circularity of 
the blob 
 

                          
 

           (a)    (b)    (c) 
FIGURE 1: The distributions of features which are being discarded after CSE implementation (a) ratio of 
major axis length and minor axis length, (b) ratio between the squared perimeter and the area of the blob 

and (c) ratio of the area of the blob and the area of the bounding box 

 

                          
 
           (a)    (b)    (c) 

 

                  
 
           (d)    (e)   

 
FIGURE 2: The distributions of features which are being discarded after PCA implementation (a) hull ratio, 
(b) axis ratio, (c) ratio between area of the bounding box minus area of the blob and area of the bounding 
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box, (d) ratio of the area of the blob and the area of the bounding box and (e) compactness circularity of the 
blob 
 
The unsupervised classification algorithms, including UEM, Farthest First, Density-based 
Clustering, and k-Means classifiers are applied to the datasets. In order to validate the impact of 
multi dimensional feature reduction methods of CSE and PCA, four types of dataset are utilized , 
namely the original data, data produced after CSE method, data produced after PCA method and 
data produced after CSE and PCA methods. The classifiers are analyzed and the accuracy 
assessment is as shown in Table 1 with the computational speed (shown in bracket). In this 
study, the model with the highest classification accuracy is considered as the best model for 
pattern classification of this dataset. 
 
 

 Original data 

(13 features) 

CSE + 

Classifier 

PCA + 

Classifier  

CSE + PCA + 

Classifier 

Expectation 

Maximization 

93.33 % 

(8.12ms) 

95 .83% 

(7.18ms) 

90.12 % 

(6.21) 

92.29 % 

(4.88ms) 

Farthest First 
81.88 % 

(7.33ms) 

83.54 % 

(6.09ms) 

82.08 % 

(5.65ms) 

86.25 % 

(4.26ms) 

Density based 

Clusterer 

85.21 % 

(8.35ms) 

88.33% 

(7.27ms) 

87.71 % 

(6.51ms) 

80.21% 

(4.93ms) 

K-Means 
86.04 % 

(7.45ms) 

86.88 % 

(6.15ms) 

89.38 % 

(5.69ms) 

81.67% 

(4.37ms) 
 

Table 1 : Accuracy Assessment and Computational Speed of Experimental Methods on Different 
Datasets 

 
Based on Table 1, we can see that CSE + UEM classifier achieve the highest overall 
classification accuracy of all the different datasets. As the dataset we used in this study is quite 
small and based on our research, UEM classifier is best applied to small dataset. On the other 
hand, the classifiers with features generated from PCA provide slightly less accuracy and 
computational speed compared to the classifiers using the predefined number of features. This is 
due to the reduced dimensional features offered by PCA which allow only the useful key features 
to participate in the classification process. 
 

4. CONCLUSION 

 
The project is aimed to investigate the performance and impact of CSE and PCA on classification 
in the aspect of accuracy and computational speed. The potential of each classifier has been 
demonstrated and the hybrid method of CSE and UEM has shown a desirable result in detecting 
weapons compared to other classifiers. Our future work shall extend this work to multiple type of 
images and real-time signal data. 
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Abstract 

 
Segmentation of images holds an important position in the area of image 
processing. It becomes more important while typically dealing with medical 
images where pre-surgery and post surgery decisions are required for the 
purpose of initiating and speeding up the recovery process [5] Computer aided 
detection of abnormal growth of tissues is primarily motivated by the necessity of 
achieving maximum possible accuracy. Manual segmentation of these abnormal 
tissues cannot be compared with modern day’s high speed computing machines 
which enable us to visually observe the volume and location of unwanted tissues. 
A well known segmentation problem within MRI is the task of labeling voxels 
according to their tissue type which include White Matter (WM), Grey Matter 
(GM) , Cerebrospinal Fluid (CSF) and sometimes pathological tissues like tumor 
etc. This paper describes an efficient method for automatic brain tumor 
segmentation for the extraction of tumor tissues from MR images. It combines 
Perona and Malik anisotropic diffusion model for image enhancement and 
Kmeans clustering technique for grouping tissues belonging to a specific group. 
The proposed method uses T1, T2 and PD weighted gray level intensity images. 
The proposed technique produced appreciative results  
 
Keywords: White Matter (WM), Gray Matter (GM), Cerebrospinal Fluid (CSF) 

 
 

1. INTRODUCTION 

The developments in the application of information technology have completely changed the 
world. The obvious reason for the introduction of computer systems is: reliability, accuracy, 
simplicity and ease of use. Besides, the customization and optimization features of a computer 
system stand among the major driving forces in adopting and subsequently strengthening the 
computer aided systems. In medical imaging, an image is captured, digitized and processed for 
doing segmentation and for extracting important information. Manual segmentation is an alternate 
method for segmenting an image. This method is not only tedious and time consuming, but also 



M. Masroor Ahmed & Dzulkifli Bin Mohammad 

International Journal of Image Processing, Volume (2) : Issue(1) 28 

produces inaccurate results. Segmentation by experts is variable [16]. Therefore, there is a strong 
need to have some efficient computer based system that accurately defines the boundaries of 
brain tissues along with minimizing the chances of user interaction with the system [3]. 
Additionally, manual segmentation process require at least three hours to complete [1] According 
to [2] the traditional methods for measuring tumor volumes are not reliable and are error 
sensitive. 
 

2. PREVIOUS WORK 

Various segmentation methods have been cited in the literature for improving the segmentation 
processes and for introducing maximum possible reliability, for example: 

 

 
2.1 Segmentation by Thresholding 
Thresholding method is frequently used for image segmentation. This is simple and effective 
segmentation method for images with different intensities. [6] The technique basically attempts for 
finding  a threshold value, which enables the classification of pixels into different categories. A 
major weakness of this segmentation mode is that: it generates only two classes. Therefore, this 
method fails to deal with multichannel images. Beside, it also ignores the spatial characteristics 
due to which an image becomes noise sensitive and undergoes intensity in-homogeneity 
problem, which are expected to be found in MRI. Both these features create the possibility for 
corrupting the histogram of the image. For overcoming these problems various versions of 
thresholding technique have been introduced that segments medical images by using the 
information based on local intensities and connectivity [7]. Though this is a simple technique, still 
there are some factors that can complicate the thresholding operation, for example, non-
stationary and correlated noise, ambient illumination, busyness of gray levels within the object 
and its background, inadequate contrast, and object size not commensurate with the scene. [8]. 
[9] introduced a new image thresholding method based on the divergence function. In this 
method, the objective function is constructed using the divergence function between the classes, 
the object and the background . The required threshold is found where this divergence function 
shows a global minimum.  
 
2.2 Region Growing Method 
According to [10] Due to high reliability and accurate measurement of the dimensions and 
location of tumor, MRI is frequently used for observing brain pathologies. Previously, region 
growing and shape based methods were heavily relied upon for observing the brain pathologies. 
[11] Proposed a Bayes-based region growing algorithm that estimates parameters by studying 
characteristics in local regions and constructs the Bayes factor as a classifying criterion. The 
technique is not fully automatic, i.e. it requires user interaction for the selection of a seed and 
secondly the method fails in producing acceptable results in a natural image. It only works in 
homogeneous areas. Since this technique is noise sensitive, therefore, the extracted regions 
might have holes or even some discontinuities [7] Shape based method provides an alternative 
approach for the segmentation of brain tumor. But the degree of freedom for application of this 
method is limited too. The algorithm demands an initial contour plan for extracting the region of 
interest. Therefore, like region growing approach, this method is also semi automatic. Both of 
these methods are error sensitive because, an improper or false description of initial plan and 
wrong selection of the seed image will lead to disastrous results. Statistical methods and fuzzy 
logic approaches seems to be reliable and are the best candidates for the replacement of the 
above mentioned techniques. 
 

2.3 Supervised and Un-Supervised Segmentation Methods. 
Supervised and un-supervised methods for image processing are frequently applied [3] [14]. [12] 
Presents a technically detailed review of these techniques. [13] Attempted to segment the volume 
as a whole using KNN and both hard and fuzzy c-means clustering. Results showed, however, 
that there appears to be enough data non-uniformity between slices to prevent satisfactory 
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segmentation. Supervised classification enables us to have sufficient known pixels to generate 
representative parameters for each class of interest. In an un-supervised classification pre hand 
knowledge of classes is not required. It usually employees some clustering algorithm for 
classifying an image data. According to [14] KNN, ML and Parzen window classifiers are 
supervised classification algorithm. Whereas, un-supervised classification algorithm includes: K-
Means, minimum distance, maximum distance and hierarchical clustering etc. 
 
 
3 METHODOLOGY 
A brain Image consists of four regions i.e. gray matter (GM), white matter (WM), cerebrospinal 
fluid (CSF) and background. These regions can be considered as four different classes. 
Therefore, an input image needs to be  divided into these four classes. In order to avoid the 
chances of misclassification, the outer eleptical  shaped  object should be removed. By removing 
this object we will get rid of non brain tissues and will be left with only soft tissues. In this 
experiment we have used T1, T2 and PD weighted brain MRIs. These images posses same size 
and same pixel intensity values. The pixels from the image under consideration is supposed to be 
grouped in any one of the aforementioned class. Finally, by applying certain post processing 
operations, the tumerous region can be extracted. Figure 1 shows the methodology of this work. 
The process uses Kmeans algorithm for solving clustering problem this algorithm aims at 
minimizing an objective function, in this case a squared error function. Mathematically, this  

objective function can be represented as: 

J   =
( ) 2

1 1

k x
j

i j

j i

x c
= =

−∑∑P P  

where  
( ) 2j

i jx c−P P is a chosen distance measure between a data point  xi
(j) 

and the cluster 

centre cj, is an indicator of the distance of the n data points from their respective cluster centres. 
Image is read from database. The image contains the skull tissues. These tissues are non brain 
elements. Therefore, they should be removed in the preprocessing step. The presence os these 
tissues might lead to misclassification.  

Figure 2 shows an image of the brain with skull seen as an outer eliptical ring. In figure 3 this 
elitical ring is removed and we are left with only soft tissues. This is done by employing the 
following morphological function, i.e. erosion and dilation. Mathematically, these functions can be 

expressed as: 
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A ⊕  B = x
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FIGURE 1: Methodology. 
 

 

  
FIGURE 2:  Image with Outer Ring (Skull) FIGURE 3:  Removing Skull Tissues 

 

To test the algorithm, white guassian noise is added to the input image. This image is then 
processed for enhancement. Perona and Malik [17] model is used for this purpose. This model 
uses partial differential equation for image denoising and enhancement. The model smooths the 
image without loosing important details with the help of following mathematical reation [15]. 
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.[ ( , , ) ] ( ( , , ) )It f x y t I div f x y y I=∇ ∇ = ∇  

I(x, y, t) is the intensity value of a pixel at sampling position (x, y) and scale t and f(x, y, t) is the 
diffusivity acting on the system. The diffusivity function in Peronan and Malik mode is given by the 
folwing mathematical relation 
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FIGURE 4:  Noisy Image FIGURE 5:  Enhanced Image 

 

 

4 RESULTS AND CONSLUSION 

It has been observed that when Perona and Malik model is combined with Kmeans algorithm, it 
produces reliable results. Due to un-supervised nature of the approach, the proposed system is 
efficient and is less error sensitve. 
 

 

     
a b c d e 

  
   

f g h i j 
FIGURE 6 (a) Original Image (b) Skull Removed (c) Segmented mage (d) Extracting WM (e) WM after Intensity Correction (f) 

Extracting GM (g) GM after Intensity Correction (h) Removing Tumor (i) Tumor Volume (j) Erosion 

 
It can be deduced from the results that un-supervised segmentation methods are better than the 
supervised segmentation methods. Becuase for using supervised segmentation method a lot of 
pre-processing is needed. More importantly, the supervised segmentation method requires 
considerable amount of training and testing data which comparitively complicates the process. 
Whereas, this study can be applied to the minimal amont of data with reliable results. However, it 
may be noted that, the use of K-Means clustering method is fairly simple when compared with 
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frequently used fuzzy clustering methods. Efficiency and providing simple output are fundamental 
features of K-Means clustering method [18].To check the accuracy of the proposed method, 
mean and standard deviations of clean image, noisy image containing white guassian noise and 
enhanced image is drawn in Figure 7. 
 

   
a b c 

   
d e f 

Figure 7: (a) Deleting normal tissues from enhanced MRI slice (b) 
Segmentation of enhanced MRI slice (c) Extraction of tumor (d) Noisy 
image showing only normal tissues (e) Segmentation of noisy image (f) 
Deleting normal tissues and retaining tumor cells. 

 
 

  
a b 

  
c d 

Figure 8: (a) Mean and Standard Deviations of Clean, Noisy and Enhanced Image (b) Mean and Standard 
Deviations of Noisy and Enhanced Image (c) Mean and Standard Deviations of clean and Enhanced Image 
(d) Mean and Standard Deviations of clean and Noisy Image 

 

Figure 7 shows some results from an image enhanced by Perona-Malik anisotropic 

diffusion model and results from an image corrupted with with guassian noise. There is a 

significant difference in both the results. Tumor extracted from a noisy image marks 

various portions of the MR slice which even contain the normal tissues. The results 

obtained from enhanced image and the clean image are almost similar. The accuracy of 
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the proposed method can be deduced from Figure 8 in which mean and standard 

deviations of MR image in various combinations is shown. Due to very less amount of 

noise, mean and standard deviations plotted in Figure 8 (d) shows almost the same range. 
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