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Abstract 

 
The offline optical character recognition (OCR) for different languages has been 
developed over the recent years. Since 1965, the US postal service has been 
using this system for automating their services. The range of the applications 
under this area is increasing day by day, due to its utility in almost major areas of 
government as well as private sector. This technique has been very useful in 
making paper free environment in many major organizations as far as the backup 
of their previous file record is concerned. Our this system has been proposed for 
the Offline Character Recognition for Isolated Characters of Urdu language, as 
Urdu language forms words by combining Isolated Characters. Urdu is a cursive 
language, having connected characters making words. The major area of utility 
for Urdu OCR will be digitizing of a lot of literature related material already 
stocked in libraries. Urdu language is famous and spoken in more than 3 big 
countries including Pakistan, India and Bangladesh. A lot of work has been done 
in Urdu poetry and literature up to the recent century. Creation of OCR for Urdu 
language will make an important role in converting all those work from physical 
libraries to electronic libraries. Most of the stuff already placed on internet is in 
the form of images having text, which took a lot of space to transfer and even 
read online. So the need of an Urdu OCR is a must. The system is of training 
system type. It consists of the image preprocessing, line and character 
segmentation, creation of xml file for training purpose. While Recognition system 
includes taking xml file, the image to be recognized, segment it and creation of 
chain codes for character images and matching with already stored in xml file. 
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The system has been implemented and it has 89% recognition accuracy with a 
15 char/sec recognition rate. 
Keywords: Pattern matching, chain code creation, morphology, segmentation, training system, recognition 
system, digital image processing. 

 
 

1. INTRODUCTION 

An Optical Character Recognition System is software engineered to convert hand-written or 
typewritten text (usually scanned) documents into machine editable text formats.  

 
FIGURE 1: Urdu Characters set  

 
This paper describes a training based offline [11] optical character recognition system for a Naskh 
font of Urdu language. The main idea behind this recognition is matching the pixel values of the 
samples already stored with pixel values of those character-images to be recognized. The major 
difficulty while the recognition of Urdu language is its cursive nature, i.e. the characters joined to 
create new words. The research in this has been greatly increased during last decade, as the 
applications of this area are increasing. It has improved Human Computer Interaction; other 
examples include paperless environment, online newspapers, old literature online availability, 
paper checking, automating official tasks, reading bank receipts, postal addresses and data entry 
forms. Many people are now a day working on Urdu OCR research. As Standard Urdu has 
approximately the twentieth largest population of native speakers, among all languages. Due to 
technical issues induced by the cursive nature of Urdu language, its OCR has not been 
developed completely. If Urdu OCR system is available, it will be very useful and will have great 
commercial value. The overall flow of our OCR is shown in Fig.2. Section II describes the Urdu 
language specifications. Some related work done for Urdu OCR is described very briefly in 
Section III. Section IV and V describes the Training and Recognition Systems respectively. 
Section VI describes the process of creating Unicode file [3] from already recognized characters. 
All the algorithms used in this paper are described in Section VII. Finally, this paper is concluded 
in Section VIII. 

 

2. URDU LANGUAGE SPECIFICATIONS 
Urdu language is the old language of Indo-Pak Sub-continent, now it is the national language of 
Pakistan. This language is a combination of characteristics of Arabic, Farsi and Sanskrit 
languages, as it is the language of troops. The Urdu language has the characteristics of all these 
languages mentioned above, all the characters in this language are picked from these languages. 
Urdu language is a more cursive and complex language than Arabic and Farsi language as it 
contains the connected characters to make words. This cursive nature [9] makes it very difficult to 
be recognized through usual Character Recognition Methods.  
 
Urdu character set consists of 40 characters. The characters contain single loop, double loops 
and incomplete loops. Dots and diacritics (i.e., Telda (~) and Nuktay ( )) are also included in the 
character set. Dots include single, double and triple dots. The recognition of Urdu language is 
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very difficult due to the different multiple shapes of a single character. In Urdu language, every 
letter is of minimum 2 shapes and maximum 4 shapes. These shapes are based on their 
occurrence in the given word. The locations in the Urdu word are isolated, initial, medium and 
last. Here all isolated shapes of the characters are mentioned in Fig.1. So the Urdu language 
character recognition is very difficult still. Another characteristic of this language is; if we read or 
write something is from right to left.  

 

3. RELATED WORK 
One of the oldest techniques for pattern recognition is used for character recognition, but through 
all days, more focus was on Latin, Chinese [24] and Japanese [25] languages, though connected. 
First, we applied Hilditch’s method, which consists of removing the pixels that lie on the edge of 
the binary image until only one-pixel-wide line remains. This is followed by some conditions 
suggested by Al-Emami to reduce the junction points to one junction point [23]. The matching 
procedure is executed based on an image based matching algorithm. From a practical viewpoint 
however, the matching time must be reduced as much as possible through the classification 
techniques [3]. 
In our studies we analyzed the shape and visual properties of Urdu characters and define a set of 
features which can distinguish one character to another. In Urdu Qaeda system, the online 
character recognition technique is used for isolated characters which is some how based on the 
strokes by the user runtime [17]. 

 

 
FIGURE 2: Block Diagram of System 
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4. SYSTEM 

4.1 Training System 

• Requirements                                                                  

As we will first train our system for a specific font and then matching algorithm will match both the 
sampled image information and the actual image (input image) information. So the system needs 
to know the font and size of the text to be recognized. Thus we have to select a specific font and 
specific size in our system. In our case, the following demonstration of training and matching is 
only for NASKH font and it can be extended to any font of any size. Sample font size to 
demonstrate is taken to be 36. The images used for training should be noise-free and gray scale. 
We will first convert the gray scaled image into binary image as shown in Fig.3, and remove extra 
noise from the image. Now we can apply morphological transforms [12] easily on these images to 
get required results. 

 

Original Image 

Binary Image 
FIGURE 3: Binarization of input image 

 

• How to Take Character’s Sample 

A gray scaled image comprising of the whole character set of Urdu language (Naskh font) is 
taken as sample and individual characters are separated out. All these individually separated 
characters are created in such a way that from each side one totally white column or row is left for 
the ease of chain code [2] creation. As stated earlier, only isolated characters will be recognized 
so the samples are taken in such a way. This technique can be applied to any font having any 
size.  
• How to Create Chain code of characters   

The individual character images are then passed into the training software. Each character image 
is then scanned from top to bottom and then to the next column, a chain code [18] of each 
column of the image is generated. The chain code   based on the sum of consecutive one's or 
zeros, as the image is only a binary image. According to our assumption, Zero is assumed to be 
the first entry of the column. If this Zero appears zero times, then we will place 00 in the string, 
then for example 1’s appear for 23 times, we will add 23 in the string. If we continue scanning, 
now its turn of zero, if zero appears for 12 times, we will add 12 to the string. Now, if the column 
is finished, we will add @ to the string to make sure that column is ended (as shown in Fig.4) the 
same process will be repeated for next column and so on. It should be noticed that when the 
number is less than 10 e.g., 3 zeros then we write “03”; we add this because maximum no. of 
pixels can't exceed 99. As these columns are of only individual characters. Thus by calculating all 
columns we get a chain code (from the final string) of set of the character image. This chain code 
is generated by calculating alternating on and off pixels as shown in the Fig.4.  
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FIGURE 4: Calculated String 

 
Now the chain code is available, the task is to store this chain code, we can use different options 
for storing this string including database, collection objects of C# and xml file. We have chosen 
the xml file for storing this file, as it will take least space and reading/writing into the file will be 
easy. The Fig.5 explains the syntax of our xml file. This xml file is described in next section. 

 
FIGURE 5: Classxml.xml 

 
• How to create classes 

• Xml file 

Second step during training phase is creation of xml file. Xml file contains all the 21 classes [3] of 
Urdu alphabets as parent nodes or elements. Each class contains character set belonging to that 
particular class, where every character makes a single child node of parent class node. Each 
child node has three attributes. One, the name of the character and the other, chain code of that 
character, calculated from its image earlier. Unicode of the character is saved in xml as third 
attribute of the child node, which will be assigned to the identified character at the end of the 
matching procedure. 

o Classification Criteria 

Classification of characters is the key technique in our pattern matching method of optical 
character recognition. Urdu script has a large character set, consisting of 40 characters. Pattern 
matching technique is of no use if system has to traverse all the 40 characters and match their 
chain codes. This special matching technique [14] is made very efficient by optimization at every 
level, including logical methods and programming techniques.  This classification is done on the 
bases of height and width of the character without diacritics and dots. Urdu script consists of total 
21 shapes, occupying specific dimensions. These 21 shapes are declared as the classes in which 
our system divides the characters for recognition. All the recognize-able characters are input to 
the training module to train our OCR system for a specific font and size. Training system can train 
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the OCR for any font and size character set, as mentioned earlier. System will store their 
dimensions as individual classes of characters. Fig.6 describes all the 21 classes. 

 
FIGURE 6: Character’s Classification 

 
o How to remove diacritics 

The character's dots and diacritics are removed using morphology techniques [12] of binary 
images. The dots are removed using pepper noise [6] removal process and diacritics like ~ are 
removed using thinning process [5]. Special filters are designed for removing diacritics. In Urdu 
script characters contain a variation of diacritics, like single Nukta, double Nukta or triple Nukta 
and “Chota Tuay”  as in Fig.7.  

 
FIGURE 7: Shows Chota Tuay, Double, triple and Double Dots respectively from left.          

                     
o Filters  

Different special filters are designed particularly to remove diacritics from the isolated character 
images. When the shape of the character is obtained after removing diacritics, we calculated the 
dimensions (height and width) of each character and place it into particular class. Fig.8, Fig.9a, 
Fig.9b and Fig.9c describe the filter for removing ttuay’ and single dot, double dot, triple dot 
respectively. 

 
FIGURE 8: Ttuay Filter 
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FIGURE 9:. Single dot Filter 

 
FIGURE 9a: Double dots Filter 

 

 
FIGURE 9b: Triple dot Filter 

o Chain code  

 After creating the xml for 21 classes, measured the chain code for each class characters.  All the 
characters of a class are added to the xml file as children to the parent classes. All the character 
set classes are shown in the Fig.1. This xml file will act as an input for the recognition system.  
4.2 Recognition System 

o Segmentation 

When an image containing text is given as the input to the character recognition system, system 
performs some preprocessing steps on it; including converting grayscale image into binary image 
and enhancing the image by removing pepper noise. Binary image is need for applying filters and 

5 
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calculating chain code. Pepper noise must be removed because it will lead the system to 
erroneous classification and character recognition. Error margin (described later in this section) 
methods are very sensitive to extra noise in image as noise can be located at random locations 
disturbing the chain code and specially dimensions. Remember that “character image variation” is 
always symmetric, not random. System then divides the image into segments. As at this stage 
this paper is describing the recognition of isolated characters, thus segmentation is required at 
two levels instead of three levels as required for connected characters in recursive script i.e. Urdu 
script. 
Two levels of segmentation are: 
• Line segmentation 

The image is first divided into different lines of text by checking for whole row of white pixels 
consecutively from right to left. Each separated line will be saved separately in the recognition 
system. Fig.10 shows an image after the lines have been segmented from an image.  

 
FIGURE 10: Line Segmentation Results 

 
• Isolated character segmentation 

The already separated text line images are to be processed now, for isolated character 
recognition, by converting them into individual characters. During processing, we check for full 
white pixels column at the starting and ending point of the isolated character. Start of the 
character is identified when any black pixel is scanned in the column. Scan continues until 
another white pixel column is identified. Image in-between the white columns, is saved, and 
starting and ending white column of pixels is preserved in the image. These results into different 
small images of individual characters are shown in Fig.11 which will be processed separately. 
Every separate image of isolated character is now completely void on four sides. Leaving one 
pixel margin on each side of the image is because of the assumption that in chain code of each 
column of the image will start with white pixels count. 
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FIGURE 11: Character Segmentation Results 

 
 

• How to Identify Class of a Character 

After segmentation of whole document image into small images of isolated characters, next step 
is to identify class of each character. Following Steps will describe whole recognition steps; 
• Diacritics Removal 

To obtain an image of recognizable class, dots (Nuka’s) and diacritics (ttuay) are removed from 
the above, below or inside the character image using especially designed filters (as shown earlier 
in Figs[8,9a,9b,9c] ) specific to them. This dot-less image is stored as another copy of the 
character image. Now, the height and width of this new character image are measured with only 
considering black pixel, as was done before while taking samples and matched with the height 
and width of different classes in the classxml.xml file.  
When a class gets matched, then the image's string will be calculated again and matched with 
the already calculated strings of the matched class characters each. This classification helps in 
providing more efficient approach in pattern matching. 
• Chain code calculation 

At this stage, we knew the class to which the character belongs; now the original image will be 
used for recognition. And this original image is scanned from top to bottom for each column to 
obtain its' chain code. We will call this chain code, the "calculated chain code" and the one that is 
saved in characterset.xml file called "sampled chain code". The calculated chain code is 
calculated using the scanning the input image and generating the calculated string of on and off 
pixels  as described earlier in section 3.1.  
• How to Recognize Character 

After determining the class of the character, we have to just match the calculated chain code with 
only some character's sampled chain codes. This makes the process of identification more 
reliable and efficient. The calculated chain code is matched column by column with every 
character's sampled chain code in the identified class. This process is repeated until all the 
columns are matched with some extent of error margin. As we have already set the error margin, 
character is identified up to the margin because different images can have little different 
properties, so exact pattern matching cannot be so efficient, to identify the exact character.  

o How to check Error Margin 
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As any image can be error prone, we must satisfy the “chain code matching method” about the 
correct and exact character to recognize. In any case error count (mismatches) for each column 
is calculated, while matching total number of columns that is the width of the image. If width 
varies, equalize sample image width with the calculated image width. To equalize the width just 
add some characters like ‘.’ in the shorter image as new columns. Now both images contain equal 
number of columns to match with each other. Once we are done with width it’s time to check 
whether both columns are of equal height or not. To equalize the heights of sample column and 
calculated column again add characters like ‘.’ in shorter image as a new row in affected column. 
Now both images contain equal number of columns and in each column equal number of rows. 
Match column by column the chain code and calculate the mismatches as error count. If error 
count increases the already set value, get to the next image in the identified class only. Character 
is identified when error is less than error margin. 
5. ALGORITHMS USED 

Chain Code Calculation 

• Start at right top of the image. 

• Scan from top to bottom of the first column of segmented image. 

• Assume that first pixels scanned are “off”, so count number of “off” pixels and add to 
chain code. 

• Continue scan, if pixel value changes from “off” to “on”, start counting “on” pixels and add 
to chain code. 

• Continue scan, counting “on” and “off” pixels till bottom of the image is reached and add 
to chain code. 

• At the end of the first column code add “@” as the end of the column. 
• Continue scanning the next columns to the width of the segmented image. Chain codes 

of all columns are calculated and saved as a single chain code in the xml file, in the 
corresponding class. 

 

 Segmentation 

 

Line Segmentation: 

•••• Load input image. 
•••• Start scan from right top of the original image. 
•••• Scan up to the image width, on the   same Y component. 
•••• Scan the first row to check any “on” pixels. If no “on” pixel is found go to next row. 
•••• Continue scan until a row containing “on” pixels come across. Save the row before this 

row as the top edge of the image text line. 
•••• Continue scan until another row with all “off” pixels is found. Set this row as the bottom 

edge of the image text line. 
•••• Save image as first text line and continue scan to find next line. 
•••• Continue till the bottom of the image is reached. Save all text line images to be input to 

character segmentation 
 
Character Segmentation: 

•••• Input text line image. 
•••• Start scan from right top of the text line image. 
•••• Scan up to the image height, on the same X component. 

      7 
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•••• Scan the first column to check any “on” pixels. If no “on” pixel is found go to next column. 
•••• Continue scan until a column containing “on” pixels come across. Save the column 

before this column as the right hand edge of the isolated character image. 
•••• Continue scan until another column with all “off” pixels is found. Set this column as the 

left hand edge of the isolated character image. 
•••• Save image as first character and continue scan to find next character. 
•••• Continue till the left hand edge of the image text line is reached. Save all character 

images. 

Classification 

• Load the segmented character image. 
• Apply filters to remove diacritics, and get the shape of the corresponding class. 
• Measure the dimensions of the shape i.e. the width and height of the character image 

without diacritics, by scanning the image from top right to left bottom pixel by pixel. 
• Open xml file and traverse all the class nodes. Match “width” and “height” attribute values 

with the calculated values.  
• When a dimension match occurs according to some already set error margin (in this case 

error margin is 1, i.e. if width or height is one less or on greater than the sample values, 
match occurs.) set that class as the key class for that character. 

 

Character Matching 

•••• Restore the “original segmented character image” with diacritics and dots. Calculate its 
chain code according to the algorithm described earlier in this section. 

•••• Open xml file. Traverse all child nodes in the identified class and match “code” attribute 
values with the calculated chain code. 

••••  When a chain code match occurs according to Error Margin, described in next algorithm 
(Testing), set the “name” attribute of that node as the name of the character. And set the 
“Unicode” attribute of that node as the Unicode of the input character. 
 

Testing 

•••• Get the sampled chain codes in the identified class from xml file and the calculated chain 
code of the classified character image. 

•••• Start matching the calculated chain code with each of the sampled chain codes. 
•••• Chain code of each column is compared.  
•••• In each column every single code is compared with actual value (sampled value). In each 

column every single mismatch is counted as “error count”. If error count exceeds the Error 
Margin, set according to font and size, disqualify the node to be the exact match.  

•••• Continue with the next node chain code and check the Error Margin. Continue until a 
character is confirmed. Confirmation occurs when “total error count” of the character is less 
than the “Error Margin Limit”. 

 

Unicode File Creation 

•••• Characters are recognized through the above process. 

•••• Xml file includes all the information about the recognized character. 
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•••• This recognized character is written into a Unicode file, according to the information 
written in the xml file. 

•••• The Unicode file is written from right to left.  

 

6. RESULTS 

Unicode is simply a character encoding system. It has nothing to do with how these characters 
finally get displayed on computer screen. Thus it cannot be Naskh based only, its only type style 
issues relating to rendering which is handled by operating system and application not by 
encoding scheme [4]. After getting the identification of exact character, we create a new Unicode 
file that will include all the characters identified. All the Unicode characters are according to the 
Unicode Consortium [3]. We will place the Unicode of those characters in the same position from 
right to left as in the Urdu text image file. The output Unicode file is now editable and searchable. 
This file is written from right to left as Urdu language is right to left.   

 

7. CONCLUSION 

This training system has recognized different printed Urdu text image files, which include isolated 
characters. The training system has been tested for different sizes of fonts, the results are quite 
impressive. Our system has achieved an accuracy of 89% for the isolated characters with 
accuracy of a 15 char/sec recognition rate. Different sizes of filters are used for different sizes, 
and this system has proven good for multi font sized characters. The system has been tested for 
different images and efficient results are found. Fig12.a shows the input image file, after being 
processed by our OCR, the screen shot of our output text file is shown in Fig.12b.  

 

 
FIGURE 12a: Input image 

 

 
FIGURE 13: Output text file 
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Abstract 

 

In this paper, different first and second derivative filters are investigated to find 
edge map after denoising a corrupted gray scale image. We have proposed a 
new derivative filter of first order and described a novel approach of edge finding 
with an aim to find better edge map in a restored gray scale image. Subjective 
method has been used by visually comparing the performance of the proposed 
derivative filter with other existing first and second order derivative filters. The 
root mean square error and root mean square of signal to noise ratio have been 
used for objective evaluation of the derivative filters. Finally, to validate the 
efficiency of the filtering schemes different algorithms are proposed and the 
simulation study has been carried out using MATLAB 5.0. 
 
Keywords: Derivative filter, Denoising, Image processing, Root-mean-square error, Signal-to-noise ratio.  

 
 

1. INTRODUCTION 
Edge detection plays a vital and forefront role in image processing for object detection. The edge 
of an image describes the boundary between an object and its background. Edge can be 
identified as a sudden change in the value of the image intensity function. So an edge separates 
two regions of different intensities. The objective of this paper is to find the relationship between a 
given pixel’s intensity value and its neighborhood for determining the edge pixels on the image. 
The edge finding is very much helpful in solving several problems in the field of Artificial Vision 
and Image Processing [1]. However all the edges in an image are not due to the change in 
intensity values, where parameters like poor focus or refraction can result in edge in an image 
[2].The shape of edges in an image depends on different attributes like, lighting conditions, the 
noise level, type of material and the geometrical and optical properties of the object [3]. 
Generally, noise occurs in the image due to the result of errors in the image acquisition process, 
by which the intensities acquired by the pixels are not same as the pixels value in the original 
image [4]. The degradation models like Gaussian and Salt & Pepper are used to contaminate 
noise in the original image [5, 6]. For denoising a corrupted image for Gaussian noise, the Wiener 
filtering and for Salt & Pepper noise the Median filtering are used as reported by Tukey [7, 8]. The 
functionalities of Wiener filtering have been reported [9-13]. Fast median filtering algorithms are 
proposed by Huang et al. [14] and Astola and Campbell [15]. Different derivative filters of first and 
second order like Sobel, Prewitt, Laplacian, and Robert are used to find edge map in the image 
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[16- 23]. The different subjective and objective methods for determining the performances of edge 
detection operator are described [24 -27].  
  
Section (2) describes the Gaussian and Salt & Pepper noise models to contaminate the image. It 
also describes the Wiener and Median filtering schemes for image restoration and the methods 
for evaluating the performances of edge detection operators. Section (3) classifies the first and 
second derivative gradient operator along with the proposed operator. Section (4) describes the 
different algorithms for corrupting an image, filtering of corrupted image, convolving an image with 
a spatial mask, edge detection filter, normalizing and thresholding an image. Section (5) presents 
the experimental results of different edge detection images, the subjective and objective results 
and finally conclusion is presented in section (6).  

  

2. IMAGE DEGRADATION MODELS AND FILTERS 
The degradation function X (m, n) for an original image Y (m, n) with noise η (m, n) can be 
expressed as [5, 6]: 

( , ) ( , ) ( , )X m n Y m n m nη= +    (1) 

 
   Gaussian Noise Model 
Gaussian noise is a type of white noise which is normally distributed over the image. Generally, 
noise in digital image arises during the process of digitization and transmission. Image corrupted 
by Gaussian noise is caused by random fluctuations in the signal during transmission. The 
Gaussian noise can be modeled with a probability density function as: 

2 2
( ) 2

2

1
( )

2

ap a e µ σ

π σ

− −=

     (2) 
where, ‘a’ is the gray level, µ is the mean of  ‘a’, and σ is the standard deviation. 
 

   Salt & Pepper Noise Model 
Salt & Pepper noise is an idealized form of impulse noise model. The pixels values in grayscale 
image corrupted by various impulse noise models are generally replaced by values equal to or 
near the maximum or minimum of the allowable range. The strength of impulse noise is very high 
as compared to the strength of image signal. Noise impulses can be of negative or positive type. 
For an 8-bit grayscale image, the minimum value is 0 and maximum is 255. If the corrupted pixel 
is replaced according to some probability density function to either 0 or 255, then that particular 
impulse noise model is known as Salt & Pepper noise. The negative impulses appear as black 
(pepper) points and positive impulses appear as white (salt) points in the image. An image 
contaminated by Salt & Pepper noise degrades by sharp and sudden disturbances in the image 
signal and it appears as randomly scattered white and black pixels over the image. The 
probability density function for Salt & Pepper noise is: 

( )

0

x

y

P fora x

p a P fora y

otherw ise

=


= =

      (3) 

where, x and y are positive integers. So for an 8-bit gray scale image, x = 0 appears as black 
point and y = 255 appears as white point. 

 
   Wiener Filter 
Wiener filter is a standard image restoration approach proposed by N. Wiener [7] that 
incorporates both the degradation function and statistical characteristics of noise into the 
restoration process. This method assumes image and noise as random processes and the 
objective of this filter to find an estimate of the original image such that the mean square error 
between them is minimized. Wiener filter estimate a prior statistical knowledge of the noise field 
[9-13] and the impulse response of the restoration filter is chosen such that the mean-square 
restoration error is minimized.  
   Median Filter 
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Median filtering is a standard nonlinear signal processing technique developed by Tukey [8] for 
suppressing the Salt & Pepper noise in image by removing the outliers that are the extreme pixel 
values. Huang et al. [14] and Astola and Campbell [15] have developed fast median filtering 
algorithms. It uses sliding neighborhood to process an image and determine the value of each 
output pixel by examining an m-by-n neighborhood around the corresponding input pixel. Median 
filtering arranges the pixel values in an order around the neighborhood and takes the median 
value as the result.  

 

 

 

 

 

 

 

 

 
 

 

FIGURE 1: Block Diagram for Image Degradation, Restoration and Edge Detection 

 

   Root mean Square Error 

The root-mean-square error erms between the original image ( , )f x y and the restored image 

( , )f x y
∧

of size M X N is defined as [5]: 

 
 (4) 

 
   Root mean Square of Signal to Noise ratio 

The root-mean-square of signal to noise ratio SNRrms between the original image ( , )f x y and the 

restored image ( , )f x y
∧

of size M X N is defined as:                                 
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   (5) 

 

3. FIRST & SECOND DERIVATIVE GRADIENT FILTER 
The first derivative operator follows some basic properties like; the first derivative of the gray level 
is negative at the leading edge of the transition, positive at the trailing edge, and zero in the areas 
of constant gray levels. The gradient of an image f(x, y) at the location (x, y) is given by the two 
dimensional column vector [19, 28]. 
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   (6) 

The magnitude of the first derivative is used to detect the presence of an edge in the image. The 
gradient vector points in the direction of the maximum rate of change of the image f at (x, y). The 
magnitude of this vector is given by [29]: 

( )mag f∇
1

2 2 2[ ]x yG G= +   (7)                            
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Here / .. ... /f x and f y∂ ∂ ∂ ∂ are the rates of change of two dimensional function f(x, y) along x and 

y axis respectively. A pixel position is declared as an edge position if the value of the gradient 
exceeds some threshold value, because edge points will have higher pixel intensity values than 
those surrounding it. So a simple way is to compare the gradient value of a point to a threshold 
value and the point is said to be on edge if the threshold value is more than the gradient value of 
that point [30]. 
 
We have used a 3X3 region to denote image points of an input image as follows: 

 

W1 W2 W3 

W4 W5 W6 

W7 W8 W9 

 

FIGURE 2: A 3X3 Region of an Image 

 

 

 

   Sobel Operator 
The Sobel operator is given by the equations [5, 19, 31]: 

7 8 9 1 2 3

3 6 9 1 4 7

( 2 ) ( 2 )

( 2 ) ( 2 )

x

y

G W W W W W W

G W W W W W W

= + + − + +

= + + − + +
  (8) 

Where, W1 to W9 are pixels values in a sub image as shown in Fig.2.  

 

                              

    

 

 

 

 

FIGURE 3: (a) Sobel Mask for Horizontal Direction 
                (b) Sobel Mask for Vertical Direction 

   Roberts Operator 
The Roberts operator is given by the equations [32]: 

9 5

8 6

x

y

G W W

G W W

= −

= −
     (9) 

 

  

 

 

 

 

FIGURE 4: (a) Roberts Mask for Horizontal Direction 
               (b) Roberts Mask for Vertical Direction 

   Prewitt Operator 
The Prewitt’s operator is given by the equations [33]: 
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  (10) 

 

 

 

 

 

 

 

FIGURE 5: (a) Prewitt Mask for Horizontal Direction 
              (b) Prewitt Mask for Vertical Direction 

   Proposed Operator 
Our proposed operator is given by equations: 
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( 3 ) ( 3 )
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The new mask is given by: 

 

 

 

 

 

  

FIGURE 6: (a) Proposed Mask for Horizontal Direction 
               (b) Proposed Mask for Vertical Direction 

    

Second Derivative Gradient Filter 
The second derivative operator satisfies the basic properties like; the second derivative is 
negative for the light side of the edge, positive for the dark side of the edge, and zero for pixels 
lying exactly on edges [18, 29]. The sign of the second derivative is used to decide whether the 
edge pixel lies on the dark side or light side of an edge [34]. The second derivative at any point in 
an image is obtained by using the Laplacian operator [19]. The Laplacian for an image function 
f(x, y) of two variables is defined as [35]: 

2 2

2

2 2

f f
f

x y

∂ ∂
∇ = +

∂ ∂
     (12) 

The Laplacian operator is given by the equation: 
2

2 4 6 8 5
( ) 4f W W W W W∇ = + + + −              (13) 

 

 

 

 

 

  
 

FIGURE 7: (a) Laplacian Mask for Horizontal Direction 
               (b) Laplacian Mask for Vertical Direction 

 

4. METHODS 
We propose the following algorithms to find the edge map from a gray scale noisy image. The 
first algorithm used is to corrupt a gray scale image. Denoising a corrupted image by using 
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appropriate filtering technique is described in second algorithm. The third algorithm describes 
how to convolve an image with a given mask. Finding the edge map by different derivative 
operators is described in the fourth algorithm. The fifth algorithm describes the steps to normalize 
an image and finally thresholding an image is described in the sixth algorithm.  For simulation, all 
the algorithms are written and executed using MATLAB. 

 

ALGORITHM 4.1.Corrupting a gray scale image 
Begin 

1. Select a gray scale image for making it noisy. 
2. If the noise to be added is of type = ‘Additive’ 

Then contaminate the image with Gaussian noise. 
3. Else if the noise to be added is of type = ‘Impulse’ 

Then contaminate the image with Salt & Pepper noise. 
End 

 
ALGORITHM 4.2.Filtering of corrupted image for noise removal 
Begin 

1. Select the corrupted gray scale image created from algorithm 4.1. 
2. If the type of noise in the image = ‘Gaussian’ 
3. Then filter the corrupted image with Wiener filter. 
4. Else if the type of noise in the image = ‘Salt & Pepper’ 
5. Then filter the image with Median filter. 

End 

 
ALGORITHM 4.3. Convolving an image with odd mask 
Begin 

1. Select the image restored by algorithm 4.2. 
2. Read all the pixel vales of restored image with M rows and N columns where, f(x, y) 

represents the pixel value at x and y co-ordinate.    
3. Store all the pixel vales in an integer matrix of dimension M X N. 
4. Select a mask ‘w’ of type horizontal or vertical, which is an array with dimension m X n, 

indexed from 0 to m -1 horizontally and 0 to n -1 vertically for m rows and n columns. 
5. Fill the mask ‘w’ with mask coefficients. 
6. The sum of all the coefficients of the mask must be zero. 
7. Compute half-width of mask, a = (m – 1)/2  
8. Compute half-height of mask, b= (n – 1)/2  
9. Create an M X N output image, ‘g’ with M rows and N columns 
10. for all pixel coordinates, x and y, do 
11. g(x, y) = 0 
12. end for 
13. for y = b to N – b - 1 do  
14. for x = a to M – a – 1 do 
15. sum = 0 
16. for k = -b to b do  
17. for j = -a to a do 
18. sum = sum + w(k, j) f(x + k, y + j) 
19. end for 
20. end for 
21. end for 
22. end for 
23. g(x, y) = sum 
24. Find the convolved image for both horizontal and vertical directions. 

End 
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ALGORITHM 4.4. Edge detection by derivative filter 
Begin 
 

1. Select the convolved image both horizontal and vertical created by algorithm 4.3. 
2. Find the magnitude of the gradient vector. 
3. Magnitude = square root ((horizontal component)

2
 + (vertical component)

2
) 

4. Finally, normalize and threshold the gradient magnitude to display the edge map. 
End 

 
ALGORITHM 4.5. Normalization of an image. 
Begin 
 

1. Select the gradient magnitude of size M X N obtained from algorithm 4.4.    
2. Calculate the minimum value for each column in gradient magnitude matrix. 
3. Calculate the smallest value among all the minimum column values. 
4. Calculate the maximum value for each column in the gradient magnitude matrix. 
5. Calculate the largest value among all the maximum column values. 
6. Calculate range =  largest value – smallest value 
7. for x = 1 to N do 
8. for y = 1 to M do 
9. g (y, x) = (f(y, x) – smallest pixel value) * 255 / range. 
10. end for 
11. end for 

End 

 
ALGORITHM 4.6. Thresholding an image 
Begin 
 

1. Select the normalized image of size M X N obtained from algorithm 4.5. 
2. Choose a value for the label. 
3. for x = 1 to N do  
4. for y = 1 to M do 
5. if f(y, x) is greater than level then 
6. if(y, x) = 255, it sets the point to white  
7. else 
8. f(y, x) = 0, it sets the point to black 
9. end 
10. end for 
11. end for 

End 

 

The image is processed using the different gradient first and second derivative operators like 
Sobel, Robert, Prewitt, Laplacian and the proposed one to find edge map [25, 17, 20, 36]. The 
mask for horizontal and vertical direction is convolved to the image and the magnitude of the 
gradient is obtained [28, 37]. Finally the gradient magnitude is normalized and threshold to find 
the edge in the image [23, 4]. For writing and executing the algorithms used in this paper, we 
have used MATLAB 5.0 [38, 39]. 
 

5. RESULTS 
To validate the efficiency of the image restoration filtering schemes and edge detection derivative 
filters, simulation study has been carried out using MATLAB image processing Toolbox. Two 
standard gray scale images ‘Lena’ and ‘Girl’ of size 256 X 256 are selected for simulation study. 
At first the images are distorted with Gaussian noise with mean = 0 and standard deviation = 0.01 
and in the second case, the images are distorted with Salt & Pepper noise with noise density of 
0.1. The threshold value is selected to be 0.2 for both the images. The performance of the 
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proposed derivative filter for edge detection is evaluated and compared with those of the existing 
derivative filters. The Wiener filter is used for cleaning Gaussian noise from the images and the 
Median filter is used for denoising the Salt & Pepper noise from the gray scale images. The 
performance of the derivative filters are evaluated by both subjective and objective method. The 
root mean square error and root mean square of signal to noise ratio are used to evaluate the 
performance of the filters. The edge detection by different derivative filters in restored gray scale 
image is shown in Figs. 9 to Figs. 18. The subjective fidelity scoring scales is shown in Table 1. 
The subjective evaluation of different gradient operators with Gaussian noise and Salt & Pepper 
noise are shown separately in Table 2 and Table 3 respectively. The root mean square error with 
Gaussian noise and Salt & Pepper noise are shown separately in Table 4 and Table 5 
respectively. Finally the root mean square of signal to noise ratio with Gaussian noise and Salt & 
Pepper noise are shown separately in Table 6 and Table 7 respectively. 

 
In general, it is observed that among all the derivative gradient operators, the proposed derivative 
operator, Sobel operator and the Prewitt operator show best performances in terms of all indices. 
Thus from the simulation study, it is evident that the proposed operator should be preferred for 
extracting good quality of edge map from the gray scale image.            

 
   Original images 

  
             

FIGURE 8: Original Images without Noise 
(‘Lena’ Image Source by MathWorks Inc., USA (MATHLab)) 

(‘Girl’ Image Source by USC-SIPI Image Database, California) 

   Edge detection by Sobel Operator 

 

 

 

 

 

 

 
   Edge detection by Robert Operator 

FIGURE 9: Results of Sobel Operator 
(a) and (e) Images with Gaussian 
Noise With Mean= 0 and Standard 
Deviation=0.01 
(b) and (f) Restored Images by Wiener 
Filtering(c) and (g) Edge Without 
Filtering 
(d) and (h) Edge With Filtering 

FIGURE 10: Results of Sobel Operator 
(a) and (e) Images with Salt & 

Pepper Noise With Noise Density 
=0.01 

(b) and (f) Restored Images by Median 
Filtering 
(c) and (g) Edge Without Filtering 
(d) and (h) Edge With Filtering 
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   Edge detection by Prewitt Operator 

 

        
 

 

 

 

 

 

 

 

 

 
   Edge detection by Laplacian Operator 

FIGURE 11: Results of Robert Operator 
(a) and (e) Images With Gaussian 

Noise with Mean=0 and Standard 
Deviation=0.01 

(b) and (f) Restored Images by Wiener 
Filtering 
(c) and (g) Edge Without Filtering 
(d) and (h) Edge With Filtering 

FIGURE 12: .Results of Robert Operator 
(a) and (e) Images With Salt & 

Pepper Noise With Noise Density 
=0.01 

(b) and (f) Restored Images by Median 
Filtering 
(c) and (g) Edge Without Filtering 
(d) and (h) Edge With Filtering 

FIGURE 13: Results of Prewitt Operator 
(a) and (e) Images With Gaussian Noise 

With Mean=0 and Standard 
Deviation=0.01 

      (b) and (f) Restored Images by Wiener 
Filtering 
      (c) and (g) Edge Without Filtering 
      (d) and (h) Edge With Filtering 

FIGURE 14: Results of Prewitt Operator 
(a) and (e) Images With Salt & 

Pepper Noise With Noise Density 
=0.01 

      (b) and (f) Restored Images by Median 
Filtering 
      (c) and (g) Edge Without Filtering 
      (d) and (h) Edge With Filtering 
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   Edge detection by Proposed Operator 
 

  
 

 

 

 

 

 

 

 

 

 

Quality Comparison 

FIGURE 15: Results of Laplacian Operator 
(a) and (e) Images With Gaussian 

Noise With Mean=0 and Standard 
Deviation=0.01 

      (b) and (f) Restored Images by Wiener   
Filtering 
      (c) and (g) Edge Without Filtering 
      (d) and (h) Edge With Filtering 

FIGURE16: Results of Laplacian Operator 
(a) and (e) Images With Salt & 

Pepper Noise With Noise Density 
=0.01 

      (b) and (f) Restored Images by Median 
Filtering 
      (c) and (g) Edge Without Filtering 
      (d) and (h) Edge With Filtering 

FIGURE 18: Results of Proposed Operator 
(a) and (e) Images With Salt & 

Pepper Noise With Noise Density 
=0.01 

      (b) and (f) Restored Images by Median 
Filtering 
      (c) and (g) Edge Without Filtering 
      (d) and (h) Edge With Filtering 

FIGURE 17: Results of Proposed Operator 
(a) and (e) Images With Gaussian 

Noise With Mean=0 and Standard 
Deviation=0.01 

      (b) and (f) Restored Images by Wiener 
Filtering 
      (c) and (g) Edge Without Filtering 
      (d) and (h) Edge With Filtering 
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TABLE 1: Subjective Fidelity Scoring Scales 

 

Contrast Edge Map Noise Content Operators\ 
Factors for 

Comparison Lena 
image 

Girl 
image 

Lena 
image 

Girl 
image 

Lena 
image 

Girl 
image 

Sobel B B B B -1 -1 

Roberts C C C D +2 +1 

Prewitt  B B B B -1 -1 

Laplacian  D D D E +2 +2 

Proposed  B B B B -1 -1 

 
TABLE 2: Performance of Different Gradient Operators in Gaussian Noise 

 
 

Contrast Edge Map Noise Content Operators\ 
Factors for 

Comparison Lena 
image 

Girl 
image 

Lena 
image 

Girl 
image 

Lena 
image 

Girl 
image 

Sobel B B B B -1 -1 

Roberts C C C C +2 +1 

Prewitt  B B B B -1 -1 

Laplacian  D E C E +1 +1 

Proposed  B B B B -1 -1 

 

TABLE 3: Performance of Different Gradient Operators in Salt & Pepper Noise 

 

 

 

 

 

 

 

 

 

 

 

TABLE 4: Root-mean-square Error with Gaussian Noise 

 

 

 

A – Very good + 3  Very high 

B – Good +2 High 

C – Fair +1 Medium 

D – Poor - 1 Less 

E – Bad - 2 Much less 

erms 
without 
filtering  

erms with 
filtering  

erms 
without 
filtering 

erms with 
filtering  

Operators\ 
Factors for 
Comparison 

 Lena image Lena 
image 

Girl image Girl image 

Difference 
in erms in 
Girl image 

Sobel  141.505 142.463 153.197 143.063 10.133 

Roberts  141.183 138.744 150.991 121.379 29.611 

Prewitt  141.556 143.182 152.926 137.327 15.598 

Laplacian  141.131 140.407 151.179 123.261 27.917 

Proposed  141.649 142.065 153.677 146.402 7.275 

Operators\ 
Factors for 

erms 
without 

erms with 
filtering  

erms 
without 

erms with 
filtering  

Difference 
in erms in 
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TABLE 5: Root-mean-square Error with Salt & Pepper Noise 

               

 

 

 

 

 

 

 

 

 

TABLE 6: Root-mean-square of Signal-to-noise Ratio with Gaussian Noise 

 

 

 

 

 

 

 

 

 

 

TABLE 7: Root-mean-square of Signal-to-noise Ratio with Salt & Pepper Noise 

 

6. CONCLUSION 
 
In this paper, the proposed operator’s performance for edge detection in a noisy image is 
evaluated both subjectively and objectively against the first and second order derivative filters and 
the results are shown in Fig. 9 to Fig. 18 and from Table 2 to Table 7 respectively.  
 
The subjective evaluation of edge detected images show that proposed operator, Sobel and 
Prewitt operator exhibit better performances respectively for image contaminated with Gaussian 
noise with mean = 0 and standard deviation of 0.01 and filtered with Wiener filter in Table 2 and 
with Salt & Pepper noise with noise density of 0.1 and filtered with Median filter in Table 3. Table 
2 and Table 3 also show that Robert and Laplacian have poor performance in terms of contrast, 
edge map strength and noise content. Prewitt, Sobel and proposed operator have good contrast, 
edge map strength and low noise content. Prewitt is more acceptable than Roberts and Laplacian 
while Sobel and proposed are more acceptable than Prewitt.  It also shows that Laplacian is very 
much sensitive to noise. The objective evaluation of edge detection results as in Table 4 and 
Table 5 agree the subjective evaluation as in Table 2 and Table 3 that proposed, Sobel and 

filtering  filtering Comparison 
Lena image Lena 

image 
Girl image Girl image 

Girl image 

Sobel  146.815 144.835 149.579 136.727 12.851 

Roberts  144.562 140.743 137.555 127.549 10.006 

Prewitt  146.448 144.525 147.757 134.435 13.322 

Laplacian  147.008 141.560 143.701 126.947 16.753 

Proposed  146.354 145.308 151.063 138.912 12.150 

SNRrms 
without 
filtering  

SNRrms 
with 
filtering  

SNRrms 
without 
filtering 

SNRrms 
with 
filtering  

Operators\ 
Factors for 
Comparison 

Lena 
image 

Lena 
image 

Girl image Girl image 

Sobel  1.780 1.555 1.644 1.513 

Roberts  1.688 0.753 1.570 0.718 

Prewitt  1.764 1.417 1.633 1.408 

Laplacian  1.714 0.889 1.599 0.874 

Proposed  1.792 1.641 1.648 1.561 

SNRrms 
without 
filtering  

SNRrms 
with 
filtering  

SNRrms 
without 
filtering 

SNRrms 
with 
filtering  

Operators\ 
Factors for 
Comparison 

Lena 
image 

Lena 
image 

Girl image Girl image 

Sobel  1.602 1.226 1.510 1.142 

Roberts  1.232 0.624 1.194 0.594 

Prewitt  1.553 1.123 1.476 1.060 

Laplacian  1.402 0.663 1.281 0.657 

Proposed  1.644 1.305 1.530 1.208 
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Prewitt operators are better than Laplacian and Robert in case of a noisy image. The root mean 
square error difference of Laplacian and Robert is more than Prewitt, which is more than Sobel 
and proposed operator. The root mean square error with less value gives better result. Table 6 
and Table 7 shows that the evaluation of root mean square of signal to noise ratio of proposed 
and Sobel operator are higher than Prewitt, whose value is higher than Laplacian and Robert. 
Filtering the noisy image with a suitable filter is an initial process in the edge detection for noisy 
images. This paper concludes that the subjective and objective evaluation of noisy image shows 
that proposed, Sobel, Prewitt, Roberts and Laplacian exhibit better performance for edge 
detection respectively and the results of the subjective evaluation matches with the results of the 
objective evaluation.     
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 Abstract 

 

In this paper we address the problem of face recognition using edge information 
as independent components. The edge information is obtained by using 
Laplacian of Gaussian (LoG) and Canny edge detection methods then 
preprocessing is done by using Principle Component analysis (PCA) before 
applying the Independent Component Analysis (ICA) algorithm for training of 
images. The independent components obtained by ICA algorithm are used as 
feature vectors for classification. The Euclidean distance and Mahalanobis 
distance classifiers are used for testing of images. The algorithm is tested on two 
different databases of face images for variation in illumination and facial poses 
up to 1800rotation angle. 
 
Keywords: Principle Component analysis (PCA), Independent Component Analysis (ICA),  Laplacian of 

Gaussian ( LoG) and Canny edge detection Euclidean distance classifier, Mahalanobis distance classifier. 

 

1. INTRODUCTION 

Face recognition is a task that humans perform routinely and effortlessly in their daily 
lives. Wide availability of powerful and low-cost desktop and embedded computing 
systems has created an enormous interest in automatic processing of digital images and 
videos in a number of applications, including biometric authentication, surveillance, 
human-computer interaction, and multimedia management. Research and development 
in automatic face recognition follows naturally. 
 
Research in face recognition is motivated not only by the fundamental challenges this 
recognition problem poses but also by numerous practical applications where human 
identification is needed. Face recognition, as one of the primary biometric technologies, 
became more and more important owing to rapid advances in technologies such as 
digital cameras, the Internet and mobile devices, and increased demands on security. 
Face recognition has several advantages over other biometric technologies: It is natural, 
non intrusive, and easy to use. Among the six biometric attributes considered by 
Hietmeyer [1], facial features scored the highest compatibility in a Machine Readable 
Travel Documents (MRTD) [2] system based on a number of evaluation factors, such as 
enrollment, renewal, machine requirements, and public perception. 
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A face recognition system is expected to identify faces present in images and videos 
automatically. It can operate in either or both of two modes: (1) face verification (or 
authentication), and (2) face identification (or recognition). Face verification involves a 
one-to-one match that compares a query face image against a template face image 
whose identity is being claimed. Face identification involves one-to-many matches that 
compare a query face image against all the template images in the database to 
determine the identity of the query face.  
 
There are two predominant approaches to the face recognition problem: geometric 
(feature based) and photometric (view based). As a researcher interest in face 
recognition continued and many different methods are proposed, like well studied 
methods using Principle Component Analysis (PCA), Linear Discriminant Analysis (LDA) 
and Elastic Bunch Graph Matching (EBGM). In order to organize the vast field of face 
recognition, several approaches are conceivable. For instance, algorithms treating the 
face and its environment as uncontrolled systems could be distinguished from systems 
that control the lighting or background of the scene, or the orientation of the face. Or 
systems that use one or more still images for the recognition task could be distinguished 
from others that base their efforts on video sequences.  
 
The comparison of face recognition using PCA and ICA on FERET database with 
different classifiers [3] [4] are discussed and found that the ICA has better recognition 
rate as compared with PCA with statistically independent basis images and also with 
statistically independent coefficients. Their findings are based on the frontal face image 
datasets are encouraging with few face expressions. Marian S Bartlett used version of 
ICA [5] derived from the principle of optimal information transfer through sigmoidal 
neurons on face images from FERET database has proved that ICA representation gave 
the best performance on the frontal face images. Feature selection in the independent 
component subspace [6] which gives the benefits for face recognition with changes in 
illumination and facial expressions. Fusion of ICA features like Spatial, Temporal and 
Localized features [7] [8] for Face Recognition are considered as optimization method. 
An independent Gabor features (IGFs) method and its application to face recognition 
using ICA [9]  is discussed by Chengjun Liu; Wechsler, H. The novelty of the IGF method 
comes from 1) the derivation of independent Gabor features in the feature extraction 
stage and 2) the development of an IGF features-based probabilistic reasoning model 
(PRM) classification method in the pattern recognition stage. In particular, the IGF 
method first derives a Gabor feature vector from a set of down sampled Gabor wavelet 
representations of face images, then reduces the dimensionality of the vector by means 
of principal component analysis, and finally defines the independent Gabor features 
based on the independent component analysis (ICA). 
 
The illumination has great influence on how a face image looks. Researchers have 
proved that for a face image, the difference caused by illumination changes has even 
exceeded the difference caused by identity changes [10]. The big challenge of face 
recognition lies in dealing with variations of pose, illumination, and expression. Also there 
is need to address the problem of identity changes using structural components.  
 
In this paper we propose the face recognition using Edge information and ICA with large 
rotation angles with poses and variation in illumination conditions. Here we used the edge 
information of face images using different standard edge detection function operators like 
canny, Laplacian of Gaussian (log).  The edge information is being used to calculate 
independent components for face recognition. We used the database which has the large 
rotation angles up to 180

0
 change between the images of person while looking right and 

or left. We considered the face images having various orientations of the face i.e.: looking 
front, looking left, looking right, looking up, looking up towards left, looking up towards 
right, looking down.  In this study we considered the samples of individual person which 
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consist of sufficient number of images having expressions, changes in illumination and 
large rotation angles. For illumination variation the effects of light on face image from left, 
right, top and bottom sides are considered. The paper is organized as follows. In Section 
2 we introduce the ICA and information about edge detection in section 3. The section 4 
specifies the need of the preprocessing before applying the ICA algorithm. The modified 
Fast ICA algorithm is presented in the Section 5 and classifiers are discussed in section 
6. Experimental results are discussed in Section 7 and accordingly the conclusions are 
drawn in Section 8. 

2. Introduction to ICA 

 ICA will be rigorously defined as a  statistical ‘latent variable’ model. Assume that we 
observe n linear mixtures x1, ....., xn of n independent components  
 

njnjjj sasasax +++= ......2211
     For all j.                               (1) 

 
we have now dropped the time index t; in the ICA model, we assume that each mixture xj 
as well as each independent component sk is a random variable, instead of a proper time 
signal. The observed values xj(t), e.g. the microphone signals in the cocktail party 
problem, are then a sample of this random variable. Without loss of generality, we can 
assume that both the mixture variables and the independent components have zero 
mean. If this is not true, then the observable variables xi can always be centered by 
subtracting the sample mean, which makes the model zero-mean.  
 
It is convenient to use vector-matrix notation instead of the sums like in the previous 
equation. Let us denote by x the random vector whose elements are the mixtures x1, ..., 
xn. And likewise by s the random vector with elements s1, ..., sn. Let us denote by A the 
matrix with elements aij. Generally, bold lower case letters indicate vectors and bold 
upper-case letters denote matrices. All vectors are understood as column vectors; thus x

T
 

or the transpose of x, is a row vector. Using this vector-matrix notation, the above mixing 
model is written as  
 

x =As                                   (2) 
 

Sometimes we need the columns of matrix A; denoting them by aj the model can also be 
written as, 

x = ∑
=

n

i 1

 aisi                      (3) 

The statistical model in equation.(2) is called independent component analysis or ICA 
model[11]. The ICA model is a generative model which means that it describes how the 
observed data are generated by a process of mixing the components si. The independent 
components are latent variables, meaning that they cannot be directly observed. Also the 
mixing matrix is assumed to be unknown. All we observe is the random vector x, and we 
must estimate both A and s using it. This must be done under as general assumptions as 
possible.  
 
The starting point for ICA is the very simple assumption that the components si are 
statistically independent.  It will be seen that we also assume that the independent 
component must have nongaussian distributions. However, in the basic model we do not 
assume these distributions known (if they are known, the problem is considerably 
simplified). For simplicity, we are also assuming that the unknown mixing matrix is 
square, but this assumption can be sometimes relaxed. Then, after estimating the matrix 
A, we can compute its inverse, say W, and obtain the independent component simply by: 
 

s = Wx.                            (4) 
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ICA is very closely related to the method called blind source separation (BSS) or blind 
signal separation. A “source” means here an original signal, i.e. independent component, 
like the speaker in a cocktail party problem. “Blind” means that we know very little, if 
anything, on the mixing matrix, and make little assumptions on the source signals. ICA is 
one method perhaps the most widely used, for performing blind source separation.  

3. Edge Detection 

Edges are boundaries between different textures. Edge also can be defined as 
discontinuities in image intensity from one pixel to another. The edges for an image are 
always the important characteristics that offer an indication for a higher frequency. 
Detection of edges for an image may help for image segmentation, data compression, and 
also help for well matching, such as image reconstruction and so on.  
Laplacian of a Gaussian (LoG) Detector: Consider the Gaussian function 

2

2

2)( σ

r

erh
−

−=    (5) 

 
where r

2
=x

2
+y

2 
and σ is the standard deviation. This is smoothing function which, if 

convolved with an image, will blur it. The degree of blurring is determined by the value of σ. 
The Laplacian function [13] is 

2

2

2

4

22

2
)( σ

σ

σ
r

e
r

rh
−








 −
−=∇          (6) 

For obvious reason, this function is called the Laplacian of a Gaussian (LoG). Because of 

the second derivative is a linear operation, convolving an image with  )(
2 rh∇  is the same 

as convolving the image with the smoothing function first and then computing the Laplacian 
of the result. This is the key concept underlying the LoG detector. 
 
Canny Edge Detection: 
Finds edge by looking for local maxima of the gradient of f(x, y). The gradient is calculated 
using the derivative of a Gaussian filter. The method uses two thresholds to detect strong 
and weak edges and includes the weak edges at the output only if they are connected to 
strong edges. Therefore this method is more likely to detect true weak edges.  The Canny 
edge detector[13] is the most powerful edge detector provided by function edge. In this 
method the image is smoothed using a Gaussian filter with a specified standard deviation, 
σ, to reduce noise. The local gradient, 

[ ] 2/122
),( yGxGyxg +=        (7) 

and edge direction, 

)/(tan),(
1 GxGyyx −

=α          (8) 

are computed at each point. Gx and Gy computed using sobel, prewitt or Roberts method 
of edge detection. An edge point is defined to be a point whose strength is locally maximum 
in the direction of the gradient.  

4. Preprocessing by PCA 

 
There are several approaches for the estimation of the independent component analysis 
(ICA) model. In particular, several algorithms were proposed for the estimation of the basic 
version of the ICA model, which has a square mixing matrix and no noise. Practically when 
applying the ICA algorithms to real data, some practical considerations arise and need to 
be taken into account. To overcome these practical considerations we implemented a 
preprocessing technique in this algorithm that is dimension reduction by principal 
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component analysis. That may be useful and even necessary before the application of the 
ICA algorithms in practice. Overall face recognition benefits from feature selection of PCA 
and ICA combination [6]. 
 

A common preprocessing technique for multidimensional data is to reduce its dimension 
by principal component analysis (PCA) [3]. Basically, the data is projected linearly onto a 
subspace 

xEX n=
~

                  (9) 

so that the maximum amount of information (in the least-squares sense) is preserved. 
Reducing dimension in this way has several benefits. First, let us consider the case 
where the number of independent components (ICs) n is smaller than the number of 
mixtures; say m. Performing ICA on the mixtures directly can cause big problems in such 
a case, since the basic ICA model does not hold anymore. Using PCA we can reduce the 
dimension of the data to n. After such a reduction, the number of mixtures and ICs are 
equal, the mixing matrix is square, and the basic ICA model holds. 
 
The question is whether PCA is able to find the subspace correctly, so that the n ICs can 
be estimated from the reduced mixtures. This is not true in general, but in a special case 
it turns out to be the case. If the data consists of n ICs only, with no noise added, the 
whole data is contained in an n-dimensional subspace. Using PCA for dimension 
reduction clearly finds this n-dimensional subspace, since the eigenvalues corresponding 
to that subspace, and only those eigenvalues, are nonzero. Thus reducing dimension 
with PCA works correctly. In practice, the data is usually not exactly contained in the 
subspace, due to noise and other factors, but if the noise level is low, PCA still finds 
approximately the right subspace. In the general case, some weak ICs may be lost in the 
dimension reduction process, but PCA may still be a good idea for optimal estimation of 
the strong ICs. 

 

5. ICA Algorithm 

 
Here we used the modified FastICA algorithm [11] for computing of independent 
components. Before computing the independent components we use to calculate the 
principle components and then whitened those components to reduce the size of matrix. In 
the previous section we have seen the need to use PCA before applying ICA. After finding 
principle components we whiten the eigenvector matrix to reduce the size of matrix and 
make it square. To estimate several independent components, we need to run the ICA 
algorithm several times with weight vectors w1, ...,wn. To prevent different vectors from 
converging to the same maxima we must decorrelates the outputs w

T
1x, ...,w

T
n x after 

every iteration.  
 
A simple way of achieving decorrelation is a deflation scheme based on a Gram-Schmidt-
like decorrelation[13]. This means that we estimate the independent components one by 
one. When we have estimated p independent components, or p vectors w1, ...,wp, we run 
the one-unit fixed-point algorithm for wp+1, and after every iteration step subtract from wp+1 
the projections w

T
 p+1 wj wj ,  j = 1, ..., p of the previously estimated p vectors, and then 

renormalize wp+1: 

∑
=

+++
−=

p

j

jjp
T

pp WWWWW
1

111
    (10) 
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In certain applications, however, it may be desired to use a symmetric decorrelation, in 
which no vectors are privileged over others. This can be accomplished, e.g., by the 
classical method involving matrix square roots, 
 

WWWW T 2/1
)(

−
=                                 (12) 

 
where W is the matrix (w1, ...,wn)

T
 of the vectors, and the inverse square root (WW

T
 )

−1/2
 

is obtained from the eigenvalues decomposition of WW
T
 = FDF

T
 as (WW

T
 )

−1/2
 = FD

−1/2
F

T
 

. A simpler alternative is the following iterative algorithm, 
 

||||/
T

WWWW =                                (13) 

 
As we are using the ICA algorithm the training time required is more as compared to 

other methods. For the algorithm developed in this paper required around few seconds time 
as training time.  

 

6. Similarity Metrics using Classifiers 

 
As we are using the ICA algorithm the feature extraction time required is more as 
compared to other methods. For the algorithm developed in this paper required around few 
seconds time as extraction time. The query image will be more similar to the database 
images if the distance is smaller. For similarity measurement we used the Euclidean 
distance classifier and Mahalanobis distance classifier [12][14], for calculating the minimum 
distance between the query image and images to be matched from the       database. If x 
and y are the two d-dimensional feature    vectors of the database image and query image 
respectively, then these distance metrics are defined as follows. Euclidean distance to 
determine closeness reduces the problem to computing the distance measures: 
 

∑
=

−=
d

i

iiE yxyxd
1

2
)(),(                              (14) 

 
If the distance is small, we say the images are similar and we can decide which the most 
similar images in the database are. Another distance metrics for comparison of the 
retrieval of images used is Mahalanobis metric: 
 

)()()(),(
12

yxxCovyxyxdMah −−=
−

       (15) 

 
           The results of these classifiers are very much close to each other. In Mahalanobis 
metrics  the time required for similarity measure is more due to involvement of the      
covariance matrix.  

 

7. Experimental Results 

 
The experimental results presented in this paper are divided in to two parts. Both parts 
evaluate the face representation using Laplacian of Gaussian ( LoG) and Canny edge 
detection for feature extraction methods. In first part the face images having variation in 
illumination conditions are used. In second part face images are used with large rotation 
angles. There are four stages of the algorithm developed in MATLAB environment. In the first 
stage we calculate the edge information using LoG or Canny edge detection method. The 
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second stage is used for preprocessing of image matrix using PCA for dimension reduction. 
Third stage is used to find out independent components as feature vectors using ICA 
algorithm. In last stage we used different two classifiers for testing of input image to be 
recognized.  
 

 
 

Figure 1: Various view of face images with different illumination conditions in Asian face database 

 
 

Two standard databases are used for evaluation of these results. The first database is 
published by IIT Kanpur [16] widely used for research purpose known as Indian face 
database. In this database images of 60 persons with 10 sample images with different 
orientations and views are available. The second database known as Asian face image 
database [15] is from Intelligent Multimedia research laboratories having face images of 56 
male persons with 10 samples each; which consist of variation in illumination conditions and 
different views. The resolution of all images we used in the algorithm is 128 x128 for 
computational purpose. Few face images are shown in Figure 1 and Figure 4 from both the 
databases with various views.  
 
In this study we have explored feature selection techniques using Edge information and ICA 
for face recognition. Feature selection techniques are warranted especially for ICA features, 
since these are devoid of any importance ranking based on energy content. The study is 
carried out on the face database that contains both facial expression with pose variation and 
illumination variations. We implemented the algorithms for face recognition using Edge 
information and ICA on the different conditions of face images with different set of images. 
These set of images we used are by selecting the first 50, 100, 150 or 200 independent 
components.  
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Figure 2: Edge information of few face images 
 

The edge detected images are shown in Figure 2 and are then preprocessed by PCA. 
The independent components are obtained by ICA algorithm and few are shown in Figure 
3. These are the independent components obtained for face images with variation in 
illumination. The light condition on the face images are from left and right sides as well as 
from top and down directions. Under different illumination conditions the results are 
encouraging as shown in table 1.The images used in this part are from Asian face 
database with different illumination conditions as shown above in Figure 1. For training 
we used different sets of independent components varying from 50 to 200.  The edge 
information for the images with large rotation angles are shown in Figure 5 and 
corresponding few independent components are shown in Figure 6. For this part we used 
images from Indian face database with large rotation angle up to 180

0
.
   
 

 

 
 

Figure 3: Independent Components of few face images 
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Figure 4: Various view of face images with different face orientations in Indian face database 

 

 
 

Figure 5: Edge information of few face images 

 

 
 

Figure 6: Independent Components of few face images 
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Table 1: Results of the face recognition algorithm  
 

8. Conclusion 

In this paper an independent component analysis of Edge information of face images has 
been discussed and used for face recognition. Two standard databases are used, which 
contains the face images with different orientations, expressions and change in illumination. 
The performance of the algorithm suggested produces very good recognition rate varying 
from 74% to 95%. Applying ICA on face images for recognition; selection of ICs are 
required in order to give better performance. We used two different approaches for edge 
detection where Canny edge detector has given better results as compared to LoG edge 
detector. We adopted modified FastICA algorithm for computing the independent 
components. If we observe the results of face recognition using ICA under variation of 
illumination conditions the results are very good and encouraging. The results of the first 
part with ICA method are also close to the results of second part. This implies that ICA for 
edge information of face images is less sensitive to illumination change as compared to 
face orientations as shown in results. 
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Euclidean 
distance  
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Euclidean 
distance 

Mahalanobis 
metric 

200 74 76.5 80.5 83.5 

150 79.33 82 84.67 86.66 

100 79 83 85 87 

 
 
Part I- Pose 
variation with large 
rotation angles 

 
 
Indian face 
database. 

50 82 86 88 91.5 

200 74 78 86 92.33 

150 81 83 90 93.33 

100 82 88.67 90 94 

 
Part II- Variation of 
illumination 
conditions. 

 
Asian face 
database. 

50 84.5 87.5 91.5 95 
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