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Editorial Preface 
 

The International Journal of Image Processing (IJIP) is an effective medium 
for interchange of high quality theoretical and applied research in the Image 
Processing domain from theoretical research to application development. This 
is the first issue of volume four of IJIP. The Journal is published bi-monthly, 
with papers being peer reviewed to high international standards. IJIP 
emphasizes on efficient and effective image technologies, and provides a 
central for a deeper understanding in the discipline by encouraging the 
quantitative comparison and performance evaluation of the emerging 
components of image processing. IJIP comprehensively cover the system, 
processing and application aspects of image processing. Some of the 
important topics are architecture of imaging and vision systems, chemical 
and spectral sensitization, coding and transmission, generation and display, 
image processing: coding analysis and recognition, photopolymers, visual 
inspection etc.     
IJIP give an opportunity to scientists, researchers, engineers and vendors 
from different disciplines of image processing to share the ideas, identify 
problems, investigate relevant issues, share common interests, explore new 
approaches, and initiate possible collaborative research and system 
development. This journal is helpful for the researchers and R&D engineers, 
scientists all those persons who are involve in image processing in any 
shape.  
 
Highly professional scholars give their efforts, valuable time, expertise and 
motivation to IJIP as Editorial board members. All submissions are evaluated 
by the International Editorial Board. The International Editorial Board ensures 
that significant developments in image processing from around the world are 
reflected in the IJIP publications. 
 
 
IJIP editors understand that how much it is important for authors and 
researchers to have their work published with a minimum delay after 
submission of their papers. They also strongly believe that the direct 
communication between the editors and authors are important for the 
welfare, quality and wellbeing of the Journal and its readers. Therefore, all 
activities from paper submission to paper publication are controlled through 
electronic systems that include electronic submission, editorial panel and 
review system that ensures rapid decision with least delays in the publication 
processes.  
 
 
 
 
 
 



To build its international reputation, we are disseminating the publication 
information through Google Books, Google Scholar, Directory of Open Access 
Journals (DOAJ), Open J Gate, ScientificCommons, Docstoc and many more. 
Our International Editors are working on establishing ISI listing and a good 
impact factor for IJIP. We would like to remind you that the success of our 
journal depends directly on the number of quality articles submitted for 
review. Accordingly, we would like to request your participation by 
submitting quality manuscripts for review and encouraging your colleagues to 
submit quality manuscripts for review. One of the great benefits we can 
provide to our prospective authors is the mentoring nature of our review 
process. IJIP provides authors with high quality, helpful reviews that are 
shaped to assist authors in improving their manuscripts.  
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Abstract 

 

Vector Quantization is lossy data compression technique and has various 
applications. Key to Vector Quantization is good codebook. Once the codebook 
size is fixed then for any codebook generation algorithm the MSE reaches a 
value beyond which it cannot be reduced unless the codebook size is increased. 
In this paper we are proposing two-level codebook generation algorithm which 
reduces mean squared error (MSE) for the same codebook size. For 
demonstration we have used codebooks obtained from Keker’s Proportionate 
error (KPE) algorithm. The proposed method is can be applied to any codebook 
generation algorithm. 
 
Keywords: Vector Quantization, Codebook, Data Compression, Encoding. 

 
 

1. INTRODUCTION 

The increasing demand in various fields has made the digital image compression very vigorous in 
the area of research. Compression techniques reduce the amount of data needed to represent an 
image so that images can be economically transmitted and stored. Vector quantization (VQ) is 
one of the non lossless data compression techniques.  VQ has been used in number of 
applications, like speech recognition and face detection [3], [5], pattern recognition [4], speech 
data compression [30], image segmentation [31-34], Content Based Image Retrieval (CBIR) [35], 
[36], Face recognition[40]. 
 
VQ is a mapping function which maps k-dimensional vector space to a finite set CB = {C1, C2, C3, 
..…., CN}. The set CB is called as codebook consisting of N number of codevectors and each 
codevector Ci = {ci1, ci2, ci3, ……, cik} is of dimension k.  Good codebook design leads to less 
distortion in reconstructed image. Codebook can be designed in spatial domain by clustering 
algorithms [1], [2], [6], [7], [27-29], [37-39].   
 
For encoding, image is fragmented into non overlapping blocks and each block is then converted 
to the training vector Xi = (xi1, xi2, ..….., xik ). The codebook is searched for the closest codevector 
Cmin by computing squared Euclidean distance as presented in equation (1) between vector Xi 
and all the codevectors of the codebook CB. This method is called as exhaustive search (ES). 

)}C,{d(Xmin)C,d(X jiNj1mini ≤≤
=  Where  

2
k

1p

jpipji )c(x)C,d(X ∑
=

−=   (1) 
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Exhaustive Search (ES) method gives the optimal result at the end, but it intensely involves 
computational complexity. Observing equation (1) to obtain one nearest codevector for a training 
vector computations required are N Euclidean distance where N is the size of the codebook. So 
for M image training vectors, will require M*N number of Euclidean distances computations. It is 
obvious that if the codebook size is increased the distortion will decrease with increase in 
searching time. 
 
Various encoding methods are given in literature: Partial Distortion search (PDS)[7], nearest 
neighbor search algorithm based on orthonormal transform (OTNNS) [8]. Partial Distortion 
Elimination (PDE) [9], triangular inequality elimination (TIE) [10], mean distance ordered partial 
codebook search (MPS) algorithm [11], fast codebook search algorithm based on the Cauchy-
Schwarz inequality (CSI) [12],  fast codebook search based on subvector technique (SVT) [13], 
the image encoding based on L2-norm pyramid of codewords [14] and the fast algorithms using 
the modified L2-norm pyramid (MLP) [15], fast codeword search algorithm based on 
MPS+TIE+PDE proposed by Yu-Chen, Bing-Hwang and Chih-Chiang (YBC) in 2008 [16], Kekre’s 
fast search algorithms [17], [18], [19]  and others [20], [21], [22],  are classified as partial search 
methods. Some of the partial techniques use data structure to organize the codebook for example 
tree-based [23], [24] and projection based structure [25], [26]. All these algorithms lessen the 
computational cost needed for VQ encoding keeping the image quality close to Exhaustive 
search algorithm. 
 
To generate codebook there are various algorithms. It is observed that for the same codebook 
size the distortion obtained from codebook generation algorithms varies. However the minimum 
error is not achieved. Once the codebook size is fixed then for all these algorithms the MSE 
reaches a value beyond which it cannot be reduced because the codevectors in the codebook 
have not reached their optimal position. Hence Two-level codebook generation algorithm which 
minimizes the distortion further is proposed. For demonstration codebooks obtained from Kekre’s 
Proportionate Error (KPE) [29] algorithm is used and the results are compared with well known 
LBG codebook.. The method proposed is quite general and is applicable to any codebook 
generation algorithm. 
 

2. KEKER’S PROPORTIIONATE ERROR ALGORITHM (KPE) 

Let T= {X1, X2, ……, XM} be the training sequence consisting of M source vector. Assume that 
source vector is of length K,  Xm={xm,1, xm,2, …… xm,K} for m=1, 2, ………. , M. In this algorithm 
initial codevector is computed by taking the mean of all the training vectors Xi for i=1, 2, ..…..., M. 
Thus initially the codebook contains only one codevector. Then two vectors from the codevector 
are computed by adding proportionate error instead of adding constant. From the codevector 
proportions between the members of vector is calculated.  
Let k be the length of codevector,  
C = {c1, c2, …….., ck} be the codevector, and   
E = {e1, e2, ……., ek} be the error vector  
cj = min{ci / i= 1,2, …. k} where j is the index of the member of vector whose value is minimum 
among the vector members. 
Then assign ej = 1and  if ci / cj ≤ 10 then assign ei = ci / cj             
else assign ei = 10  for  i ≠ j and  i=1,2,………., k.  
 
Two vectors v1 and v2 are formed by adding the error vector E to codevector C and by 
subtracting the error vector E from codevector C respectively. Euclidean distance between the all 
the training vectors Xi with v1 and with v2 are computed  
i.e. d1=|| v1-Xi ||2 and d2=|| v2-Xi ||2 for i=1, 2, …..., M  
if d1 < d2 then Xi is put in cluster1 else Xi is put in cluster2 and two clusters are created.  
From each cluster codevector is computed by taking the mean of all the vectors in the cluster.  
Thus the codebook size is increased to two. 
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The above procedure is repeated for each of the codevector and that codebook size is increased 
to four. This procedure is repeated till the codebook size is increased to the size specified by the 
user or MSE is reduced to minimum permissible value. 
 

3. TWO-LEVEL CODEBOOK GENERATION ALGORITHM  

First the image is spitted in non-overlapping blocks of 2x2 pixels (each pixel consisting of R, G, 
and B color component). Hence we get vector of dimension 12. Codebooks of sizes 256, 512 and 
1024 are obtained using following Two-level codebook generation algorithm.  
Let F be the input image and N be the codebook size. 

1. The x% (where x = 100, 75, 70, 69, 68, 67, 50) of size of codebook is generated using 
KPE algorithm.  

2. Image F
)

is reconstructed using codebook obtained in step 1. 

3. Generate error image E = F - F
)

. 
4. Construct codebook of size N-(N*x)/100 for an error image E using KPE. 

5. Reconstruct error image Ê using codebook obtained from step 4. 

6. Regenerate final image by adding F
)

 and Ê . 
The method is general and can be applied to any codebook generation algorithm. For  illustration 
of this method KPE codebook generation algorithm is used and results are compared with well 
known LBG algorithm[2], [39]. 

4. RESULTS  

The Two-level VQ algorithms are implemented on Intel processor 1.66 GHz, 1GB RAM machine 
to obtain results. We have tested these algorithms on seven images namely Flower, Ganesh, 
Scenary, Strawberry, Tajmahal and Tiger each of size 256X256 color images. The images 
selected correspond to different classes as shown in Figure 1. 
 
Table I, II, III shows the performance comparison of MSE for different sharing between level 1 
and level 2 using KPE codebooks of varying sizes 256, 512 and 1024 respectively. 
 
Figure 1. shows the six color training images namely Ganesh, Strawberry, Scenary, Tajmahal 
and Tiger of size 256X256 on which this algorithm is tested. 
 
Figure 2, 3 and 4. shows the plot of Average MSE for different sharing between level 1 and level 
2 using LBG and KPE  codebooks of sizes 256, 512 and 1024 respectively. 
 
Figure 5. shows the results of Tajmahal image using Two-level technique. 
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Figure 1. Six color Training images of size 256x256 

 

 CB Size 256 

% of level 1  100 75 70 69 68 67 50 

CB Size for level 1 256 192 179 176 174 171 128 
Images 

CB size for level 2 0 64 77 80 82 85 128 

MSE after level 1 314.99 217.90 218.89 219.05 219.06 219.20 219.39 

MSE after level 2 314.99 112.42 106.65 106.80 103.95 103.89 89.93 Flower 

PSNR 23.15 27.62 27.85 27.84 27.96 27.97 28.59 

MSE after level 1 767.77 500.84 514.81 515.17 518.11 519.31 539.25 

MSE after level 2 767.77 392.40 388.61 379.74 373.24 360.28 307.40 Ganesh 

PSNR 19.28 22.19 22.24 22.34 22.41 22.56 23.25 

MSE after level 1 406.39 204.48 207.30 208.02 208.26 209.05 211.99 

MSE after level 2 406.39 132.90 135.62 134.33 134.57 135.10 116.36 Scenary 

PSNR 22.04 26.90 26.81 26.85 26.84 26.82 27.47 

MSE after level 1 338.06 239.81 242.08 242.40 242.61 243.42 247.22 

MSE after level 2 338.06 192.31 190.14 190.81 187.86 188.14 168.14 Strawberry 

PSNR 22.84 25.29 25.34 25.32 25.39 25.39 25.87 

MSE after level 1 364.59 266.81 270.00 270.59 270.60 271.15 280.39 

MSE after level 2 364.59 191.79 195.44 188.20 190.22 192.86 158.67 Tajmahal 

PSNR 22.51 25.30 25.22 25.38 25.34 25.28 26.13 

MSE after level 1 463.80 374.79 387.73 388.62 389.62 390.93 401.15 

MSE after level 2 463.80 293.76 276.89 267.07 270.88 269.95 245.79 Tiger 

PSNR 21.47 23.45 23.71 23.86 23.80 23.82 24.23 

MSE after level 1 442.60 300.77 306.80 307.31 308.04 308.84 316.57 Average 

MSE after level 2 442.60 219.26 215.56 211.16 210.12 208.37 181.05 
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PSNR 21.88 25.13 25.20 25.27 25.29 25.31 25.92 

Percentage MSE Reduction 50.46 51.30 52.29 52.53 52.92 59.09 
TABLE 1. Comparison of MSE for different sharing between level 1 and level 2 using  KPE codebook of size 256 

 

 CB Size 512 

% of level 1  100 75 70 69 68 67 50 

CB Size for level 1 512 384 358 353 348 343 256 
Images 

CB size for level 2 0 128 154 159 164 169 256 

MSE after level 1 249.18 149.72 151.50 152.16 152.31 152.44 152.81 

MSE after level 2 249.18 85.23 84.94 79.83 78.83 77.78 56.32 Flower 

PSNR 24.17 28.82 28.84 29.11 29.16 29.22 30.62 

MSE after level 1 654.09 402.08 418.00 420.02 421.03 423.28 440.35 

MSE after level 2 654.09 272.96 256.55 260.02 256.35 254.12 204.44 Ganesh 

PSNR 19.97 23.77 24.04 23.98 24.04 24.08 25.03 

MSE after level 1 296.83 156.28 160.23 160.49 161.32 161.99 165.37 

MSE after level 2 296.83 102.56 100.29 99.55 101.65 96.54 73.12 Scenary 

PSNR 23.41 28.02 28.12 28.15 28.06 28.28 29.49 

MSE after level 1 277.28 197.55 199.55 200.01 200.53 200.76 203.34 

MSE after level 2 277.28 125.42 123.32 121.46 120.53 118.86 87.12 Strawberry 

PSNR 23.70 27.15 27.22 27.29 27.32 27.38 28.73 

MSE after level 1 279.01 222.44 226.39 227.13 227.74 229.23 233.75 

MSE after level 2 279.01 116.71 110.26 113.15 110.72 118.67 77.71 Tajmahal 

PSNR 23.67 27.46 27.71 27.59 27.69 27.39 29.23 

MSE after level 1 432.18 285.36 295.17 297.56 298.57 300.36 313.92 

MSE after level 2 432.18 168.46 175.61 173.58 170.13 174.37 131.46 Tiger 

PSNR 21.77 25.87 25.69 25.74 25.82 25.72 26.94 

MSE after level 1 364.76 235.57 241.81 242.90 243.58 244.68 251.59 

MSE after level 2 364.76 145.22 141.83 141.27 139.70 140.06 105.03 Average 

PSNR 22.78 26.85 26.94 26.98 27.02 27.01 28.34 

Percentage MSE Reduction 60.19 61.12 61.27 61.70 61.60 71.21 
TABLE 2. Comparison of MSE for different sharing between level 1 and level 2 using  KPE codebook of size 256 

 

 CB Size 1024 

% of level 1  100 75 70 69 68 67 50 

CB Size for level 1 1024 768 716 706 696 686 512 
Images 

CB size for level 2 0 256 308 318 328 338 512 

MSE after level 1 167.20 98.92 101.35 101.63 101.74 102.01 102.80 

MSE after level 2 167.20 47.03 47.94 47.95 47.29 46.30 33.35 Flower 

PSNR 25.90 31.41 31.32 31.32 31.38 31.47 32.90 

MSE after level 1 544.79 296.69 307.67 309.55 310.71 312.00 322.13 

MSE after level 2 544.79 160.06 164.04 163.50 161.24 160.06 125.42 Ganesh 

PSNR 20.77 26.09 25.98 26.00 26.06 26.09 27.15 

MSE after level 1 189.24 106.26 107.78 108.30 108.52 108.84 111.21 

MSE after level 2 189.24 45.91 48.60 49.58 49.28 48.48 34.36 Scenary 

PSNR 25.36 31.51 31.26 31.18 31.20 31.27 32.77 

MSE after level 1 233.57 157.25 158.90 159.09 159.56 160.10 162.81 

MSE after level 2 233.57 67.74 67.87 67.62 68.29 67.42 49.90 Strawberry 

PSNR 24.45 29.82 29.81 29.83 29.79 29.84 31.15 

Tajmahal MSE after level 1 230.30 169.30 173.25 173.64 174.41 174.02 176.35 
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MSE after level 2 230.30 65.48 64.15 64.96 66.43 65.17 46.34 

PSNR 24.51 29.97 30.06 30.00 29.91 29.99 31.47 

MSE after level 1 345.72 193.81 198.90 199.54 201.05 201.86 212.35 

MSE after level 2 345.72 92.48 91.33 91.04 90.95 90.06 68.50 Tiger 

PSNR 22.74 28.47 28.52 28.54 28.54 28.59 29.77 

MSE after level 1 285.14 170.37 174.64 175.29 176.00 176.47 181.28 

MSE after level 2 285.14 79.78 80.66 80.78 80.58 79.58 59.65 Average 

PSNR 23.96 29.55 29.49 29.48 29.48 29.54 30.87 

Percentage MSE Reduction 72.02 71.71 71.67 71.74 72.09 79.08 
TABLE 3. Comparison of MSE for different sharing between level 1 and level 2 using  KPE codebook of size 256 

 
Note: The highlighted figures in all these tables are for minimum value of MSE. It is observed that 
most of them are close to 50% allocation of codebook to level 1. This indicates that codebook be 
divided in the ratio 1:1 between level 1 and level 2. Further it is observed that MSE reduces by 
59%, 71% and 79% for the codebook size 256, 512 and 1024 respectively. 
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Figure 2. Plot of Level 1and level 2 average MSE Vs percentage of codebook size for level 1 VQ using LBG 

and KPE for codebook size 256. 
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Figure 3. Plot of Level 1and level 2 average MSE Vs percentage of codebook size for level 1 VQ using LBG 

and KPE for codebook size 512. 
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Figure 4. Plot of Level 1and level 2 average MSE Vs percentage of codebook size for level 1 VQ using LBG 

and KPE for codebook size 1024. 
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Figure 5. Tajmahal  image reconstructed after two-level VQ and error images after level 1 and level 2, 

image size 256x256 codebook size 512 for level 1 and 512 for level 2. 

5. CONCLUSIONS 

 
Paper presents a novel error minimization technique using two-level VQ. It is observed that once 
we fix the codebook size and then we use any VQ algorithm the MSE obtained for that size 
cannot be reduced further unless the codebook size is increased. Here in this paper we present a 
novel idea of splitting the codebook in two levels in the ratio L1:L2. Any codebook algorithm can 
be used for level 1 and the error image is obtained. On this error image same VQ algorithm is 
used in level 2. It is observed that this method drastically reduces MSE as compared to allocation 
of entire codebook to level 1. Minimum MSE obtained by this algorithm is based on ratio L1:L2 
and is image dependent. However size allocation in the ratio of 1:1 for level 1 and level 2 on the 
average gives the best results reducing MSE by 79 percent for the codebook size 1024. Further it 
is observed that MSE reduction obtained using KPE codebook with respect to LBG is 33% to 
53% for the codebook size 256 to 1024 respectively. 
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Abstract 

 
In this paper we present a comparative study on fusion of visual and thermal 
images using different wavelet transformations. Here, coefficients of discrete 
wavelet transforms from both visual and thermal images are computed 
separately and combined. Next, inverse discrete wavelet transformation is taken 
in order to obtain fused face image. Both Haar and Daubechies (db2) wavelet 
transforms have been used to compare recognition results. For experiments IRIS 
Thermal/Visual Face Database was used. Experimental results using Haar and 
Daubechies wavelets show that the performance of the approach presented here 
achieves maximum success rate of 100% in many cases. 
 
Keywords: Thermal image, Daubechies Wavelet Transform, Haar Wavelet Transform, Fusion, Principal 
Component Analysis (PCA), Multi-layer Perceptron, Face Recognition. 

 

1. INTRODUCTION 

Research activities on human face recognition are growing rapidly and researchers have 
expanded the application potential of the technology in various domains [1, 2, 3, 4, 5]. It is still a 
very challenging task to perform efficient face recognition in the outside environments with no 
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control on illumination [6]. Accuracy of the face recognition system degrades quickly when the 
lighting is dim or when it does not uniformly illuminate the face [7]. Light reflected from human 
faces also varies depending on the skin color of people from different ethnic groups. Fusion 
techniques have many advantages over the thermal and visual images to improve the overall 
recognition accuracy. As a matter of fact fusion of images has already established its importance 
in case of image analysis, recognition, and classification. Different fusion levels are being used, 
for example, low-level fusion, high-level fusion etc. Low-level data fusion combines the data from 
two different images of same pose and produces a new data that contains more details. High-
level decision fusion combines the decisions from multiple classification modules [8], [9]. Decision 
fusion can be accomplished with majority voting, ranked-list combination [10], and the use of 
Dempster-Shafer theory [11]. Several fusion methods have been attempted in face recognition. 
Few of them are shown at Table I. 
 

TABLE 1: Different Fusion Methods.  

 
 
 
 
 
 
 
 
 
 
One of the fusion technique mentioned above, A. Gyaourova et al [13] tried to implement pixel-
based fusion at multiple resolution levels. It allows features with different spatial extend to be 
fused at the resolution at which they are most salient. In this way, important features appearing at 
lower resolutions can be preserved in the fusion process. This method contains two major steps: 
one is fusion of IR and visible images and other one is recognition based on the fused images. 
Fusion is performed by combining the coefficient of Haar wavelet by decomposition of a pair of IR 
and visible images having equal size. They used Genetic Algorithms (GAs) to fuse the wavelet 
coefficients from the two spectra. They use GAs for fusion was based on several factors. First, 
the search space for the image fusion. Second, the problem at hand appears to have many 
suboptimal solutions.  They shown the effectiveness of the fusion solution by GAs and they 
perform the recognition using eigenfaces. They used Euclidian distance to recognize the PCA 
applied by projected data. A. Selinger et al [14] they have compared different algorithms like 
eigenfaces (PCA), Linear Discriminate Analysis (LDA) and many more for multiple appearance-
based face recognition methodology. All the experimental data were captured with a visible CCD 
array and LWIR microbolometer and used n-fold cross validation technique for the performance. 
I. Pavlidis et al [6], they propose a novel imaging solution which address the problems like 
lightning and disguise effect in facial image. They demonstrate a dual-band fusion system in the 
near infrared which segment human faces much more accurately than traditional visible band 
face detection systems and they have also represent with theoretical and experimental 
arguments that the upper band of the near infrared is particularly advantageous for disguise 
detection purpose. In their face detection system is the only dual band system in the near infrared 
range. For this method they calls two cameras one for upper-band (within a range of 0.8 - 1.4 µm) 
and lower-band (within a range of 1.4 - 2.2µm). They generated fused image by using weighted 
difference method of the co-registered imaging signals from the lower and upper-band cameras 
because of the abrupt change in the reflectance for the human skin around 1.4 µm the fusion has 
as a result the intensification of the humans face silhouettes and other exposed skin parts and the 
diminution of the background. They used Otsu thresholding algorithm for perfect image 
segmentation. The dual-band near-infrared face detection method could be used in combination 
with a traditional visible spectrum face recognition method. This approach will provide a much 
more accurate face segmentation result than a traditional visible band method. G. Bebis et al [16] 
in this paper they have extended their previous technique which is mentioned at [13]. In this 
paper, they have introduced another fusion scheme as feature-based fusion which is operates in 

Author Technique References 

I. Pavlidis Dual band Fusion System [6] 
I. Pavlidis Near Infrared Fusion Scheme [12] 

J. Heo Data and Decision Fusion   [11] 
A. Gyaourova Pixel based fusion using Wavelet [13] 
A. Selinger Appearance based Face Recognition [14] 

A. Selinger Fusion of co-registered visible and LWIR [14] 
M. Hanif Optimized Visual and Thermal Image Fusion   [15] 

 



M. K. Bhowmik, D. Bhattacharjee, M. Nasipuri, D. K. Basu & M. Kundu 

International Journal of Image Processing (IJIP), Volume (4): Issue (1)  14 

the eigenspace domain. In this case also they employ a simple and general framework based on 
Genetic Algorithms (GAs) to find an optimum fusion strategy and for this feature level fusion they 
use eigenspace domain, which involves combining the eigenfeatures from the visible and IR 
images. First they compute two eigenspaces, of visible IR face images. They generate the fused 
image by applying the GAs to the eigenfeatures from the IR and visible eigenspace. In another 
scheme, M. Hanif et al [15] proposed data fusion of visual and thermal images using Gabor 
filtering technique. It has been found that by using the proposed fusion technique Gabor filter can 
recognize face even with variable expressions and light intensities, but not in extreme condition. 
They have designed the data fusion technique in the spatial and DWT domain. For the spatial 
domain they have used a weight to generate the fusion image. But in case of DWT image fusion, 
they first decompose both thermal and visual image up to level-n and then choose the absolute 
maximum at every pixel for both the thermal and visual image to generate the fusion image and 
this work is implemented using equinox face database. Jingu Heo et al [11] describe two types of 
fusion method as Data fusion and Decision Fusion. In data fusion, it produces an illumination-
invariant face images by integrating the visual and thermal images. A weighted average 
technique is used for data fusion.   In the data fusion they first detect the eyeglasses and remove 
the eyeglasses by a fitting an eclipse and then merge it with visual image. They used n non-
iterative eclipse fitting algorithm for it. They have implemented Decision fusion with highest 
matching score (Fh) and Decision fusion with average matching score (Fa). Comparison results 
on three fusion-based face recognition techniques showed that fusion-based face recognition 
techniques outperformed individual visual and thermal face recognizers under illumination 
variations and facial expressions. From them Decision fusion with average matching score 
consistently demonstrated superior recognition accuracies as per their results. The organization 
of the rest of this paper is as follows: in section 2, the overview of the system is discussed, in 
section 3 experimental results and discussions are given. Finally, section 4 concludes this work. 
 

2. SYSTEM OVERVIEW 

The block diagram of the system is given in Figure 1. All the processing steps used in this work 
are shown in the block diagram. In the first step, decomposition of both the thermal and visual 
images up to level five has been done using Haar and Daubechies wavelet transformations. Then 
fused images are generated using respective decomposed visual and thermal images of two 
different wavelets. These transformed images separated into two groups namely, training set and 
testing set are fed into a multilayer perceptron for classification. Before, feeding them into the 
network, those are passed through Principal Component Analysis (PCA) for dimensionality 
reduction. 
 

 2A. Wavelet Transforms and Fusion 
Haar wavelet is recognized as the first known wavelet. It is same as Daubechies wavelet (db1). 
The Haar wavelet is proposed by Alfred Haar [17]. Haar wavelet is a certain sequence of function. 
 

The Haar wavelet’s mother wavelet function  can be described as 

 

 

 
(1) 

 
and its scaling function �(t) can be described as 
 

 

 
(2) 
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FIGURE 1: System Overview. 

 
It is an orthogonal and bi-orthogonal wavelet. The technical disadvantage of Haar wavelet is that 
it is not continuous, and therefore not differentiable. In functional analysis, the Haar systems 
denotes the set of Haar wavelets 
 

 (3) 
 
The Haar system (with the natural ordering) is further a Schauder basis for the space Lp[0, 1] for 
1 ≤ p < +∞. This basis is unconditional for p > 1 [18], [19]. 
 
The Haar transform is the simplest of the wavelet transforms. This transform cross-multiplies a 
function against the Haar wavelet with various shifts and stretches. The Haar transform is derived 
from the Haar matrix. An example of 3x3 Haar matrixes is shown below: 
 

 

 
(4) 

 
The Haar transform can be thought of as a sampling process in which rows of the transform 
matrix act as samples of finer and finer resolution. 
 
Daubechies wavelets are a family of orthogonal wavelets defining a discrete wavelet transform 
and characterized by a maximal number of vanishing moments for some given support. In two 
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dimensions, the difference of information between the approximations  and  is 

therefore characterized by the sequences of inner products 
 

 
(5) 

 

 
(6) 

 

 
(7) 

 
Each of these sequences of inner products can be considered as an image. In Figure 2(a) 
showing level 2 decomposition, H2 gives the vertical higher frequencies (horizontal edges), V2 
gives the horizontal higher frequencies (vertical edges), and D2 gives higher frequencies in both 
directions (corners). Let us suppose that initially we have an image A1 f measured at the 
resolution 1. For any J > 0, this discrete image can be decomposed between the resolution 1 and 
2

-j
, and completely represented by the 3J + 1 discrete images 

 

 

 
(8) 

 
This set of images is called an orthogonal wavelet representation in two dimensions [20]. The 
image  is a coarse approximation, and the images H2 give the image details for different 

orientations and resolutions. If the original image has N
2
 pixels, each image , H2, V2, D2 has 

2
j
 * N

2
 pixels (j < 0). The total number of pixels of an orthogonal wavelet represents is therefore 

equal to N
2
. It does not increase the volume of data. This is due to the orthogonality of the 

representation. Such decompositions were done through Matlab and shown in equations 9 and 
10. 
 

[cA, cH, cV, cD] = dwt2 (X, ‘wname’)    (9) 
 

[cA, cH, cV, cD] = dwt2 (X, Lo_D, Hi_D) (10) 
 
Equation (9), ‘wname’ is the name of the wavelet used for decomposition. We used ‘haar’ and 
‘db2’ as wavelet. Equation (10) Lo_D (decomposition low-pass filter) and Hi_D (decomposition 
high-pass filter) wavelet decomposition filters [21], [22], [23], [35], [39]. 
 
The more the decomposition scheme is being repeated, the more the approximation of images 
concentrates in the low frequency energy. During the decomposition process it actually down-
sampling the rows and columns of an image. Firstly it down-samples the rows (keep one out of 
two) and then down-samples the columns (keeps one out of two). The downsampling process for 
both the images is same. After decomposing the thermal and visual image we have to generate 
the decomposed fused image by providing fusion methods. Then, at each level select the 
absolute ‘maximum’ at every pixel from both the images for approximate co-efficient (cA) and 
absolute ‘minimum’ at every pixel from both the images for three details co-efficient (cH, cV, cD). 
Let us take an example, if T is the thermal and V is the visual image with same pose and 
illumination than 
 

 ‘max’: D = abs(T) ≥ abs(V); C = T(D) + V(~D)                                     (11) 
   

‘min’: D = abs(T) ≤ abs(V); C = T(D) + V(~D) (12) 
 
To generate the fused image (C) of co-efficient it will add that value which is deducted from the 
visual image during the calculation of absolute value (D) of thermal (T) and visual (V) image for all 
the coefficients using fusion method shown at equation (11) & (12).  
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Consequently the reconstruction process is performed using inverse of wavelet transformations to 
generate synthesized fused image. 
 

X =idwt2 (cA, cH, cV, cD, ‘wname’) (13) 
 

X = idwt2 (cA, cH, cV, cD, Lo_R, Hi_R) (14) 
 
IDWT uses the wavelet ‘wname’ to compute the single-level reconstruction of an Image X, based 
on approximation matrix (cA) and detailed matrices cH, cV and cD (horizontal, vertical and 
diagonal respectively).  By the equation no (14), we can reconstruct the image using filters Lo_R 
(reconstruct low-pass) and Hi_R (reconstruct high-pass) and ‘haar’ and ‘db2’ as the time of 
reconstruction of an image [33]. 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 2: (a) Shown one of the third level decomposition of level 5 (b) Original image used in the 
decomposition (c) Orthogonal wavelet representation of a sample image. 

 
The decomposition process can be iterated, with successive approximations being decomposed 
in turn, so that one image is broken down into many lower resolution components. This is called 
the wavelet decomposition tree. In this work, decomposition was done up to level five using Haar 
and Daubechies (db2) wavelet transformations, as shown in Figure 3. Average of corresponding 
transform coefficients from visual and thermal images gives the matrix of fused coefficients, which 
when transformed into the image in spatial domain by inverse wavelet transform produces fused 
face image. These fused images thus found are passed through PCA for dimensionality 
reduction, which is described next. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 3: Wavelet Decomposition Tree. 

  
 2B. Dimensionality Reduction 
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Principal component analysis (PCA) is based on the second-order statistics of the input image, 
which tries to attain an optimal representation that minimizes the reconstruction error in a least-
squares sense. Eigenvectors of the covariance matrix of the face images constitute the 
eigenfaces. The dimensionality of the face feature space is reduced by selecting only the 
eigenvectors possessing significantly large eigenvalues. Once the new face space is constructed, 
when a test image arrives, it is projected onto this face space to yield the feature vector—the 
representation coefficients in the constructed face space. The classifier decides for the identity of 
the individual, according to a similarity score between the test image’s feature vector and the 
PCA feature vectors of the individuals in the database [27], [30], [36], [37], [34]. 
 

 2C. Artificial Neural Network Using Backpropagation With Momentum 
Neural networks, with their remarkable ability to derive meaning from complicated or imprecise 
data, can be used to extract patterns and detect trends that are too complex to be noticed by 
either humans or other computer techniques. A trained neural network can be thought of as an 
“expert” in the category of information it has been given to analyze. The Back propagation 
learning algorithm is one of the most historical developments in Neural Networks. It has 
reawakened the scientific and engineering community to the modeling and processing of many 
quantitative phenomena. This learning algorithm is applied to multilayer feed forward networks 
consisting of processing elements with continuous differentiable activation functions. Such 
networks associated with the back propagation learning algorithm are also called back 
propagation networks [24], [25], [26], [27], [28], [29], [38]. 

3. EXPERIMENTAL RESULTS AND DISCUSSIONS 

This work has been simulated using MATLAB 7 in a machine of the configuration 2.13 GHz Intel 
Xeon Quad Core Processor and 16384.00 MB of Physical Memory. We analyze the performance 
of our algorithm using the IRIS thermal / visual face database. In this database, all the thermal 
and visible unregistered face images are taken under variable illuminations, expressions, and 
poses. The actual size of the images is 320 x 240 pixels (for both visual and thermal). Total 30 
classes are present in that database [31].  Some thermal and visual images and their 
corresponding fused images for Haar and Daubechies (db2) wavelets are shown in Figure 4 and 
Figure 5 respectively. 
 
To compare results of Haar and Daubechies (db2) wavelets, fusion of visual and thermal images 
were done separately.  For that purpose 200 thermal and 200 visual images were considered. We 
have increased the size of testing image for both the wavelet. Firstly we have tested our system 
using 100 fused images using two different wavelet and we increase 10 images per class for 10 
different classes i.e. total 100 image. The database is categorized into 10 classes based on 
changes in illumination and expressions. The classes with illuminations and expression changes 
are class–1, class–2, class–3, class–4, class–6, class–7, and class–9, whereas class–5, class–8 
and class–10 are with changes in expressions only. Both the techniques were applied and 
experimental results thus obtained are shown in Figure 6. 
 
After increasing the number of testing images the recognition rates are increased for both the 
wavelets. Previously we have average recognition rate is 85% for Haar wavelet and 90.019% for 
Daubechies wavelet when the number of testing image is 100 (i.e. 10 image per class). Now we 
have average recognition rate is 87% for Haar and 91.5% for Daubechies wavelet after increase 
the number of testing image 100 to 200 (i.e. 20 image per class).  
 
 
 
 
 
 
 
 

        (a) 
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FIGURE 4: Sample images of IRIS database (a) Thermal images (b) Visual images (c) Corresponding 

Fused images using Haar Wavelet transform. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 5: Sample images of IRIS database (a) Thermal images (b) Visual images (c) Corresponding 

Fused images using Daubechies Wavelet transform. 
 

 
FIGURE 6: Recognition rate of Haar and Daubechies Wavelet. 

 

 
 

       (a) 

       (b) 

       (c) 
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In the Figure 6, all the recognition rates for Haar as well as Daubechies wavelet transformations 
have been shown. In this figure “dotted” line indicates results using Haar wavelet (with round and 
triangle shape marker) and “solid” line indicates results using Daubechies Wavelet (with box and 
diamond shape marker). From this figure, it can be easily inferred that overall results using 
“Daubechies” (db2) wavelet produces better result than “Haar” wavelet. 
 
Final results have been computed as average of all the categories and given along with results of 
other recent methods in Table II. Here, we find results using Daubechies wavelets (db2) shows 
comparable results. 

 
TABLE 2: Comparison between different Fusion Techniques. 

 

 

4. CONSLUSION 

In this paper, a comparative study on two different wavelet transformations, namely, Haar and 
Daubechies (db2) for image fusion has been presented. After completion of fusion, images were 
projected into an eigenspace. Those projected fused eigenfaces are classified using a Multilayer 
Perceptron. Eigenspace is constituted by the images belong to the training set of the classifier, 
which is a multilayer perceptron. The efficiency of the scheme has been demonstrated on IRIS 
system has achieved a maximum recognition rate of 100% using both the wavelets i.e. Haar and 
Daubechies. But on an average 85% and 90.019% (using 100 testing images) and 87% and 
91.5% (using 200 testing images) recognition rates were achieved for Haar wavelet and 
Daubechies wavelet respectively. 
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Abstract 

 
Smart video surveillance is well suited for a broad range of applications.   Moving 
object classification in the field of video surveillance is a key component of smart 
surveillance software. In this paper, we have proposed reliable software with its 
large features for people and object classification which works well in challenging 
real-world constraints, including the presence of shadows, low resolution 
imagery, occlusion, perspective distortions, arbitrary camera viewpoints, and 
groups of people. We have discussed a generic model of smart video 
surveillance systems that can meet requirements of strong commercial 
applications and also shown the implication of the software for the security 
purposes which made the whole system as a smart video surveillance. Smart 
surveillance systems use automatic image understanding techniques to extract 
information from the surveillance data and handling events and stored data 
efficiently. 
 
Keywords: Smart system, Human detection, Video surveillance, Object classification, Event handling 

 

1. INTRODUCTION 

Many applications of smart camera networks relate to surveillance and security system. Although 
applications of smart camera networks are fairly broad, they rely on only a few elementary 
estimation tasks. These tasks are object detection, object localization, target tracking, and object 
classification. Many surveillance methods are based on a general pipeline-based framework; 
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moving objects are first detected, then they are classified and tracked over a certain number of 
frames, and, finally, the resulting paths are used to distinguish “normal” objects from   “abnormal” 
ones. In general, these methods contain a training phase during which a probabilistic model is 
built using paths followed by “normal” objects [1].Smart video surveillance systems achieve more 
than motion detection. The common objectives of smart video surveillance systems are to detect, 
classify, track, localize and interpret behaviors of objects of interest in the environment [2]. Some 
countries have implemented cabin video-surveillance systems which require pilot’s involvement in 
their operation as there is no intelligence built in them. Moreover, after 20 minutes of surveillance, 
in all such non-automated vigilance systems, the human attention to the video details degenerate 
into an unacceptable level and the video surveillance becomes meaningless. Thus there is an 
increasing demand for intelligent video surveillance systems with automated tracking and alerting 
mechanism [3]. 
 
 Relevant work in this area include shape-base techniques which exploit features like size, 
compactness, aspect ratio, and simple shape descriptors obtained from the segmented object[4, 
5].The smart camera delivers a new video quality and better video analysis results, if it is 
compared to existing solutions. Beside these qualitative arguments and from a system 
architecture point of view, the smart camera is an important concept in future digital and 
heterogeneous third generation visual surveillance systems [6]. Similarly, visual object 
classification is a key component of smart surveillance systems. The ability to automatically 
recognize objects in images is essential for a variety of surveillance applications, such as the 
recognition of products in retails stores for loss prevention, automatic identification of vehicle 
license plates, and many others.  
 
 In this paper, we address a simplified two-class object recognition problem: given a 
moving object in the scene, our goal is to classify the object into either a person (including groups 
of people) or a vehicle. This is a very important problem in city surveillance, as many existing 
cameras are pointing to areas where the majority of moving objects are either humans or 
vehicles. In our system, this classification module generates metadata for higher-level tasks, such 
as event detection (e.g., cars speeding, people loitering) and search (e.g., finding red cars in the 
video). We assume static cameras, and thus benefit from background modeling algorithms to 
detect moving objects [7]. Wolf et al. identified smart camera design as a leading-edge 
application for embedded systems research [8].In spite of these simplifications, the classification 
problem still remains very challenging, as we desire to satisfy the following requirements: 
 
 (a)  Real-time processing and low memory consumption  
 (b)  The system should work for arbitrary camera views  
 (c)  Correct discrimination under different illumination conditions and strong shadow  
       effects  
 (d)  Able to distinguish similar objects (such as vehicles and groups of people). 
 
Our approach to address these issues consists of three elements [7]:  
 
 (a)  Discriminative features,  
 (b)  An adaptation process, and    
 (c)  An interactive interface 
 
We also have defined 3 challenges that need to be overcome: 
 
The multi-scale challenge 
This is one of the biggest challenges of a smart surveillance system. .Multi-scale techniques open 
up a whole new area of research, including camera control, processing video from moving object, 
resource allocation, and task-based camera management in addition to challenges in 
performance modeling and evaluation. 
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The contextual event detection challenge   
This challenge is mostly on using knowledge of time and deployment conditions to improve video 
analysis, using geometric models of the environment and other object and activity models to 
interpret events, and using learning techniques to improve system performance and detect 
unusual events. 
 
The large system deployment challenge   
It has several challenges include minimizing the cost of wiring, meeting the need for low-power 
hardware for battery-operated camera installations, meeting the need for automatic calibration of 
cameras and automatic fault detection, and developing system management tools. 
 

2. METHODOLOGY 

 
2.1 Camera Selection 
Since the multi-scale challenge incorporates the widest range of technical challenges, we present 
the generic architecture of a multi-scale tracking system. The architecture presented here 
provides a view of the interactions between the various components of such a system. We 
present the concepts that underlie several of the key techniques, including detection of moving 
objects in video, tracking, and object classification..  
  
 Selections of the surveillance features are very important for a smart surveillance 
software or smart surveillance network. Camera and its components selection depends on the 
users. We have classified the camera based on the following criteria summarized in Table 1 and 
our selected hardware in Table 2. 

 
 

 
Table 1: Classification of the camera 

 

 
Table 2: The hardware used for our system 

 
2.2 Camera Placement 
We have developed our software to detect the movements and display features on the monitor as 
we want to view. A way to use the sun positions to determine the focal length, zenith and azimuth 
angles of a camera. The idea is to minimize the re-projection error, that is, minimize the distance 
between the sun labels and the sun position projected onto the image plane. If we have several 
observations, we can know the solution that gives the best data in a least-squares sense as in the 
following 

 

Area 

 

Complexity Number of 

Cameras 

Environment Types of Camera 

Small Large Simple Complex Single Multiple Day/Bright Night/Dark IP based Smart 

Components Description Quantity 

1.Outdoor Box Camera 1/3" Sony Super HAD, 380TVL / 0lx / 3.6mm / 22IR LEDs / 

12VDC 

3 

2.Dome Camera   1/3" Sony Super HAD 1 

3. DVR Card 4 Channel 3rd Party DVR Card 1 

4. Cable  Lay coaxial cable 50 ft 

5.DVR DVR configuration 1 

7.Main Server High Speed CPU 1 
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Where, Pi is the projection operator. Our goal is to find the camera parameters (fc, θc, Φc) that 
will best align the sun labels pi with the rotated sun position. The following equation is used to find 
those parameters and summarized in Table 3: 

 
 

Name Symbol Default Value 

Focal Length fc 1000 px 

Number of 
Image 

N 20 

Camera Zenith θc 90 

Camera Azimuth Φc 0 

 
Table 3: Necessary camera parameters 

 
Camera positioning is very important for clear video image. Our test camera positioning is shown 
in the following figures. Camera angles are very important parameters to be considered. 
Depending on the application we can choose either 45 degree or   90 degree angle’s camera. 
The focus point will determine the area under surveillance. Figure 1 and 2 bellow shows the front 
view and side view of the testing area. In this area we used four different cameras.1 is dome 
camera and the rest 3 are box cameras. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
         Figure 1 : Front view of the test area         Figure 2 : Side view of the test area 
  
  

2.3 Smart camera video sequences handling 
Figure 3 shows the internal structure of our smart surveillance system. From the figure we can 
see how it works in the practical field. First the video will be recorded and then will be saved in 
the specific destination in hard drive, next it will use the object detection algorithm, after that it will 
follow the multi object tracking and classification method. Using this method we can sort the types 
of the objects detected by the camera. Finally Event classification will be used to index the data in 
the index storage from where we can retrieve the active object efficiently. 
 

 
2.4 PC and software selection 
The PC used for this project is Intel Quad Core Q9550, 2.83GHz with 4GB of memory and the 
software used for the system development are: 
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• Windows Vista. 

• Microsoft Visual Studio 2008 

• SQL Server Database 

• AForge Image Processing Library (open source) 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
Figure 3: Overall internal structure of smart surveillance system 

 

3. DETECTION, EVENT CLASSIFICATION AND DATA STORAGE 

 
3.1 Detection algorithm 
The overall human detection technique proposed in this system is discussed in details in [9] and it 
can be classified into two parts, (1) Image Pre-processing and (2) Segmentation. Image pre-
processing includes frame processing, foreground segmentation, and binarization. While 
Segmentation includes Shadow removal, morphological operation, noise removal, and size 
filtering. The overall steps employed are summarized in Figure 4 and also illustrated with example 
in Figure 5. 
 
 

 

 
 
 
 

Figure 4: Human detection process flow                                          Figure 5 
Graphical overview 
 
                                          
3.2 Event classification 
This classification system classifies the events that occur within a space that may be monitored 
by one or more cameras. The classification and associated information data processing are 
carried out in real-time. The following is descriptions of few elements in event classification: 
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• Event: An event is defined as any detection, movement or event that occurs within the 
camera’s secured area. 

• Event ID: This is a unique number which identifies a specific event. Main index to Video 
ID and Human ID. Used in Indexing and Data Retrieval 

• Time: Time at which the event occurs. 

• Location: Location where the event occurs 

• Video ID: This is a unique number which identifies a specific video recorded active 
camera and is the index to the physical video storage information. 

• Human ID: This is a unique number which identifies a specific human who appears within 
camera focus area. Index to the image, appearance information, and tracking data 
 

3.3 Data Storage System 
The storage system in this surveillance system comprises of two components: (a) physical 
storage and (b) database. Video data from the cameras are saved into the hard disk and this falls 
into physical storage category. The video files are saved in frames, and not in usual video format 
like .wmv or .avi format. This is because the system, which is developed in .NET framework, 
cannot save the video data while analyzing the video streams for detection purpose. This feat is 
applicable in COM but not in .NET. As a solution, we copy the image frame, one at a time, and 
save the images on the hard disk just before the detection class processes the images. These 
images are saved in JPEG format. All the data associated to that video such as the physical 
location of the images, the time stamp, duration, and frame speed (fps), are saved in the video 
database and each video is assigned a unique ID as the key for that information. This information 
is saved in the database using SQL Server Database. 
 
 
3.4 Data Indexing and Retrieval 
This is the core and the brain of this surveillance system. Those IDs which were assigned earlier 
in real-time, such as Event ID, Video ID and Human ID are used to index all the data in the 
database and for automated data retrieval when requested by the user. Every ID in this system is 
linked to each other so that user can access all necessary information like human appearance, 
time, track, and video data in one comprehensive and inter-related search. The flow of Data 
Indexing and Retrieval is illustrated in Figure 6. Once process objects are identified, the data 
extracted from objects are stored together with the unique ID which indexed earlier into database. 
Then the data retrieval will handle the request for data using the assigned ID as the key for 
retrieval of data from database and then retrieve all the associated data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 : Data Indexing and Retrieval process flow 
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4. SYSTEM OVERVIEW 

 
Our developed system gives more advance result compared to the existing camera system. It has 
varieties of displaying options which will easily help to analyze data in any time in the region of 
the cameras. The functions can be divided into 5 categories as follows: 
 
1. Surveillance Mode 
In this mode, user can connect to all available cameras, and change the surveillance settings for 
each camera, such as motion detection, human detection, security settings and secured 
parameters. This mode also enables administrative control such as system lock, password 
management and profile selection. It summarizes all the running components and the result of 
each component such as number of events, number of human detected, camera frames per 
second, and intruder detection. It also has full screen mode. This mode is illustrated in Figure 7 
and Figure 8. 
 

 
Figure 7: Surveillance in windowed mode                             Figure 8: Surveillance in full screen 

 
 
2. Core Databases 
All events and videos are saved into the hard disk and their details and locations are indexed into 
the event and video database. This database will keep track of any object such as human, 
detected by the surveillance systems and link the events to corresponding video. Human and 
video database are shown in Figure 9 and 10 respectively. This will enable the user to easily 
search for any event in interest such as human at specific time and place automatically without 
the hassle of looking through terabytes of video data. 
 
3. Advanced Search 
Advanced Search is a sophisticated search engine for searching any event, human or object at 
any time and place. The resulting event from this search can be used to directly open the 
corresponding video in playback mode or to view the track of the requested human. Each event 
bears a unique ID and unique time stamp so that a user can directly access the video of the event 
using the Data Indexing and Retrieval system discussed earlier. Advanced Search with human 
images result is illustrated in Figure 11 
  
 
4. Playback Mode 
Playback Mode as in Figure 12 can carry out several video analysis such as automated video 
searching according to time constraints. It has playback feature from normal surveillance system 
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such as play, pause, stop, fast forward, and rewind with adjustable magnitude. The user can 
open up to maximum 4 video at a time where each video window have the same time stamp but 
corresponds to different camera locations. 
 
 

 
              Figure 9: Human Database                       Figure 10: Video Database 
 

 
             Figure 11: Advanced Search                    Figure 12: Playback Mode 
 
 
5. Video and Track Analysis 
Video Analysis is linked to Advanced Search and it handles the playback of the video containing 
the event searched in Advanced Search. Any video opened in this mode will list all the events 
contained in the video as indexed by the system beforehand. User can click any event listed to go 
directly to the video at the time it happens. The video controls of this mode are much less the 
same with Playback Mode. This mode is illustrated in Figure 13. While Track Analysis enables 
user to view previously recorded track of any human that appears in the video. This mode is 
illustrated in Figure 14. 
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                   Figure 13: Video Analysis                                Figure 14: Track Analysis 
 
 

5. RESULT AND DISCUSSION 

 
Our developed software works very efficiently with the real time video surveillance system. The 
software is a great tool to classify and track the movement of any object under the camera’s 
secured area. The software has details display mode like time, place, human or non-human, how 
many object, trajectory path of the moving object, video retrieval using Data Indexing and 
Retrieval, playing past videos from the hard drive and so on. The details of those features have 
been discussed in details in the system overview section. This software is based on the following 
key video analysis technologies: 
 

• Human and Object Detection: This software can detect moving human and/or objects in a 
video sequence generated by a static camera. The detection techniques are invariant to 
changes in natural lighting, reasonable changes in the weather, distraction movements 
and camera shake. Several algorithms are available in this software including adaptive 
background subtraction with healing which assumes a stationary background and treats 
all changes in the scene as objects of interest and salient motion detection [10] which 
assumes that a scene will have many different types of motion, of which some types are 
of interest from a surveillance perspective. The result of human detection is illustrated in 
Figure 15 
 

• Human and Object Tracking: This software can track the position of multiple objects as 
they move around a space that is monitored by a static camera as illustrated in Figure 16. 

 

• Object Classification: This software uses various properties of an object especially 
human including shape, size and movement to assign an event and object type label to 
the objects. Our system fulfills the following criteria for Advanced Search. 

 
Searching capability and smart indexing of data made this software handles data efficiently and 
ease the management of large video data. The searching itself comprises of combinations of 
logics as follows: 
 

• Search by Event Type retrieves all event matches the requested type 

• Search by Time retrieves all events that occurred during a specified time interval. 

• Search by Location retrieves all objects within a specified area in a camera. 
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• Search by Image retrieves all images of human or objects that has appeared within the 
camera’s secured area. 

• Joint Search combines one or more of the above criteria as specified by the user 
 

Figure 15: Result of human detection carried out by this system 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 16: Multiple human tracking 
 

6. CONCLUSION AND FUTURE WORKS 

 
We have presented our smart video surveillance software for the surveillance purposes. Also we 
have introduced a generic smart video surveillance systems model, which relates the computer 
vision algorithms. All these methods have been linked with the smart surveillance system. From 
the practical point of view we found the developed software is more effective compared to the 
traditional surveillance system as well as it has a details display mode which helps us to track the 
moving object in an easier way and smart data handling for indexing of massive video data. 
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Future Works: The event classification and Data Indexing and Retrieval system would be 
improved further to enable wider search criteria to be implemented such as human/object specific 
appearance search and also to enhance the detection subsystem to be able to detect more 
objects. The system also will be improved to be able to classify human behavior from human 
body posture, movement speed and frequency of appearances. Moreover, the partial body 
occlusion is the main drawback from using shape-based human detection in this detection class 
as the system cannot determine correctly the boundary of human body in case of occlusion. But 
we will overcome this problem using head detection to correctly determine the number of human 
presents in the scene and therefore can locate the bounding boxes accurately based on human-
shape model. The code for the software will also be revised to implement multi-threading for 
better performance with multi-core processors. 
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Abstract  

 
In a multi script environment, majority of the documents may contain text 
information printed in more than one script/language forms. For automatic 
processing of such documents through Optical Character Recognition (OCR), it 
is necessary to identify different script regions of the document. In this context, 
this paper proposes to develop a model to identify and separate text words of 
Kannada, Hindi and English scripts from a printed tri-lingual document. The 
proposed method is trained to learn thoroughly the distinct features of each script 
and uses the simple voting technique for classification. Experimentation 
conducted involved 1500 text words for learning and 1200 text words for testing. 
Extensive experimentation has been carried out on both manually created data 
set and scanned data set. The results are very encouraging and prove the 
efficacy of the proposed model. The average success rate is found to be 99% for 
manually created data set and 98.5% for data set constructed from scanned 
document images. 
 
Keywords: Multi-lingual document processing, Script Identification, Feature Extraction, Binary Tree 
Classifier. 

 
 

1. INTRODUCTION   

Automatic script identification has been a challenging research problem in a multi script 
environment over the last few years. In recent years, the growing use of physical documents has 
made to progress towards the creation of electronic documents to facilitate easy communication 
and storage of documents. However, the usage of physical documents is still prevalent in most of 
the communications. For instance, the fax machine remains a very important means of 
communication worldwide. Also, the fact that paper is a very comfortable and secured medium to 
deal with, ensures that the demand for physical documents continues for many more years to 
come. So, there is a great demand for software, which automatically extracts, analyses and 



M.C Padma, P.A Vijaya 

International Journal of Image Processing, Volume (4): Issue (1)  36 

stores information from physical documents for later retrieval. All these tasks fall under the 
general heading of document image analysis, which has been a fast growing area of research in 
recent years. 
 
One important task of document image analysis is automatic reading of text information from the 
document image. The tool Optical Character Recognition (OCR) performs this, which is broadly 
defined as the process of reading the optically scanned text by the machine.  Almost all existing 
works on OCR make an important implicit assumption that the script type of the document to be 
processed is known beforehand. In an automated multilingual environment, such document 
processing systems relying on OCR would clearly need human intervention to select the 
appropriate OCR package, which is certainly inefficient, undesirable and impractical. If a 
document has multilingual segments, then both analysis and recognition problems become more 
severely challenging, as it requires the identification of the languages before the analysis of the 
content could be made [10].  So, a pre-processor to the OCR system is necessary to identify the 
script type of the document, so that specific OCR tool can be selected. The ability to reliably 
identify the script type using the least amount of textual data is essential when dealing with 
document pages that contain text words of different scripts. An automatic script identification 
scheme is useful to (i) sort document images, (ii) to select specific Optical Character Recognition 
(OCR) systems and (iii) to search online archives of document image for those containing a 
particular script/language. 
 
India is a multi-script multi-lingual country and hence most of the document including official ones, 
may contain text information printed in more than one script/language forms. For such multi script 
documents, it is necessary to pre-determine the language type of the document, before 
employing a particular OCR on them. With this context, in this paper, it is proposed to work on the 
prioritized requirements of a particular region- Karnataka, a state in India. According to the three-
language policy adopted by most of the Indian states, the documents produced in Karnataka are 
composed of texts in Kannada- the regional language, Hindi – the National language and English. 
Such trilingual documents (documents having text in three languages) are found in majority of the 
private and Government sectors, railways, airlines, banks, post-offices of Karnataka state. For 
automatic processing of such tri-lingual documents through the respective OCRs, a pre-processor 
is necessary which could identify the language type of the texts words. In addition to these three 
scripts, the document may contain English numerals also to represent some numerical 
information. So, in this paper, it is proposed to develop a model to identify and separate text 
words of Kannada, Hindi and English scripts and English numerals. In this paper, the terms script 
and language could be interchangeably used as the three languages - Kannada, Hindi and 
English belong to three different scripts. 
 
This paper is organized as follows. The Section 2 briefs about the previous work carried out in 
this area. The database constructed for testing the proposed model is presented in Section 3. 
Section 4 briefs about the necessary preprocessing steps. In Section 5, complete description of 
the proposed model is explained in detail. The details of the experiments conducted and the 
states of results obtained are presented in section 6. Conclusions are given in section 7.       

 

2. LITERATURE SURVEY 

Automatic script identification is a challenging research problem in a multi script environment over 
the last few years. Major work on Indian script identification is by Pal, Choudhuri and their team 
[1, 3, 5]. Pal and Choudhuri [1] have proposed an automatic technique of separating the text lines 
from 12 Indian scripts (English, Devanagari, Bangla, Gujarati, Tamil, Kashmiri, Malayalam, Oriya, 
Punjabi, Telugu and Urdu) using ten triplets formed by grouping English and Devanagari with any 
one of the other scripts. This method works only when the triplet type of the document is known. 
Script identification technique explored by Pal [3] uses a binary tree classifier for 12 Indian scripts 
using a large set of features. The method suggested in [3] segments the input image up to 
character level for feature extraction and hence complexity increases. Lijun Zhou et. al. [9] has 
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developed a method for Bangla and English script identification based on the analysis of 
connected component profiles. Santanu Choudhuri, et al. [4] has proposed a method for 
identification of Indian languages by combining Gabor filter based technique and direction 
distance histogram classifier considering Hindi, English, Malayalam, Bengali, Telugu and Urdu. 
Gopal Datt Joshi, et. al. [6] have presented a script identification technique for 10 Indian scripts 
using a set of features extracted from log-Gabor filters. Ramachandra Manthalkar et.al. [19] have 
proposed a method based on rotation-invariant texture features using multichannel Gabor filter for 
identifying seven Indian languages namely Bengali, Kannada, Malayalam, Oriya, Telugu and 
Marathi. Hiremath et al. [20] have proposed a novel approach for script identification of South 
Indian scripts using wavelet based co-occurrence histogram features. Though global approaches 
are faster, they are applicable and well suited only when the whole document or a paragraph or a 
text line are in one and only one script. But, in majority of the documents one text line itself may 
contain texts in different languages. For such documents, it is necessary to identify the script type 
at word level. 
 
Sufficient work has also been carried out on non-Indian languages [2, 17, 18]. Tan [2] has 
developed a rotation invariant texture feature extraction method for automatic script identification 
for six languages: Chinese, Greek, English, Russian, Persian and Malayalam. Lijun Zhou et. Al. 
[9] has developed a method for Bangla and English script identification based on the analysis of 
connected component profiles. Peake and Tan [10] have proposed a method for automatic script 
and language identification from document images using multiple channel (Gabor) filters and gray 
level co-occurrence matrices for seven languages: Chinese, English, Greek, Korean, Malayalam, 
Persian and Russian. Wood et al. [14] have proposed projection profile method to determine 
Roman, Russian, Arabic, Korean and Chinese characters. Hochberg et al. [15] have presented a 
method for automatically identifying script from a binary document image using cluster-based text 
symbol templates. Andrew Bhush [17] has presented a texture-based approach for automatic 
script identification. Spitz has [18] proposed method to discriminate between the Chinese based 
scripts and the Latin based scripts.  
 
Some considerable amount of work has been carried out on specifically the three languages - 
Kannada, Hindi and English. Basavaraj Patil et. al. [7] have proposed a neural network based 
system for script identification of Kannada, Hindi and English languages. Vipin Gupta et. al. [13] 
have presented a novel approach to automatically identify Kannada, Hindi and English languages 
using a set of features- cavity analysis, end point analysis, corner point analysis, line based 
analysis and Kannada base character analysis. Word level script identification in bilingual 
documents through discriminating features has been developed by Dhandra et. al. [8]. Padma et. 
al. [11] have presented a method based on visual discriminating features for identification of 
Kannada, Hindi and English text lines. Though a great amount of work has been carried out on 
identification of the three languages Kannada, Hindi and English, very few works are reported in 
literature at word level. Also, the great demand for automatic processing of tri-lingual documents 
shows that much more work needs to be carried out on word level identification. So, this paper 
focuses on word wise identification of Kannada, Hindi and English scripts. 

 

3. DATA COLLECTION   

Standard database of documents of Indian languages is currently not available. In this paper, it is 
assumed that the input data set contains text words of Kannada, Hindi and English scripts and 
English numerals. For the experimentation of the proposed model, three sets of database were 
constructed, out of which one database was used for learning and the other two databases were 
constructed to test the system. The text words of Kannada and English scripts, and English 
numerals were created using the Microsoft word software. These text words were imported to the 
Micro Soft Paint program and saved as black and white bitmap (BMP) images. The font type of 
Times New Roman, Arial, Bookman Old Style and Tahoma were used for English language. The 
font type of Vijaya, Kasturi and Sirigannada were used for Kannada language. The font size of 
14, 20 and 26 were used for both Kannada and English text words. However, the performance is 
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independent of font size. The text words of Hindi language were constructed by clipping only the 
text portion of the document downloaded from the Internet. So, the data set constructed using 
Microsoft word software and by clipping the text portion from the downloaded documents is called 
manually created data set. Thus the data set of 500 text words from each of the four classes 
(Kannada, Hindi, English and English Numerals) was constructed to train the proposed system. 
 
To test the proposed model, two different data sets were constructed. One dataset of size 300 
text words was constructed manually similar to the data set constructed for learning and the other 
data set was constructed from the scanned document images. The printed documents like 
newspapers and magazines were scanned through an optical scanner to obtain the document 
image. The scanner used in this research work for obtaining the digitized images is HP Scan Jet 
5200c series. The scanning is performed in normal 100% view size at 300 dpi resolution. The test 
document image of size 600x600 pixels were considered such that each text line would contain 
text words in mixture of the three languages. Manually constructed dataset is considered as good 
quality dataset and the data set constructed from the scanned document images are considered 
poor quality data set. The test data set was constructed such that 200 text words were 
incorporated from each of the three scripts - Kannada, Hindi and English, and English numerals.  
 

4. PREPROCESSING 

Any script identification method used for identifying the script type of a document, requires 
conditioned image input of the document, which implies that the document should be noise free, 
skew free and so on. In this paper, the preprocessing techniques such as noise removal and 
skew correction are not necessary for the manually constructed data sets. However, for the 
datasets that were constructed from the scanned document images, preprocessing steps such as 
removal of non-text regions, skew-correction, noise removal and binarization is necessary. In the 
proposed model, text portion of the document image was separated from the non-text region 
manually. Skew detection and correction was performed using the existing technique proposed 
by Shivakumar [16]. Binarization can be described as the process of converting a gray-scale 
image into one, which contains only two distinct tones, that is black and white. In this work, a 
global thresholding approach is used to binarize the scanned gray scale images where black 
pixels having the value 0’s correspond to object and white pixels having value 1’s correspond to 
background.  
 
The document image is segmented into several text lines using the valleys of the horizontal 
projection profiles computed by a row-wise sum of black pixels. The position between two 
consecutive horizontal projections where the histogram height is least denotes the boundary of a 
text line. Using these boundary lines, document image is segmented into several text lines. Each 
text line is further segmented into several text words using the valleys of the vertical projection 
profile computed by a column-wise sum of black pixels. From the experimentation, it is observed 
that the distance between two words is greater than two times the distance between two 
characters in a word. So, the threshold value for inter word gap is decided as two times the inter 
character gap. Using this inter word gap, each text line is segmented into several text words. 
Then, a bounding box is fixed for the segmented text word by finding the leftmost, rightmost, 
topmost and bottommost black pixels. Thus, the image of the bounded text word is prepared 
ready for further processing such as feature extraction.    
 

5. OVERVIEW OF THE PROPOSED MODEL 

The proposed model is inspired by a simple observation that every script/language defines a finite 
set of text patterns, each having distinct visual discriminating features. Hence, the new model is 
designed by using the distinct features of the scripts under consideration. Scripts are made up of 
different shaped patterns to produce different character sets. Individual text patterns of one script 
are collected together to form meaningful text information in the form of a text word, a text line or 
a paragraph. The collection of the text patterns of the one script exhibits distinct visual 
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appearance and hence it is necessary to thoroughly study the discriminating features of each 
script that are strong enough to distinguish from other scripts. To arrive at the distinct features of 
each script under consideration, the complete character set of those scripts should be thoroughly 
studied. Sometimes, a text word may even contain only two characters thus making the feature 
extraction process too complex. As a result, a large number of features have to be considered to 
develop word level script identification model. The properties of the three scripts - Kannada, Hindi 
and English, and English Numerals are described below.    

 

a. Some Discriminating Features of Kannada Script 
Modern Kannada character set has 47 basic characters, out of which the first 13 are vowels and 
the remaining 34 characters are consonants [10]. Some books report 14 vowels and 36 
consonants. By adding vowels to each consonant, modified consonants are obtained. A 
consonant or a modified consonant is combined with another consonant to form a compound 
character. As a result, Kannada text words consists of combination of vowels, consonants, 
modified consonant and/or compound characters. The compound characters have descendants 
called ‘vathaksharas’ found at their bottom portions. Some examples of Kannada compound 
characters with descendants are given in Figure 1. The presence of these descendants is one of 
the discriminating features of Kannada script, which is not present in the other two scripts - Hindi 
and English and hence, it could be used as a feature named bottom-component to identify the 
text word as a Kannada script.  
 
It could be observed that most of the Kannada characters have either horizontal lines or hole-like 
structures present at the top portion of the characters. Also, it could be observed that majority of 
Kannada characters have upward curves present at their bottom portion. Some characters have 
double-upward curves found at their bottom portions. In addition, left curve and right curve are 
also present at the left and right portion of some characters. Thus, the presence of the structures 
such as – horizontal lines, hole-like structures, bottom-up-curves, descendants, left-curves and 
right-curves could be used as the supporting features to identify Kannada scripts. Some 
examples of Kannada characters with the above said features are given in Figure 1. The 
probability of presence of these features is thoroughly studied from a large collection of 
documents. The density of the occurrence of these features is thoroughly studied and the 
features with maximum density are considered in the proposed model. 

 

 

 

 
 

FIGURE 1. Some characters of Kannada script (a) Characters with descendents, (b) Characters with 
horizontal lines (c) Characters with holes at the top portion and (d) Characters with double-upward curves 

 

 

b. Some Discriminating Features of Hindi  Script 
It could be noted that many characters of Hindi script have a horizontal line at the upper part 
called sirorekha [1], which is generally called a headline. It could be seen that, when two or more 
characters are combined to form a word, the character headline segments mostly join one 
another and generates one long headline at the top portion of each text word. These long 
horizontal lines are present at the top portion of the characters. The presence of such horizontal 
lines is used as supporting features for identifying Hindi script.  Another strong feature that could 
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be noticed in Hindi script is the presence of vertical lines. Some examples of Hindi text words are 
given in Figure 2.  

 

 

 
FIGURE 2. Some text words of Hindi script 

 

 

c. Some Discriminating Features of English Script 
English character set has 26 alphabets in both upper and lower cases. One of the most distinct 
and inherent characteristics of most of the English characters is the existence of vertical line-like 
structures. It could be observed that the upward-curve and downward-curve shaped structures 
are present at the bottom and top portion of majority of English characters respectively. So, it was 
inspired to use these distinct characteristics as supporting features in the proposed script 
identification model. 
 

d. Properties of English Numerals 
It could be observed that majority of the documents contain numerical information in addition to 
the text information. This numeral information is represented using the English numeral symbols 
‘0’ to ‘9’ only, even when the document is printed in the scripts prevailed in Karnataka. So, it is 
necessary to identify and separate these English numerals from the text written in the three 
scripts. One important feature of numerals is that the height of all the numeral symbols is the 
same. Another feature of the English numerals is that the width of all the symbols (except the 
symbol ‘1’) is the same. These features could be considered as supporting features in classifying 
the test word as an English numeral.  
 
As the text words of Hindi scripts are visually more distinct when compared to the visual 
appearance of English and Kannada text words and English numerals, one or two features are 
enough to separate Hindi text words from others. So, a test sample is initially checked whether it 
is a Hindi text word or not. If it not a Hindi text word, then classifying the test sample into any of 
the remaining three classes English, Kannada and English numerals is a complex task, as some 
of the text words almost possess similar features. So, arriving at the features that is strong 
enough to distinguish among the three classes requires detailed study of the characters of those 
three classes.   
 

e. Text word Partitioning 
By thoroughly observing the structural outline of the characters of the three scripts, it is observed 
that the distinct features are present at some specific portion of the characters. So, in this paper, 
the discriminating features are well projected by partitioning the text line using the four lines that 
are obtained from the top-profile and the bottom-profile of each text line. The top-profile (bottom-
profile) of a text line represents a set of black pixels obtained by scanning each column of the text 
line from top (bottom) until it reaches a first black pixel. Thus, a component of width N gets N 
such pixels. The row at which the first black pixel lies in the top-profile (bottom-profile) is called 
top-line (bottom-line). The row number having the maximum number of black pixels in the top-
profile (bottom-profile) is called the attribute top-max-row (bottom-max-row). Using these four 
lines – top-line, bottom-line, top-max-row and bottom-max-row as the reference lines, the features 
are extracted from each text line of the respective script. A sample partitioned Kannada text word 
is shown in Figure 3. The attribute ‘x-height’ represents the difference between top-max-row and 
bottom-max-row and the attribute ‘text-height’ represents the difference between top-line and 
bottom-line.  
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FIGURE 3. Partitioned Kannada Text Word. 

 

 
Different text words are partitioned in different ways, as different shaped characters are present in 
text words. A sample Kannada text word that is partitioned into three zones namely top-zone, 
middle-zone and bottom-zone is shown in Figure 3. A partition with at least three pixels height 
(fixed through experimentation) is considered as a top-zone or bottom-zone. A text word can be 
partitioned into three zones only when the four reference lines namely top-line, top-max-row, 
bottom-max-row and bottom-line are obtained. However, for some text words where top-line and 
top-max-row occur at the same location, top-zone is not obtained. Similarly, for some txt words if 
bottom-max-row and bottom-line occur at the same location, then bottom-zone is not obtained. 
This is because of the absence of ascendants or descendants. Ascendants are the portion of the 
characters that are protruded above the top-max-row and descendants are the portions of the 
characters that are protruded below the bottom-max-row. In Kannada script the presence of 
‘vothaksharas’ could be considered as a descendant. So, for a Kannada text word with 
descendant, the two reference lines – bottom-max-row and bottom-line are present and the space 
between the bottom-max-row and bottom-line could be called as the bottom-zone. The 
partitioning of the typical Kannada text word with the descendant is shown in Figure 3.  

 
However, if the text word without the descendant is partitioned, then the bottom-zone is not 
obtained, since the bottom-max-row and the bottom-line occur at the same row. Such a text word 
in Kannada script without the descendant is shown in Figure 4. Similarly, a text word without 
ascendants does not possess top-zone.  

 

 

FIGURE 4. Kannada Text Word Without bottom-zone. 

 
English text words are partitioned in a similar way as that of Kannada text word partitioning. This 
is because, some English characters like ‘b, d, f, h, k, l and t’ have ascendants and some 
characters like ‘g, j, p, q and y’ have descendants. So, if the characters of the text word have 
ascendants, then the top-zone is obtained and if the characters of the text word have 
descendants then the bottom-zone is obtained. For some other characters like ‘a, c, e, m, n, o, r, 
s, u, v, w, x, z’, there are no ascendants and descendants. For the text words having these 
characters, top-zone and also bottom-zone are not obtained. So, only middle zone is obtained for 
such text words. Different partitioned English text words are shown in Figures 5 and 6. 
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FIGURE 5. Partitioned English Text Word Without Descendant (a) Input Word (b) Preprocessed Word 
(c) Partitioned Word without bottom-zone. 

 
 

 

FIGURE 6. Partitioned English Text Word With Descendant (a) Input Word (b) Preprocessed Word (c) 
Partitioned Word with top-zone and bottom-zone 

 
It is observed that all English numerals are equal in height. So, the partitioning of a text word 
containing only English numerals results in middle-zone only. A sample image of English numeral 
and its partitioned image are shown in Figure 7.  

 

 

FIGURE 7. Partitioned English Numeral (a) Input Word (b) Preprocessed Word with Bounding Box         (c) 
Partitioned Word without top-zone and bottom-zone 
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f. Feature Extraction   

The distinct features useful for identifying the three scripts – Kannada, Hindi and English are 
shown in Table 1. The entry ‘Y’ in the Table 1 means that the feature in the corresponding row is 
used for identifying the script in the corresponding column. Thus, seven features for Kannada, 
three features for Hindi and three features for English are used. It is observed in Table 1 that the 
features used for identifying English numerals are not listed. The method of identifying English 
numerals is explained in the later Section.  
 

TABLE 1. Features of Kannada, Hindi and English languages. 

 

 
 
The method of extracting the distinct features, which are used in the proposed model, is 
explained below: 
 
Feature 1: Bottom-component 
The presence of vathaksharas or descendants found at the bottom portion of Kannada script 
could be used as a feature called bottom-component. The feature named ‘bottom-component’ is 
extracted from the bottom-portion of the input text line. Bottom-portion is computed as follows: 
Bottom-portion = f(x,y) where x=bottom-max-row to m and y=1to n ; where f(x,y) represent the 
matrix of the preprocessed input image of size (m x n). 
Through experimentation, it is estimated that the number of pixels of a descendant is greater than 
8 pixels and hence the threshold value for a connected component is fixed as 8 pixels. Any 
connected component whose number of pixels is greater than 8 pixels is considered as the 
feature bottom-component. Such bottom-components extracted from Kannada script are shown 
in Figure 11. 

 
Feature 2: Bottom-max-row-no  
It is observed through experimentation that for Kannada and English script, the two attributes top-
max-row and bottom-max-row occur at a distance of x-height as shown in the partitioned 
Kannada text word shown in Figure 3 and partitioned English text words shown in Figure 5 and 6. 
But, for a partitioned Hindi text word, the x-height is 0 or 1 pixel, as the top-max-row and bottom-
max-row occur at the same location. This is because when the bottom profile of Hindi script is 
computed the pixels of the headline happen to be the pixels of bottom profile. So, the top-max-
row and bottom-max-row occur at the same location in a Hindi text word. This is the distinct 
property of Hindi script that is not so in the other two scripts English and Kannada. Hence, if the 
bottom-max-row is equal to the top-max-row, then the value of the attribute bottom-max-row 
could be used as a strong feature named ‘bottom-max-row-no’ to separate Hindi script from the 
other two scripts. A typical Hindi text word with the feature ‘bottom-max-row-no’ is shown in 
Figure 8. 
 

 

 Features Kannada Hindi English 
F1 Bottom-components Y -- -- 
F2 Bottom-max-row-no -- Y -- 

F3 Top-horizontal-line Y Y -- 
F4 Vertical-lines -- Y Y 

F5 Top-holes Y -- -- 

F6 Top-down-curves -- -- Y 
F7 Bottom-up-curves Y -- Y 

F8 Bottom-holes Y -- -- 
F9 Left-curve Y -- -- 

F10 Right-curve Y -- -- 
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FIGURE 8. Hindi text word with bottom-max-row and vertical lines 

 
 
 

Feature 3:  Top-horizontal-line   
It could be noted that the horizontal line like structures are present at the top-max-row of 
Kannada and Hindi scripts. The connected components present at the top-max-row of the text 
word are analyzed. If the number of pixels of these connected components is greater than the 
75% of the x-height, then such components are used as the feature top-horizontal-line. The 
probability of presence of this feature is calculated from the complete Kannada character set. 
Also, the distribution of this feature is analyzed using 500 text words from all the three languages 
Kannada, Hindi and English. From the experimental analysis, it is observed that the presence of 
top-horizontal-line is more in Kannada and Hindi script and it is almost absent in the case of 
English script. So, using the feature named top-horizontal-line, Kannada and Hindi scripts could 
be separated from English script. If the length of the horizontal line (length of the horizontal line is 
measured with the number of pixels of that component) is greater than two times the x-height, 
then Hindi text word can be separated from Kannada word. So, using the length of the feature 
top-horizontal-line, Hindi can be well separated from Kannada script.  The feature top-horizontal-
line is shown in the output images of Hindi and Kannada text words in Figures 8 and 11 
respectively. 

 
Feature 4: Vertical lines 
It is noticed that the Hindi and English scripts have vertical line segments. To extract these 
vertical lines, the middle-zone of the text line is extracted as below: 
Middle-zone = g(x,y) where x = top-max-row to bottom-max-row and y = 1 to n 
where g(x,y) is the input matrix size (m,n). By convolving a vertical line filter over the image of the 
middle-zone, vertical lines are extracted. Typical vertical lines extracted from English script are 
shown in Figure 9. The presence of these vertical lines more in Hindi and English script, whereas 
it is absent in Kannada script. Hence, the feature vertical lines are used to identify Hindi and 
English script. 

 

 
FIGURE 9. English text word with vertical lines 
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Feature 5: Top-holes 
Hole is a connected component having a set of white pixels enclosed by a set of black pixels 
(black pixels having the value 0’s correspond to object and white pixels having value 1’s 
correspond to background). By thoroughly observing the words of Kannada scripts, it is noticed 
that hole-like structures are found at the top portion. To compute the hole-like structures, the 
attribute top-pipe is obtained from the matrix of the pre-processed image as follows: 

Top-pipe (x1, y1) = f (x, y) where x=top-max-row – t to top-max-row+t  and  y=1 to n   
where f(x,y) and n represents the input image and number of columns of the input image. The 
variable ‘t’ is used as a threshold value and t=round(x-height/3), where the term ‘x-height’ 
represents the difference between top-max-row and bottom-max-row. 
Presence of holes at the top-pipe is used as the feature top-holes and it is used to identify the text 
word as Kannada script as this feature is not present in the other two anticipated languages. 
Hole-like structures extracted from the sample Kannada script text word is shown in Figure 11.     

 
 

Features 6 & 7: Top-down-curves and Bottom-up-curves 
By thoroughly observing the structural shape of the two scripts – Kannada and English, it is 
observed that the upward and downward shaped components are present at the region of top-
max-row and bottom-max-row. This inspired us to extract the two attributes top-pipe and bottom-
pipe as follows: 

Top-pipe = g(x,y) where x=top-max-row – t to top-max-row+t and y=1 to n  and 
Bottom-pipe = g(x,y)  where x=bottom-max-row – t to bottom-max-row + t and y=1 to n 

where g(x,y) and n represents the input image and number of columns of the input image. The 
variable ‘t’ is used as a threshold value and t=round(x-height/3), where the term ‘x-height’ 
represents the difference between top-max-row and bottom-max-row.. 
Detecting the curve shaped portion from a character is the key for extracting the features named 
top-down-curves and bottom-up-curves. The presence of a curve is obtained by verifying the 
variation between two pixels of a connected component that appear on the same scan line for the 
complete scan of the component. The increasing variations of the two pixels for the entire scan of 
the component results in top-down-curves and decreasing variations of the two pixels for the 
entire scan of the component results in bottom-down-curves. Components having the shape 
upward curve and downward curve are shown in Figure 10.   

 

 

FIGURE 10. (a) upward curves (b) downward curves 
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FIGURE11. Output image of Kannada text word 

 
Feature 8: Bottom-holes 
By thoroughly observing the text words of Kannada scripts, it is observed that some characters 
have hole-like structures at their bottom portion. To compute the hole-like structures, the attribute 
bottom-pipe is obtained from the matrix of the pre-processed image as follows: 
Bottom-pipe (x1, y1) = f (x, y) where x=bottom-max-row – t to bottom-max-row + t  and  y=1 to n   
where f(x,y) and n represents the input image and number of columns of the input image. The 
variable ‘t’ is used as a threshold value and t=round(x-height/3), where the term ‘x-height’ 
represents the difference between top-max-row and bottom-max-row.. 
Presence of holes at the bottom-pipe is used as the feature bottom-holes and it is used to identify 
the text word as Kannada script as this feature is not present in the other two anticipated scripts.   

     
Feature 9 and 10: Left-curve and Right-curve 
The structural shape of the two scripts – Kannada and English is observed thoroughly and 
noticed that the left-curve and right-curve shaped components are present at the middle-zone of 
a partitioned text word. This inspired us to extract the middle-zone as follows: 

Middle-zone = g (x, y)  
where x = (top-max-row + t) to (bottom-max-row – t) and y = 1 to n, g (x, y) represents the input 
image and ‘n’ is the number of columns of the input image. The variable ‘t’ is used as a threshold 
value determined through experimentation and t = 2. 

Detecting the curve shaped portion from a character is the key for extracting the features 
named top-down-curves and bottom-up-curves. The presence of a left curve is obtained by 
verifying the distance between two pixels of a connected component that appear on the same 
vertical scan line of a component. The increasing variations of the two pixels for the entire vertical 
scan of the component results in the left-curve and decreasing variations of the two pixels for the 
entire vertical scan of the component results in right-curve. Components having the shape left-
curve and right-curve are shown in Figure 12.   

 

 
 

FIGURE 12. (a) Left-curve (b) Right-curve 
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g. Simple voting technique for classification 

A simple voting technique is an approach used for classifying a test sample based on the 
maximum number of votes obtained for a class type. In this chapter, a simple voting technique is 
used to classify the given test sample into any of the four classes- Kannada, English, Hindi and 
English Numerals. The overview of the working principle of the simple voting technique is 
explained below: 
Here, a simple voting technique is used for classifying the test word. For each class type, a 
particular accumulator, which is initialized to zero, is used to count the number of features present 
in a test word. For the present problem, there are four script classes – Kannada, English, Hindi 
and English Numerals. So, four accumulators namely KA, HA, EA and NA are used for the four 
script classes - Kannada, Hindi, English and English Numerals respectively. In this method, the 
test word is segmented into several blocks through vertical projection profiles. A block may 
contain one or more than one character with one or more connected components. So, in this 
method, the term character or block may be used interchangeably. After segmenting the text 
word, the number of blocks present in a test word is calculated. Each segmented block is tested 
for the presence of the features given in Table 1. For example, if the feature F3 is present in a 
block, then the accumulator KA is incremented, as only Kannada characters possess this feature. 
Then the presence of the feature F4 is tested and if this feature is present only English 
accumulator is incremented. This process is repeated for all the blocks of the given test sample. 
At the end of this procedure, all the four accumulators are stored with some value. The highest 
value is found in one of the accumulator and the label of highest value shows the class label of 
the test sample.   
The features are extracted from the partitioned image in the order given in Table 1. Later, a 
simple voting technique is used to classify the test word into the respective script type. The voting 
technique used in the word level script identification model works in three stages as explained 
below: 
 
Stage 1:  
If the feature ‘bottom-component’ is present in the test image, then the test sample is classified as 
of type Kannada script, as the ‘bottom-component’ is the only distinct feature present among the 
four classes. If the feature ‘bottom-component’ is not present in the test image, then the presence 
of the next distinct feature ‘bottom-max-row-no’ is tested. If it is present, then the test word is 
classified as Hindi script. If the two features – ‘bottom-component’ and ‘bottom-max-row-no’ is not 
present in the test image, then it is not possible to classify the test word at this stage. So, those 
test words that are not classified in this stage are given to the next stages, which use the concept 
of simple voting technique. Thus, a simple voting technique is used only if the test image does not 
possess the first two features Bottom-component and bottom-max-row-no.  
From the partitioned image, the value of the top-line and top-max-row are compared. Similarly, 
the value of the bottom-line and bottom-max-row are compared. For some characters that do not 
possess any ascendants and descendants, the top-line and top-max-row may occur at the same 
position and similarly the bottom-line and bottom-max-row may occur at the same position. Thus, 
a partitioned image may contain only one, two or all the three zones. If the test word is partitioned 
into only one zone, it means that test word contains the characters that do not possess any 
ascendants and descendants of Kannada and English scripts. So, the test image may be an 
English numeral or a Kannada word or an English word without ascendants and descendants. 
The test words that have two or three zones are fed to the stage 2 and those test words that have 
only one zone are fed to the stage 3 for further processing. 

  
Stage 2: 
The partitioned text words that have two or all the three zones are given as input to this stage. 
The given test word is segmented into several blocks/characters using the vertical projection 
profiles as presented in our earlier paper [11].  The test words that are given to this stage could 
be of type either Kannada or English or Hindi script type and definitely not of type English 
Numerals. Because, partitioned English numerals have only one zone i.e., middle-zone and they 
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do not have top-zone and bottom-zone. Once the test word is decided as not of English 
numerals, the features from F3 to F10 given in Table 1 are extracted from the characters of the 
segmented text word. Based on the presence of features in the characters of the text word, the 
corresponding accumulator gets incremented. Finally, the test words are classified as the script 
type of the accumulator that has maximum value.  
 
Stage 3:   
The partitioned text word that has only one zone is given to the stage 3. So, the test word may be 
an English numeral, or a Kannada or an English text word that does not possess ascendants and 
descendants. Classifying the text words that come under these conditions is quite complex. The 
characters of Kannada text word that has only one zone generally have hole like structures or 
downward curves at the top portion of the characters and upward curves or double upward 
curves found at the bottom portion of the characters. If a character has any of these features, 
then the accumulator assigned for Kannada is incremented. 

 
Similarly, if there are vertical lines like structures of length x-height found in the characters of test 
word, the accumulator assigned for English is incremented. Thus, all the features F3 through F10 
are tested for each of the characters of the test word. For n number of characters in the test word, 
if the content of the accumulator with maximum value less than n/2, then, it means that the test 
word is not classified into either Kannada or English script type. Then the next step is to compute 
the width of each character. If the width of 90% of the characters is equal to one another, then 
that test word is classified as English Numeral.        

 
Algorithm Stage 1: 
Input: Document Image containing text words of Kannada, Hindi, English and English 

Numerals.  
Output: Script type of each text word. 
1. Preprocess the input document image. 
2. Segment the document image into several text lines. 
3. Repeat for each text line 
4. { Segment the text line into words 
5.    Repeat for each text word 
6.    { Partition the text word 
7.         If (bottom-component)  
  { Then Classify the text word as “Kannada” script and Return} 
8.         If  (Bottom-max-row) 
  { Then Classify the text word as “Hindi” script and Return.}  
9.         If (only one zone) then call stage 3 Else call stage 2.   }  } 

 
Algorithm Stage 2: 
1. Segment the text word into characters 
2. Initialize the four accumulators -KA, HA, EA, NA to zero. 
3. Repeat for each character 
4. {  Repeat for each feature F3 through F10 
               {  If (feature present) 
                   Then increment the corresponding accumulator    }    } 
5. Find the accumulator with maximum value. 
6. Classify the script type of the text word as the corresponding accumulator. 
7. Return 

 
Algorithm Stage 3: 
1. Segment the text word into characters/blocks 
2. Initialize the four accumulators -KA, HA, EA, NA to zero. 
3. Repeat for each character 
4. {  Repeat for each feature F3 through F10 
                {  If (feature present) 
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                    Then increment the corresponding accumulator    }    } 
5. Find the accumulator content with maximum value. 
6. If (accumulator value >= n/2)   
             { Then Classify the script type of the text word as the corresponding accumulator. 
           Else If (width of 90% of the characters is same) 
                            Then Classify the script type as English Numerals 
                  Else Reject 
7. Return 

 
  

6.  RESULTS AND DISCUSSION 

The proposed algorithm has been tested on a test data set of 300 document images containing 
about 500 text words from each script. The test data set is constructed such that the English text 
words contain characters that possess ascendants (for example b, d, f, h, k, l, t) and descendants 
(for example g, j, p, q, y). The English text word without any ascendants and descendants (for 
example words like ‘cow’, ‘man’, ‘scanner’) are also considered in the test data set. The 
performance of classification is encouraging when tested with all kinds of words having the 
characters with and without ascendants and descendants. Similarly, the test data set of Kannada 
and Hindi scripts were constructed such that all characters of the two scripts are included in the 
test words. The algorithm is tested for text words containing two to six characters. The success 
rate is sustained even for the text words with only two characters. This is because all the features 
present in one or the other character are used in the proposed model. The test data set consisted 
of English Numerals also. English Numerals with two to eight digits were included with all the 
combinations of the nine symbols. Satisfactory success rate was achieved even in classifying the 
English Numerals. The failure in classifying the English numerals occurs only when the test word 
contains the number ‘1’, as the width of this symbol is smaller and the width of all the remaining 
symbols is same. 

 
The proposed algorithm has been implemented using Matlab R2007b. The average time taken to 
identify the script type of the text word is 0.1846 seconds on a Pentium-IV with 1024 MB RAM 
based machine running at 1.60 GHz. A sample manually constructed test document containing 
text words of all the four classes- Kannada, Hindi, English and English numerals are given in 
Figure 13. 

 
 

 

FIGURE 13.  Manually created test image containing Kannada, Hindi, English and Numeral words. 

 
The algorithm is tested for various font types and the results are given in Table 2. The proposed 
method is independent of font type and size. Since the features are considered to be at specific 
region of the partitioned text word, the variation in the font size does not affect the performance of 
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the algorithm. The success rate of percentage of recognition of all the three scripts is given in 
Table 3. From the experimentations on the test data set, the overall accuracy of the system has 
turned out to be 98.8%. From the Table 3, it could be observed that the 100% accuracy is 
obtained for Hindi text word. This is because of the distinct feature of Hindi script. The 
performance of the proposed algorithm falls down for English text words printed in italics. This is 
one limitation. However, for the Kannada text words printed in italics, the performance is 
sustained. The performance of the proposed model was evaluated from the scanned document 
images also. The overall accuracy of the system reduces to 98.5% due to noise and skew-error in 
the scanned document images. However, if the scanned document images undergo suitable 
preprocessing techniques, the performance can be improved.   
 

TABLE 2. Percentage of Recognition on manually created data set for different font styles 

Script type Font Style Number 
of 
samples 

Correct 
recognition 

Recognition 
rate 

Sirigannada 160  157 98.13% 
Kasturi 170 167 98.23% 

 
Kannada 

Vijaya 170 168 98.82% 

Hindi Vijaya 500 500 100% 

Times New Roman 100 97 97% 
Arial 100 98 98% 

Tahoma 100 98 98% 
Bookman Old Style 100 99 99% 

Verdana 100 98 98% 

 
 
 
English 

English Text:  Upper Case 
only 

50 50 100% 

Times New Roman 100 97 96% 

Arial 100 96 95% 
Tahoma 100 97 96% 

Bookman Old Style 100 97 96% 

English 
Numerals 

Verdana 100 96 95% 

 

TABLE  3. Percentage of Classification of the four classes 

 Dataset 1 (manually created data 
set) 

Dataset 2 (scanned data set) 

 Classified Misclassified Rejected Classified Misclassified Rejected 

Kannada  98.4% 0.8% 1.8% 97.8% 0.8% 1.4% 

Hindi  100% 0% 0% 100% 0% 0% 
English  98.3% 0.5% 1.2% 97.6% 0.8% 1.6% 
English 
Numerals 

95.6% 3.2% 1.8% 95.8% 2.7% 2.5% 

 

 

7. CONCLUSION 

In this paper, a new method to identify and separate text words of the Kannada, Hindi and 
English scripts and also English numerals is presented. Experimental results show performance 
of the proposed model. The performance of the proposed algorithm is encouraging when the 
proposed algorithm is tested using manually created data set. However, the performance slightly 
comes down when the algorithm is tested on scanned document images due to noise and skew-
error. Our future work is to identify the numeral information printed in the Kannada and Hindi 
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scripts and also to reach higher rate of success (100%). Further, it is planned to identify the 
scripts from a degraded document images.   
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Abstract 

 
In a multi script environment, an archive of documents printed in different scripts 
is in practice. For automatic processing of such documents through Optical 
Character Recognition (OCR), it is necessary to identify the script type of the 
document. In this paper, a novel texture-based approach is presented to identify 
the script type of the collection of documents printed in ten Indian scripts - 
Bangla, Devanagari, Roman (English), Gujarati, Malayalam, Oriya, Tamil, 
Telugu, Kannada and Urdu. The document images are decomposed through the 
Wavelet Packet Decomposition using the Haar basis function up to level two. 
Gray level co-occurrence matrix is constructed for the coefficient sub bands of 
the wavelet transform. The Haralick texture features are extracted from the co-
occurrence matrix and then used in the identification of the script of a machine 
printed document. Experimentation conducted involved 3000 text images for 
learning and 2500 text images for testing. Script classification performance is 
analyzed using the K-nearest neighbor classifier. The average success rate is 
found to be 98.24%.  
 
 
Keywords: Document Processing, Wavelet Packet Transform, Feature Extraction, Script Idenmtification.   

 
 

1. INTRODUCTION 

The progress of information technology and the wide reach of the Internet are drastically 
changing all fields of activity in modern days. As a result, a very large number of people would be 
required to interact more frequently with computer systems. To make the man–machine 
interaction more effective in such situations, it is desirable to have systems capable of handling 
inputs in the form of printed documents. If the computers have to efficiently process the scanned 
images of printed documents, the techniques need to be more sophisticated. Even though 
computers are used widely in almost all the fields, undoubtedly paper documents occupy a very 
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important place for a longer period. Also, a large proportion of all kinds of business writing 
communication exist in physical form for various purposes. For example, to fax a document, to 
produce a document in the court, etc. Therefore, software to automatically extract, analyze and 
store information from the existing paper form is very much needed for preservation and access 
whenever necessary. All these processes fall under the category of document image analysis, 
which has received significance as a major research problem in the modern days. 
Script identification is an important problem in the field of document image processing, with its 
applications to sort document images, as pre processor to select specific OCRs, to search online 
archives of document images for those containing a particular language, to design a multi-script 
OCR system and to enable automatic text retrieval based on script type of the underlying 
document. Automatic script identification has been a challenging research problem in a 
multilingual environment over the last few years. All existing works on automatic language 
identification are classified into either local approach or global approach. Ample work has been 
reported in literature using local approaches [1, 3, 7-10]. The local features are extracted from the 
water reservoir principle [1, 3], morphological features [8], profile, cavities, corner points, end 
point connectivity [13], top and bottom profile based features [11, 12]. In local approaches, the 
features are extracted from a list of connected components such as line, word and character, 
which are obtained only after segmenting the underlying document image. So, the success rate of 
classification depends on the effectiveness of the pre-processing steps namely, accurate Line, 
Word and Character segmentation. It sounds paradoxical as LWC segmentation can be better 
performed, only when the script class of the document is known. Even when the script classes 
are known from the training data, testing requires the performance of LWC segmentation prior to 
script identification. But, it is difficult to find a common segmentation method that best suits for all 
the script classes. Due to this limitation, local approaches cannot meet the criterion as a 
generalized scheme.  
In contrast, global approaches employ analysis of regions comprising of at least two text lines and 
hence fine segmentation of the underlying document into line, word and character, is not 
necessary. Consequently, the script classification task is simplified and performed faster with the 
global approach than the local approach. So, global schemes can be best suited for a generalized 
approach to the script identification problem. Adequate amount of work has been reported in 
literature using global approaches [2, 4, 6]. Santanu Choudhuri, et al. [4] have proposed a 
method for identification of Indian languages by combining Gabor filter based technique and 
direction distance histogram classifier considering Hindi, English, Malayalam, Bengali, Telugu 
and Urdu. Gopal Datt Joshi, et. al. [6] have presented a script identification technique for 10 
Indian scripts using a set of features extracted from log-Gabor filters. Dhanya et al. [14] have 
used Linear Support Vector Machine (LSVM), K-Nearest Neighbour (K-NN) and Neural Network 
(NN) classifiers on Gabor-based and zoning features to classify Tamil and English scripts. 
Recently, Hiremath et al. [15] have proposed a novel approach for script identification of South 
Indian scripts using wavelet based co-occurrence histogram features. Ramachandra Manthalkar 
et.al. [16] have proposed a method based on rotation-invariant texture features using 
multichannel Gabor filter for identifying seven Indian languages namely Bengali, Kannada, 
Malayalam, Oriya, Telugu and Marathi. They [16] have used multichannel Gabor filters to acquire 
rotation invariant texture features. From their experiment, they observed that rotation invariant 
features provide good results for script identification. Srinivas Rao Kunte et al. [17] have 
suggested a neural approach in on-line script recognition for Telugu language employing wavelet 
features. Peeta Basa Pati et al. [18] have presented a technique using Gabor filters for document 
analysis of Indian bilingual documents.  
Sufficient amount of work has also been carried out on non-Indian languages [2, 22-30]. One of 
the first attempts in automatic script and language recognition is due to Spitz and his coworkers 
[23]. Assuming connected components of individual characters have been extracted from the 
document image, Spitz first locates upward concavities in the connected components. He then 
discriminates Asian languages (Japanese, Chinese, and Korean) against European languages 
(English, French, German, and Russian) based on the vertical distributions of such concavities. 
The three Asian languages are differentiated from each other by comparing the statistics of the 
optical densities (the number of black pixels per unit area) of the connected components, 
whereas the European languages are discriminated by means of the most frequent occurring 
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word shape tokens also derived from the connected components [23]. Tan [2] has developed a 
rotation invariant texture feature extraction method for automatic script identification for six 
languages: Chinese, Greek, English, Russian, Persian and Malayalam. Peake and Tan [19] have 
proposed a method for automatic script and language identification from document images using 
multiple channel (Gabor) filters and gray level co-occurrence matrices for seven languages: 
Chinese, English, Greek, Korean, Malayalam, Persian and Russian.  
Hochberg et al. [25] have presented a method for automatically identifying script from a binary 
document image using cluster-based text symbol templates. The system develops a set of 
representative symbols (templates) for each script by clustering textual symbols from a set of 
training documents and represents each cluster by its centroid. "Textual symbols" include 
discrete characters in scripts such as Cyrillic, as well as adjoined characters, character fragments 
and whole words in connected scripts such as Arabic. To identify a new document's script, the 
system compares a subset of symbols from the document to each script's templates, screening 
out rare or unreliable templates and choosing the script whose templates provide the best match. 
Later, they have extended their work on thirteen scripts - Arabic, Armenian, Burmese, Chinese, 
Cyrillic, Devanagari, Ethiopic, Greek, Hebrew, Japanese, Korean, Roman, and Thai.  Chew Lim 
Tan et al. [24] presents a technique of identification of English, Chinese, Malay and Tamil in 
image documents using features like bounding boxes of character cells and upward concavities. 
Andrew Busch et al. [22] have exploited the concept of texture features for script identification of 
English, Chinese, Greek, Cyrillic, Hebrew, Hindi, Japanese and Persian. Wood et al. [24] have 
proposed projection profile method to determine Roman, Russian, Arabic, Korean and Chinese 
characters.  Zhu et al. have presented an unconstrained language identification technique using a 
shape codebook concept [26]. Later, Zhu et al. have extended their work on language 
identification of handwritten document images [27]. Lu et al. have explored the challenging 
problem of script and language identification on degraded and distorted document images [28, 
29].  Stefan Jaeger et al [30] have proposed a multiple classifier system for script identification at 
word level using Gabor filter analysis of textures. Their system identifies Latin and non-Latin 
words in bilingual printed documents. The classifier system comprises of four different 
architectures based on nearest neighbors, weighted Euclidean distances, Gaussian mixture 
models, and support vector machines. Global approaches make use of the texture-based 
features. These texture features can be extracted from a portion of a text region that may 
comprise of several text lines.  
Texture could be defined in simple form as “repetitive occurrence of the same pattern”. Texture 
could be defined as something consisting of mutually related elements. Another definition of 
texture claims that, “an image region has a constant texture if a set of its local properties in that 
region is constant, slowly changing or approximately periodic”. Texture classification is a 
fundamental issue in image analysis and computer vision. It has been a focus of research for 
nearly three decades. Briefly stated, there are a finite number of texture classes Ci, i = 1, 2, 3, n. 
A number of training samples of each class are available. Based on the information extracted 
from the training samples, a decision rule is designed, which classifies a given sample of 
unknown class into one of the n classes [2]. Image texture is defined as a function of the spatial 
variation in pixel intensities. The texture classification is fundamental to many applications such 
as automated visual inspection, biomedical image processing, content-based image retrieval and 
remote sensing. One application of image texture is the recognition of image regions using 
texture properties. From the literature survey, it is observed that sufficient work has been carried 
out using texture features [11-14, 18, 20]. Existing methods on Indian script identification use the 
texture features extracted from the co-occurrence matrix, wavelet based co-occurrence histogram 
[15] and Gabor filters [17, 18]. Hiremath and Shivakumar [31] have considered Haralick features 
for texture classification using wavelet packet decomposition. Very few works are reported on 
script identification particularly using wavelet transform based features. In this paper, the texture 
features useful for script identification are extracted from the co-occurrence matrix constructed 
from the sub band coefficients of the wavelet packets transforms. As such, no work has been 
reported that uses the wavelet packet based texture features for script identification. 
The rest of the paper is organized as follows. The Section 2 briefs about the wavelet packet 
transform. The database constructed for testing the proposed model is presented in Section 3. In 
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Section 4, complete description of the proposed model is explained in detail. The experimental 
results obtained are presented in section 5. Conclusions are given in section 6.       

2. WAVELET PACKET TRANSFORM 

Research interest in wavelets and their applications has grown tremendously over the past few 
years. It has been shown that wavelet-based methods continue to be powerful mathematical tools 
and offer computational advantage over other methods for texture classification. The different 
wavelet transform functions filter out different range of frequencies (i.e. sub bands). Thus, wavelet 
is a powerful tool, which decomposes the image into low frequency and high frequency sub band 
images.   
The Continuous Wavelet Transform (CWT) is defined as the sum over all time of the signal 

multiplied by scaled, shifted versions of the wavelet function ψ given in Equation (1). 
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The results of the CWT are many wavelet coefficients C, which are functions of scale and 
position. The wavelet transform decomposes a signal into a series of shifted and scaled versions 
of the mother wavelet function. Due to time frequency localization properties, discrete wavelet 
and wavelet packet transforms have proven to be appropriate starting point for classification 
tasks. In the 2-D case, the wavelet transform is usually performed by applying a separable filter 
bank to the image. Typically, a low filter and a band pass filter are used. The convolution with the 
low pass filter results in the approximation image and the convolutions with the band pass filter in 
specific directions result in the detail images.  
In the simple wavelet decomposition, only the approximation coefficients are split iteratively into a 
vector of approximation coefficients, and a vector of detail coefficients are split at a coarser scale. 
That means, for n-level decomposition, n+1 possible ways of decomposition are obtained as 
shown in Figure 1. The successive details are never reanalyzed in the case of simple wavelet 
decomposition. 
 

 
FIGURE 1. Wavelet Decomposition Tree 

 
The concept of wavelet packets was introduced by Coifman et.al. [23]. In the case of wavelet 
packets, each detail coefficient vector is also decomposed as in approximation vectors. The 
recursive splitting of both approximate and detail sub images will produce a binary tree structure 
as shown in Figure 2.   
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FIGURE 2. Wavelet Packet Decomposition Tree 

 
Generally, in the case of wavelet transforms, the features are extracted from only the 
approximate sub band coefficients. But, in the case of wavelet packet transforms, the features are 
extracted from both approximate and detail sub band coefficients, as the detail sub band images 
can also be decomposed recursively. The features derived from a detail images uniquely 
characterize a texture. The combined transformed coefficients of the approximate and detail 
images give efficient features and hence could be used as essential features for texture analysis 
and classification. In this paper, the features are extracted from the sub bands of the transformed 
images for script identification and the complete description of the proposed model is given in 
Section 4. 

3. DATA COLLECTION 

Standard database of documents of Indian languages is currently not available. For the proposed 
model, the data set was constructed from the scanned document images. The printed documents 
like books, newspapers, journals and magazines were scanned through an optical scanner to 
obtain the document image. The scanner used for obtaining the digitized images is HP Scan Jet 
5200c series. The scanning is performed in normal 100% view size at 300 dpi resolution. The 
image size of 256x256 pixels was considered. The training data set of 300 images and test data 
set of 250 images were used from each of the ten scripts. 

 

4. OVERVIEW OF THE PROPOSED MODEL 

Scripts are made up of different shaped patterns to produce different character sets. Individual 
text patterns of one script are collected together to form meaningful text information in the form of 
a text word, a text line or a paragraph. The collection of the text patterns of the one script exhibits 
distinct visual appearance. So, a uniform block of texts, regardless of the content, may be 
considered as distinct texture patterns (a block of text as single entity) [2]. This observation 
implies that one may devise a suitable texture classification algorithm to perform identification of 
text language. Hence, the proposed model is inspired by this simple observation that every 
language script defines a finite set of text patterns, each having a distinct visual appearance. In 
this model, the texture-based features are extracted from the sub band coefficients of wavelet 
packet transforms.  

  

4.1 Preprocessing of Input Images 

In general, text portion of the scanned document images are not good candidates for the 
extraction of texture features. The varying degrees of contrast in gray-scale images, the presence 
of skew and noise could all potentially affect such features, leading to higher classification error 
rates. In addition, the large areas of white space, unequal word and line spacing, and variable 
height of the text lines due to different font sizes can also have a significant effect on the texture 
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features. In order to reduce the impact of these factors, the text blocks from which texture 
features are to be extracted must undergo a significant amount of preprocessing. In this paper, 
preprocessing steps such as removal of non-text regions, skew-correction, noise removal and 
binarization is necessary. In the proposed model, text portion of the document image was 
separated from the non-text region manually. Skew detection and correction was performed using 
the technique proposed by Shivakumar [21]. Binarization can be described as the process of 
converting a gray-scale image into one, which contains only two distinct tones, that is black and 
white. In this work, a global thresholding approach is used to binarize the scanned gray scale 
images, where black pixels having the value 0’s correspond to object and white pixels having 
value 1’s correspond to background. It is necessary to thin the document image as the texts may 
be printed in varying thickness. In this paper, the thinning process is achieved by using the 
morphological operations. 
4.1.1 To Construct Uniform Block of Text 
In general, the scanned image may not necessarily have uniform height of the text line Height of 
the text line is the difference between the topmost black pixel to the bottommost black pixel of a 
text line and it is obtained though horizontal projection profile. To obtain text lines of uniform 
height, the necessary threshold values are computed by calculating the mean and the standard 
deviation of the text line heights. All those text lines, which fall outside the threshold values (fixed 
through experimentation), are removed. This process is repeated by calculating the new mean 
and standard deviation of the remaining text block, until no remaining text lines are removed. 
4.1.2 Inter-line Spacing Normalization 
In a block of text, the white space between the text lines may vary and hence, it is necessary to 
normalize these white spaces. The width of the white spaces between the text lines is obtained 
by computing the distance between the horizontal runs of black pixels of the two text lines. The 
white space width of the text lines greater than eight pixels is reduced to eight pixels, which is 
fixed by experimental study. Thus, the spacing between the text lines is normalized to have 
uniform inter-line spacing. 
4.1.3 Inter-word Spacing Normalization 
Generally, some text lines might have varying inter-word spacing. So, it is necessary to normalize 
the inter-word spacing to a maximum of 5 pixels. Normalization of the inter-word spacing is 
achieved by projecting the pixels of each text line vertically; counting the number of white pixels 
from left to right and reducing the number of white pixels greater than 5 pixels to 5. Inter-word 
gaps smaller than 5 pixels are allowed to remain, as that does not affect to get text blocks. 
4.1.4 Padding 
A text line that is smaller than the average width of a text line generally appears in a block of text. 
This is due to the presence of headings or the text line that happens to be the last line of a 
paragraph. So, it is necessary to obtain a collection of text lines of equal length by padding the 
text lines of smaller length. Padding of text lines is done by copying and replicating the text 
content of the line so that the length of the text line would be increased to the average length of 
text line.  
Then, the text block of size 256X256 pixels is extracted from the preprocessed text block. From 
each block of preprocessed text image, the texture features are extracted for the purpose of script 
identification. 
 
4.2 Texture Feature Extraction 

In this work, the known input images are decomposed through the Wavelet Packet 
Decomposition using the Haar (Daubechies 1) basis function to get the four sub band images 
namely Approximation (A) and three detail coefficients - Horizintal (H), Vertical (V) and the 
Diagonal (D). The Haar wavelet transformation is chosen because the resulting wavelet bands 
are strongly correlated with the orientation elements in the GLCM computation. The second 
reason is that the total pixel entries for Haar wavelet transform are always minimum. Through 
experimentation the Haar basis function up to the level two is found to be best, yielding distinct 
features and hence Haar basis function up to level two is used in this method. This result in a 
total of 20 sub bands, four sub bands at the first level and sixteen sub bands (four for each sub 
band) in the next level as shown in Figure 3.    
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FIGURE 3. Wavelet Packet Tree up to Level - 2. (A–Approximation, H–Horizontal, V–Vertical and D–

Diagonal) 

 
It is not necessary to consider all the twenty sub bands for feature extraction. This is because, the 
four types of sub bands – approximation, horizontal, vertical and diagonal obtained from the 
wavelet transforms retain specific type of information by filtering out other information. Therefore, 
when the horizontal, vertical and diagonal sub bands are decomposed further into four bands, all 
the four sub bands may not be necessarily used as some information in the second level is lost. 
So, it is necessary to consider only the relevant sub bands at the second level. For example, in 
the sub band (1, 1) of level one which gives only horizontal detail coefficients, it is sufficient to 
consider only the approximation and horizontal detail coefficients of its second level. The vertical 
and diagonal sub bands of (1, 1) are not considered as they exhibit less or poor information. 
Thus, the sub bands that exhibit the similar type of coefficients from the two levels are selected. 
In the proposed method, the sub bands of the two levels are combined to form four groups as 
given below.  
 
Group 1: Approximation sub bands: (1, 0), (2, 0) = (A, AA) 
Group 2: Horizontal sub bands: (1, 1), (2, 1), (2, 4), (2, 5) = (H, AH, HA, HH) 
Group 3: Vertical sub bands: (1, 2), (2, 2), (2, 8), (2, 10) = (V, AV, VA, VV) 
Group 4: Diagonal sub bands: (1, 3), (2, 3), (2, 12), (2, 15) = (D, AD, DA, DD) 
 
Thus, only fourteen sub bands - two approximate sub band, four horizontal sub band, four vertical 
sub bands and four diagonal sub bands are selected out of the twenty sub bands. 

Many researchers have used the coefficient values of the approximate and detail sub band 
images as a texture feature vector [15]. According to Andrew Busch [22], a better representation 
of natural textured images can be obtained by applying a nonlinear function to the coefficients of 
the wavelet transform. In this paper, the nonlinear transform function proposed by Andrew Busch 
[22] is applied on the wavelet packet coefficients. So, the wavelet packet coefficients are 
quantized using the quantization function derived by Andrew Busch [22]. Then, gray level co-
occurrence matrices are constructed for the quantized wavelet sub bands. The description of the 
gray level co-occurrence matrix is briefed out in the next section. 
4.2.1. Gray Level Co-occurrence Matrices (GLCMs) 
Gray Level Co-occurrence Matrix (GLCM) has been proven to be a very powerful tool for texture 
image segmentation. Gray-level co-occurrence matrices (GLCMs) are used to represent the pair 
wise joint statistics of the pixels of an image and have been used for many years as a means of 
characterizing texture [22]. GLCM is a two dimensional measure of texture, which show how often 
each gray occurs at a pixel located at a fixed geometric position relative to each other pixel, as a 
function of its gray level.  GLCMs are in general very expensive to compute due to the 
requirement that the size of each matrix is NxN, where N is the number of gray levels in the 
image. So, it is necessary to reduce the number of discrete gray levels of the input image in order 
to obtain co-occurrence matrix of smaller size. So, if the gray levels are divided into fewer ranges, 
the size of the matrix would be reduced, thus leading to less noisy entries in the matrix.  
In this paper, the gray levels of the quantized sub bands are divided into fewer ranges to obtain a 
new transformed sub band which results in reduced size of the co-occurrence matrix. Then, from 
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the new transformed sub bands, GLCMs are constructed using the values d=1, where d 

represents the linear distance in pixels. The value of θ is fixed based on the type of the sub band. 
For the approximate sub bands i.e., group1 ((1, 0), (2, 0)), GLCMs are constructed with the value 

θ = {00, 450, 900, 1350}.  The value of θ is taken as 00 for horizontal sub bands (group2), 900 for 
vertical sub bands (group3) and, 450 and 1350 for diagonal sub bands (group4). Thus, totally, 
twenty four GLCM (eight GLCM for group1, four GLCM for group2, four GLCM for group3 and 
eight GLCM for group4) are constructed.  
Haralick [32] has proposed the textural features that can be extracted from the co-occurrence 
matrix. In this paper, Haralick texture features [32] such as inertia, total energy, entropy, contrast, 
local homogeneity, cluster shade, cluster prominence, and information measure of correlation are 
extracted from the gray level co-occurrence matrices obtained from the coefficients of the sub 
bands. These texture features are given in Table 1. These features are known as the wavelet 
packet co-occurrence features. 
  

TABLE 1. Wavelet Packet Co-occurrence Features Extracted from a Co-occurrence Matrix C(i, j). 
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The eight Haralick texture features are extracted from the twenty four GLCMs resulting in a total 
of 192 features. In order to reduce the dimension of the features, the mean values of the eight 
features are computed individually from each of the four groups. That means, eight features of 
any sub band is obtained by taking the average of the eight features computed from the GLCMs 
of that sub band. For example, from the four GLCMs of the sub band (1, 0), average of the eight 
features are computed. Thus, eight features of the sub band (1, 0) and eight features of sub band 
(2, 0) of group 1, results in 16 texture features. But, the average value of each of the eight 
features is computed individually from the sub bands of the corresponding groups. For example, 
the average value of the feature – ‘Inertia’ for the Group-1 is computed from the inertia of sub 
band (1, 0) and the inertia of sub band (2, 0). Similarly, the average value of each of the eight 
features is computed from sub bands of the individual groups, resulting in 32 features (8 features 
each from four groups), thus reducing the dimensionality of the features from 192 to 32. As the 
features are extracted from the two levels of wavelet packet transforms and then the average of 
the feature values are computed, the features could be considered as optimal features. These 
optimal features are strong enough to discriminate the ten script classes considered in this paper. 
The 32 optimal features are obtained from a training data set of 300 images from each of the ten 
Indian scripts - Bangla, Devanagari, Roman (English), Gujarati, Malayalam, Oriya, Tamil, Telugu, 
Kannada and Urdu. These features are stored in a feature library and used as texture features 
later in the testing stage.   
 
4.3 Classification 
In the proposed model, K -nearest neighbor classifier is used to classify the test samples. The 
features are extracted from the test image X using the proposed feature extraction algorithm and 
then compared with corresponding feature values stored in the feature library using the Euclidean 
distance formula given in equation (2), 
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where N is the number of features in the feature vector f, fj(x) represents the jth feature of the test 
sample X and fj(M) represents the jth feature of Mth class in the feature library. Then, the test 
sample X is classified using the k-nearest neighbor (K-NN) classifier. In the K -NN classifier, a 
test sample is classified by a majority vote of its k neighbors, where k is a positive integer, 
typically small. If K =1, then the sample is just assigned the class of its nearest neighbor. It is 
better to choose K to be an odd number to avoid tied votes. So, in this method, the K -nearest 
neighbors are determined and the test image is classified as the script type of the majority of 
these K-nearest neighbors. The testing algorithm employed in this paper for script identification 
consists of the following steps. 
 
Algorithm Testing () 
Input: Text portion of the document image containing one script only. 
Output: Script type of the test document. 
1. Preprocess the input document image. 
2. Analyze the test image using 2-d Wavelet Packet Transform with Haar wavelet up to level 2 

and obtain the wavelet packet tree. 
3. Quantize the wavelet coefficients using the quantization function derived by Andrew Busch 

[24]. 
4. Select the sub bands from the wavelet packet tree as given below:   

Group 1: Approximation sub bands: (1, 0), (2, 0) = (A, AA) 
Group 2: Horizontal sub bands: (1, 1), (2, 1), (2, 4), (2, 5) = (H, AH, HA, HH) 
Group 3: Vertical sub bands: (1, 2), (2, 2), (2, 8), (2, 10) = (V, AV, VA, VV) 
Group 4: Diagonal sub bands: (1, 3), (2, 3), (2, 12), (2, 15) = (D, AD, DA, DD) 

5. Construct the Gray Level Co-occurence Matrix of each sub band. 
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6. Extract the eight Haralick texture features given in Table 1 from the selected sub bands. 
7. Compute the average value for each of the eight features from the four groups as explained 

in the previous section. 
8. Classify the script type of the test image by comparing the feature values of the test image 

with the feature values stored in the knowledge base using K-nearest neighbor classifier. 
 
The experiment is conducted for varying number of neighbors like K = 3, 5 and 7. The 
performance of classification was best when the value of K = 3. Thus the script type of the test 
image is classified by comparing the feature values of the test image with the feature values 
stored in the feature matrix using K-nearest neighbor classifier. 
 

5. EXPERIMENTAL RESULTS 

To test the proposed model test data set was constructed from the scanned images of 
newspapers, magazines, journals and books at 300 dpi grayscale. Around 250 images were 
chosen from each of ten Indian scripts namely Bangla, Devanagari, Roman (English), Gujarati, 
Malayalam, Oriya, Tamil, Telugu, Kannada and Urdu.  Only the text portion of the scanned 
images was selected. However, images that would contain multiple columns and variable inter-
line and inter-word spacing were also considered as the preprocessing steps are used to prepare 
them for further processing. Sample images of Bangla, Hindi, Kannada, English, Gujarati, 
Malayalam, Oriya, Telugu, Urdu and Tamil scripts are shown in Figure 4. The proposed algorithm 
is implemented using Matlab R2007b. The average time taken to identify the script type of the 
document is 0.2843 seconds on a Pentium-IV with 1024 MB RAM based machine running at 1.60 
GHz. 
 

 
 

FIGURE 4. Sample images of Bangla, Hindi, Kannada, English, Gujarati, Malayalam, Oriya, Telugu, Urdu 
and Tamil scripts. 
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5.1 Optimal Size of Training Data Set 
It is necessary to determine the optimal size of the training data set to obtain best performance of 
the proposed model. In the proposed model, the test samples are tested with varying number of 
training data set. The overall performance of recognition verses size of the training data set is 
shown in Figure 5. From the Figure 5, it is observed that the proposed method attains best 
performance of 98.24% with an optimal training data set of 300 samples.  
 
 

 
FIGURE 5. The overall performance of recognition verses size of the training data set. 

 
The confusion matrix of the proposed method for classifying twelve Indian scripts through 
extensive experimentation is given in Table 2. The average classification accuracy of the 
proposed wavelet based method is 98.24%. The experimental results demonstrate the 
effectiveness of the proposed texture features.   
Test images having some special characters like numerals, punctuation marks and italicized text 
were also considered. However, the presence of these symbols does not affect the recognition 
rate as they are rarely seen in a meaningful text region. A small amount of page skew was 
inevitably introduced during the scanning process. This skew was compensated by using the 
method outlined in [21]. 
 
TABLE 2. Percentage of Recognition of 10 Indian scripts (Ban=Bangla, Dev=Devanagari, Rom=Roman 
(English), Guj=Gujarati,  Mal=Malayalam, Ori=Oriya, Tam=Tamil, Tel=Telugu, Kan=Kannada and Urd=Urdu) 

 
Classified Script Type  

Input Script 
Type 

Ban Dev  Rom  Guj Ori Mal Tam Tel Kan Urd Rejected 

Ban 246 3 - 1 - - - - - - - 

Dev 2 248 - - - -  - - - - 

Rom - - 245 - 2 - 2 - - - 1 

Guj - - 2 246 1 - - - - - 1 

Ori - - 2 1 245 - 1 - - - 1 
Mal - - 1 - - 244 2 - 2 - 1 
Tam - - 3 - 2  245 - - - - 

Tel - - - - - 2 1 244 3 - - 

Kan - - - - - 2 - 2 246 - - 

Urd - - - - - - - - - 247 3 
Percentage of 
classification 

98.4 99.2 98.0 98.4 98.0 97.6 98.0 97.6 98.4 98.8 - 

Error 1.6 0.8 2.0 1.6 2.4 2.8 2.0 2.8 1.6 1.2 - 
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6. CONSLUSION   

In this paper, a global approach for script identification that uses the wavelet based texture 
features is presented. The texture features are extracted from the GLCMs constructed from a set 
of wavelet packet sub band coefficients. The experimental results demonstrate that the new 
approach can better perform in classifying ten Indian scripts. The performance of the proposed 
model shows that the global approach could be used to solve a practical problem of automatic 
script identification. 
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Abstract 

 
In this paper an adaptive range and domain filtering is presented. In the 
proposed method local histograms are computed to tune the range and domain 
extensions of bilateral filter. Noise histogram is estimated to measure the noise 
level at each pixel in the noisy image. The extensions of range and domain filters 
are determined based on pixel noise level. Experimental results show that the 
proposed method effectively removes the noise while preserves the details. The 
proposed method performs better than bilateral filter and restored test images 
have higher signal to noise ratio than those obtained by applying popular 
Bayesshrink wavelet denoising method. 
 
Keywords: Denoising, Bilateral filtering, Local histogram, Earth mover’s distance. 

 
 

1. INTRODUCTION 
Noise elimination is an important concern in image processing and computer vision. Images 
obtained from the real world are corrupted with noise. The image noise might decrease to some 
negligible levels under ideal conditions such that denoising is not necessary, but in general to 
recover the image the corrupting noise must be removed for practical purposes.  Noise makes 
ambiguities in the underlying signal relative to its observed form by perturbations which are not 
related to the scene under study. The goal of denoising is to remove the noise and to retain the 
important signal features as much as possible.  Linear filters, which consist of convolving the 
image with a constant matrix to obtain a linear combination of neighborhood values, have been 
widely used for noise elimination in the presence of additive noise.  However they can produce a 
blurred and smoothed image with poor feature localization and incomplete noise suppression. 
 
Gaussian filters are typical linear filters that have been widely used for image denoising. 
Gaussian filters assume that image signals have smooth spatial variations and pixels in a 
neighborhood have close values, so noise will be suppressed while signal will be preserved by 
averaging pixel values over a local neighborhood. The assumption of slow spatial signal 
variations works well in smooth regions; however it fails and undesirably blurs the signal where 
spatial variations are high such as edges. 
 
To overcome this shortcoming and prevent undesirable blurring in regions with high spatial signal 
variations, a number of filters in spatial and spatial-frequency domain are proposed. The most 
popular ones in spatial domain are anisotropic diffusion [1-3], bilateral filtering and its extensions 
[4-8]. Diffusion based methods iteratively solve partial differential equations and average the 
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signal over spatial neighborhood whose extension is determined based on local signal variations. 
Bilateral filtering also known as range and domain filtering is a non-linear filter which performs 
weighted averaging in both range and domain. 
 
Bilateral filtering was introduced by Tomasi and Manduchi [4] to smooth noisy images while 
preserve edges using neighboring pixels. Bilateral filtering is a local, nonlinear, and noniterative 
technique which considers both gray level (color) similarities and geometric closeness of the 
neighboring pixels. In a traditional domain filter, weight of the pixels decays by distance from the 
center of the filter. Low pass filters assume that spatial variations is slow over the image, so by 
weighted averaging of pixel values in a neighborhood, noise will be averaged away while the 
signal will be preserved. However, this assumption fails at edges where the spatial variations are 
not smooth and application of the low pass filter blurs the edges. Bilateral filter overcomes this by 
filtering the image in both range and domain. Pixels in a neighborhood are considered close 
either based on their spatial location (domain), or based on their pixel values (range). Therefore 
bilateral filter averages pixel values based on weights that decay by both distance and pixel 
dissimilarity. 
 
There are several extensions to improve bilateral filtering [5-8]. In [6], a training-based bilateral 
filtering is proposed where a general degradation model is considered for degraded images. Then 
a restoration algorithm is developed to restore the degraded images with unknown degradation 
process. Therefore, the success of restoration process depends on the general definition of 
degradation model. In [7,8], different methods to speed up the bilateral filtering have been 
proposed. 
 
Nonlinear filters in spatial-frequency domain have also been proposed to preserve detail signal 
and suppress the noise. The most popular ones are wavelet based denoising techniques [9-12]. 
In wavelet based denoising methods, the noise is estimated and wavelet coefficients are 
thresholded to separate signal and noise. Various approaches to nonlinear wavelet-based 
denoising have been introduced among them Bayesshrink wavelet denoising is developed in the 
Bayesian framework and has been widely used for image denoising [10-11]. 
 
In this paper, an adaptive technique is proposed to tune the extensions of range and domain 
filters. In the proposed method, the distance of the local histogram from the estimated noise 
histogram is measured using earth mover's distance. The measured distance at each spatial 
location is then used for adaptive tuning of bilateral filter. The proposed method provides 
promising results and effectively removes the noise while preserves the signal characteristics. 
The proposed method is presented in the next section followed by results and conclusions. 
 

2. The Proposed Method  
Let pure signal S (here an image) be distorted by additive noise n. We can write  
 

 
 

where I is the noisy signal. The goal of denoising is separating signal S and noise n by estimating 
n such that S can be extracted from I: 
 

 
 

This can be done by applying a filter h to the signal I 
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where traditionally h is defined as a local filter assigning higher weights to neighboring pixels 
which are spatially closer to the central pixel xc of the neighborhood. A popular and simple case 
of h is Gaussian filter 
 

 
 
where µd = xc is the central pixel of the neighborhood such that d(x, µd) = |x - µd | is the Euclidean 
distance between xc and a neighboring pixel x. Gaussian domain filtering by using a Gaussian 
filter averages away noise and preserves the signal in smooth regions, however in the same way 
it averages away and blurs signal details such as edges. A popular solution to solve this problem 
is employing bilateral filter [4]. 
 

 Bilateral Filter 
Bilateral filter combines range and domain filtering 
 

 
 

where the range filter averages the signal values in a neighborhood by assigning the weights 
based on the similarity of the neighboring pixels and the central pixel: 
 
 

 
 
where µr = I(µd) = I(xc) is the intensity value of the central pixel of the neighborhood such that 
r(I(x), µr) = |I(x) - µr| is the absolute intensity difference of the central and a neighboring pixel x. 
 
Bilateral filtering overcomes the shortcomings of linear domain filtering by combining the linear 
domain filter with a nonlinear range filter. As a result bilateral filter preserves signal details such 
as edges while suppresses noise, however it considers fix parameters (σd, σr) for extensions of 
both domain and range filters. The performance of bilateral filter can be improved by adaptively 
tuning the filter parameters over the image based on the spatial noise level. 
 

 Adaptive Range and Domain Filtering 
In the proposed method, to improve the performance of bilateral filtering, spatial noise level is 
locally estimated to determine the filter parameters (σd, σr). 
 
To estimate the local spatial noise level nl, the image noise histogram ng is estimated and 
compared with the local signal. To compare two probability density functions (PDFs), a number of 
nonparametric models have been used including minimizing the comparison 2א function between 
two PDFs. 
 
The 2א distance between histograms of two delta functions δ(x1) and δ(x2) where x1 ≠ x2 is the 
same regardless of the distance between x1 and x2. This is not generally suitable for many image 
processing applications where different smooth regions could be represented with disjoint δ 
functions. 
 
The earth mover's distance (EMD) or the Wasserstein distance is a mathematical measure to 
compare distributions (histograms). EMD was first introduced by Gaspard Monge in 1781, it was 
later used as a distance measure for intensity images [13]. The EMD between two distributions is 
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the least work that is required to move one distribution to another such that two distributions 
completely cover each other. 
 
Let Ha and Hb be two normalized histograms with cumulative distributions Ca and Cb respectively. 
EMD between Ha and Hb is defined by 
 
 

 
 
Local histogram for each pixel x in image I is computed over the neighborhood w consisting pixel 
x and its neighboring pixels. The EMD is then computed to compare the normalized local 
histogram Hx and image noise histogram ng 
 

 
 
where Cx and Cn are cumulative distributions of Hx and ng respectively. The extensions of domain 
and range filters (σd and σr) at each pixel x are set using E(Hx, ng). The domain filter extension at 
pixel x is defined as 
 

 
 
 
and we have 
 

 
 
 
where E(Hx, ng) is normalized EMD between noise and pixel histograms, σ is the filter extension 
parameter, and �d is considered to avoid domain filter extension σd to be set to zero. The range 
filter extension also is tuned based on E(Hx, ng) 
 

 
 
and we have 
 

 
 
 
where �r is considered to avoid range filter extension σr to be set to zero. 
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TABLE 1: Comparison of the proposed method with bilateral and 
Bayesshrink wavelet filtering methods. 

 
Clearly there is a tradeoff here to choose the domain filter extension σd: as the filter extension σd 
expands the number of neighborhood elements grows, allowing for greater noise reduction in the 
computation but at the same time causing greater spatial blurring by fusion of values from more 
distant locations. Moreover, the range filter essentially compresses the image histogram by fusion 
of pixel values and is set by σr. 
 
In the proposed method the maximum of σd and σr are set by σ based on equations (9) and (11). 
As 0 ≤ (1 - E) ≤ 1, for pixels which are contaminated with high noise, the distance between noise 
and the pixel histograms E is small, therefore (1 - E) will be large. Considering σ is fixed, σd will 
be large allowing the neighborhood to be extended for greater noise reduction while σr will be 
large based on (11) to allow significant histogram compression. 
 
On the other hand for pixels which are contaminated with low noise, E is large, therefore (1 - E) is 
small, and in turn σd will be small avoiding the neighborhood to be extended which in turn it 
allows less blurring. Considering that the pixel either is not contaminated with noise or is 
contaminated with low noise, σd will be small. Pixels have close values in small neighborhood, 
therefore σr will be small avoiding significant histogram compression. 
 

 Noise Histogram Estimation 
To estimate the noise histogram (ng), the local variance is first computed. Considering the local 
neighborhood w, the local variance of pixel x is defined as: 
 
 

 
 
where Nw is the number of pixels in the neighborhood w and 
 

 
Noise histogram ng is estimated by computing the histogram of the local variance image. Further, 
we set σ = σn where the noise power σn

2 is estimated by obtaining the mean of local variance 
image: 
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Finally, the local histogram Hx is computed for each pixel x and EMD is used to measure the 
distance between noise histogram ng and local histogram Hx. The schematic of noise histogram 
estimation is depicted in Fig. 1. 
 
 
 

 
 

Figure 1: Noise histogram estimation 
 

3. Results and CONSLUSION      
To test the proposed method five test images were used. Test images were corrupted by additive 
Gaussian noise with standard deviation of 15 and 25. The proposed method, the original bilateral 
filter, and a popular wavelet denoising method so called Bayesshrink wavelet denoising were 
applied to the corrupted test images. The recovered images applying aforementioned three 
methods were compared both based on PSNR and visual quality. The results are summarized in 
Tab. 1. 
 
As we can observe in Tab. 1 for additive Gaussian noise with standard deviation of 15, the 
proposed method performs better than the original bilateral filtering method. It gains higher PSNR 
than both the original bilateral filtering and Bayesshrink wavelet denoising methods for all of the 
test images. The recovered images applying the proposed method have also better visual quality. 
 
The recovered images applying Bayesshrink wavelet and the proposed method are depicted in 
Fig. 2. The proposed method performs better and the restored image gains higher PSNR (Tab. 
1). It has also a better visual quality than that of Bayesshrink method which can be observed by a 
closer look. Fig. 3 shows the Boat noisy image and EMD computed for the noisy image. The 
denoised Boat image using the original bilateral filtering, Bayesshrink wavelet, and the proposed 
method are depicted in this figure. 
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Figure 2: Restored Lena test image: (a) Bayesshrink wavelet. (b) The proposed method. 
 

 
 

Figure 3: Boat test image: (a) Original image. (b) Noisy. (c) EMD computed for (b). 
(d) Bilateral. (e) Bayesshrink wavelet. (f) The proposed method. 

 
 

 
Fig. 4 shows the application of bilateral filter and the proposed method to the Cameraman test 
image where the image is corrupted with additive Gaussian noise with σn = 25.  The application of 
Bilateral filtering and the proposed method to Goldhill test image which is corrupted with additive 
Gaussian noise with σn = 15 is depicted in Fig. 5. Fig. 6 shows the comparison of the 
Bayesshrink, bilateral, and the proposed method where they are applied to the Lena test image 
corrupted with additive Gaussian noise with σn = 15. As we can observe in Fig. 4-6, the proposed 
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method performs better and produces smoother results while the details are better preserved in 
comparison with bilateral filter and the Bayesshrink. It also gains higher PSNR (Tab. 1). 
 
In this paper an adaptive range and domain filtering method based on local histograms was 
introduced. The noise histogram is estimated and the extensions of range and domain filters are 
tuned at each spatial location by measuring the distance between the pixel's and noise 
histograms using earth mover's distance. The proposed method was applied to several test 
images and its performance was compared with the original bilateral filtering and Bayesshrink 
wavelet denoising methods. The experimental results obtained by the proposed method showed 
the improvement of the visual image quality and increase of PSNR in comparison with the 
bilateral filtering and Bayesshrink wavelet. 
 
 

 
Figure 4: Cameraman test image: (a) Original image. (b) Noisy image (PSNR = 20.65).  

(c) Bilateral filtering (PSNR = 24.70). (d) The proposed method (PSNR = 26.00). 
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Figure 5: Goldhill test image: (a) Original image. (b) Noisy image (PSNR = 24.71).  
(c) Bilateral filtering (PSNR = 27.81). (d) The proposed method (PSNR = 28.56). 
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Figure 6: Lena test image: (a) Original image. (b) Bayesshrink (PSNR = 29.06).  
(c) Bilateral filtering (PSNR = 28.70). (d) The proposed method (PSNR = 30.09). 
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Abstract 

 
In a digital watermarking scheme, it is not convenient to carry the original image 
all the time in order to detect the owner's signature from the watermarked image. 
Moreover, for those applications that require different watermarks for different 
copies, it is preferred to utilize some kind of watermark-independent algorithm for 
extraction process i.e. dewatermarking. Watermark embedding is performed in 
the blue channel, as it is less sensitive to human visual system .This paper 
proposes a new color image watermarking method ,which adopts Blind Source 
Separation (BSS) technique for watermark extraction.  Single level Discrete 
Wavelet Transform (DWT) is used for embedding . The novelty of our scheme 
lies in determining the mixing matrix for BSS model during embedding.  The 
determination of mixing matrix using Quasi-Newton’s (BFGS) technique is   
based on texture analysis which uses energy content of the image. This makes 
our method image adaptive to embed  the watermark into original image  so as 
not to bring about a perceptible change in the marked image. An effort is also 
made to check feasibility of proposed method in device dependent color spaces 
viz. YIQ,YCbCr and HSI . BSS based on joint diagonalization of the time delayed 
covariance matrices algorithm is used for the extraction of watermark. The 
proposed method, undergoing different experiments, has shown its robustness 
against many attacks including rotation, low pass filtering, salt n paper noise 
addition and compression. The robustness evaluation is also carried out with 
respect to the spatial domain embedding. 
 
Keywords: - DWT, BSS, BFGS, Mixing matrix, Attacks, Dewatermarking. 

 
 

1. INTRODUCTION 
 
With the development of network and multimedia techniques, data can now be distributed much 
faster and easier. Unfortunately, engineers still see immense technical challenges in discouraging 
unauthorized copying and distributing of electronic documents [1, 2].  Different kinds of 
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handwritten signatures, seals or watermarks have been used since ancient times as a way to 
identify the source or creator of document or picture. However, in digital world, digital technology 
for manipulating images has made it difficult to distinguish the visual truth. One potential solution 
for claiming the ownership is to use digital watermarks. A digital watermark is a transparent, 
invisible information pattern that is inserted into a suitable component of the data source by using 
a specific computer algorithm. In nature, the process of watermark embedding is the same as 
some special kind of patterns or under-written images are added into the host image, we can 
consider it as a mixture of host image and watermark , thus without host image, the watermark 
detection is equal to blind source separation in the receiver. Blind digital watermarking does not 
need the original images or video frames in the detection stage, thus it is the only feasible way to 
do watermarking in many multimedia applications, such as data monitoring or tracking on the 
internet, notification of copyright in playing DVD’s. In particular some watermarking schemes 
require access to the 'published' watermarked signal that is the original signal just after adding 
the watermark. These schemes are referred as semi-blind watermarking schemes. Private 
watermarking [3] and non-blind-watermarking mean the same: the original cover signal is 
required during the detection process. The watermarked image is viewed as linear mixture of 
sources [4] i.e. original image and watermark and then we attempt to recover sources from their 
linear mixtures without resorting to any prior knowledge by using Blind Source Separation theory. 
Independent Component Analysis (ICA) is probably the most powerful and widely-used method 
for performing Blind Source Separation [15]. 
To present the basic principle of this new watermarking technique based on BSS, the paper is 
restricted to watermarking  and dewatermarking with the simplest BSS  model. The BSS model   
used to embed the watermark in the blue channel is shown below. 
 

 
 
 

FIGURE 1: BSS model 
. 
The  simplest BSS model assumes the existence of ‘n’ independent components i.e. the source 
signals S1,S2,S3……..Sn [S(t)], and  the same number of linear and instantaneous mixtures 
X1,X2,……Xn [X(t)] of these sources . In vector matrix notation form  the mixing matrix model can 
be represented as - 

                                                   x=A*s                                                                      (1) 

Where A is square (n x n) mixing matrix. W is separating matrix or demixing matrix and 
Y1,Y2,……Yn.[Y(t)] are estimated output sources which should be identical to sources 
represented by S(t). 
Image watermarking techniques proposed so far can be categorized based on the domain used 
for watermarking embedding domain. The first class includes the spatial domain methods [9]. 
These embed the watermark by directly modifying the pixel values of the original image. The 
second contains Transform domain techniques, Discrete Fourier Transform (DFT), Discrete 
Wavelet Transform (DWT) [11], Discrete Cosine Transform (DCT) [10].The third class is the 
feature domain technique, where region, boundary and object characteristics are taken into 
account [16]. The first class includes the works of Adib et al [4] have proposed to use the blue 
channel as the embedding medium . In [5] the authors have benefited from a new decomposition 
of the color images by the use of hyper complex numbers, namely the Quaternion and they 
achieved their watermarking/data-hiding operation on the component of the quaternion Fourier 
Transform. In the recent past, significant attention has been drawn to Blind source Separation by 
Independent Component Analysis [7,8] and has received increasing care in different image data 
applications such as image data compression, recognition, analysis etc. The technique of BSS 
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has been extended to the field of watermarking images [6, 12]. In [4], several assumptions are 
made regarding values of the mixing coefficients, distribution of the watermark as well as the 
mixing process. The proposed  BSS based method is more flexible in the sense that the system 
finds out best suited mixing matrix using Quasi-Newton (BFGS)algorithm  to keep the watermark 
hidden in the selected image. Watermark embedding in wavelet domain with adaptive mixing 
matrix makes the method quite difficult to extract unknown watermark using the existing simple 
methods, for example using [12]. 
The objective of this paper is to introduce an efficient digital image watermarking scheme based 
on BSS theory adopting watermark embedding in wavelet domain, which is more robust to the 
dewatermarking attacks as compared to the methods [10] in spatial domain embedding. 
In the present work the effort has been also put to check the feasibility of proposed method in 
device dependent color spaces namely HSI, YIQ and YCbCr. In device dependent color spaces, 
color produced depends on  parameters used as well as the equipment used for the display. 
The RGB color space is highly correlated except of the blue channel because of its low sensitivity 
to human perception. The same set of embedding and detecting procedure is applied to all the 
color spaces so as to achieve the best comparison among them. The simulation results are 
shown  for blue channel of  RGB color space. 
 A BSS/ICA algorithm based on Joint diagonalization of the time delayed covariance matrices [13] 
is used for the extraction of watermark.  
The paper is structured as follows: section 2 describes the proposed watermarking method 
including the watermark embedding using DWT and estimation of mixing matrix. The watermark 
extraction using BSS/ICA algorithm is also discussed in this section. The simulation results are 
illustrated in section 3. The robustness testing w. r. t. spatial domain embedding is analysed in   
section 4 .Finally section 5   mentions conclusions and future work. 
 

2.  WATERMARKING  SYSTEM 
In the generic watermark embedding scheme, the inputs to the system are the original image and 
the watermark. To assure the identifiability of BSS model  , it is required that the number of 
observed linear mixture inputs is at least equal to or larger than the number of independent 
sources [15]  .  
 
2.1  The Watermark Embedding Scheme  
In this paper the effective watermark embedding consists of mainly three phases. In first phase 
the blue channels of   the host image and watermark image are extracted. The size of host image 
selected is 512*512 (M x M) and size of watermark image is 64*64 (N x N) so that M>>N. In order 
to determine the sub-image of interest ,the host image is divided into 128*128 blocks and a 
sliding square window containing Nb number of such blocks in both the horizontal and vertical 
directions (a tentative sub-image) is considered. It has been shown that the energy of textured 
portion of image is high. Based on the energy content of the image, the two blue channel sub-
images of size 128*128, one representing the smooth portion and other the textured one are 
taken out. In high textured area the visibility is low; therefore a textured sub-image is selected to 
embed the watermark. In second phase a single level DWT  using haar wavelet function is 
applied to this textured sub-image and only the lowest frequency band (LL1 of size 64*64) is  
selected for embedding the watermark (size 64*64) . To have as many mixtures as sources, the 
mixing matrix A is selected to be a square matrix (order 2*2). The mixing operator ‘A’ has to be 
appropriately chosen such that the human vision can not determine that the message 
(watermark) is contained inside a host image. A  Quasi-Newton (BFGS) algorithm [14] is used to 
estimate the mixing matrix A to keep the watermark hidden. 
 
2.2  Estimation Of Mixing Matrix (Statistical Model) 
In the proposed method the sources namely original image and watermark are known. The 
concept of correlation cancellation is used to estimate the mixing matrix A [13]. 
Consider two zero  mean vector signals   x(k)  and  s(k)   that are related by the 
linear transformation 
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x(k)=As(k) +e(k)    
where A   is unknown full rank mixing matrix and e(k)  is a vector of zero mean 
error , interference or noise depending on application. Generally vectors s(k) and x(k) are 
correlated i.e. Rxs = E{x sT}  0 but the error or noise e is uncorrelated with s,  hence our 
objective is  to find out the matrix A such that the new pair of vectors 
e = x-As  and s are no longer correlated with each other and can be expressed in terms of 
equation as- 
Res= E{esT}=E{(x-As)sT}= 0 
The cross correlation matrix can be written as 
Res =E{xsT-AssT}=Rxs-ARss 
Hence the optimal mixing matrix can be expressed as 

Aopt=Rxs R
1

ss =E{xsT }(E{ssT}) 1  
The same result is obtained by minimizing the mean square error cost function  

J(e) = 
2
1 E{eT e}=E{(x-As) T (x-As)} 

      =  
2
1 (E{xTx}-E{sTATx}-E{sTATx}-E{xTAs}+E{sTAT As}) 

By computing the gradient of the cost function J(e) w.r.t. A we obtain 
       

A
eJ


 )( = - E{xsT}+AE{ssT} 

Hence applying the Quasi-Newton or BFGS approach, we obtain adaptive algorithm for the 
estimation of the mixing matrix  to keep the watermark  hidden in the host or original image.  

 A(k)= - V *  
)(
)(

kA
eJ


                                                                                                   (2) 

J(e)  could  be energy, entropy ,homogeneity or inertia of the original  image. In this paper energy 
of the original image is used.V is a system constant.  A(k) = controlled rate of change of  J  
w.r.t. mixing matrix A. Assuming the optimum value of A is achieved when gradient is zero. 
 

                                                                                                          (3) 
 
Equation (2) becomes  

)(
)(

kA
eJ


      =    

22211211 a
J

a
J

a
J

a
J














      

But if we can simplify coefficients by certain assumptions 
 
i.e. let     a11 =a12=1 
               a12= 1-t 
               a22= 1+t 
 

         
 
Then instead of A we just have to check for ‘t’  so the equation  gets reduce to  
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)(
)(

kA
eJ


    =  

dt
edJ )(        [since  dA=dt] 

In BFGS algorithm the value of  system constant V =1 initially  and as the process grows  it gets 
updated and  the  value of ‘A’ gets converge easily.  
In third phase, one of the compound sub-images (watermarked sub-image) is encrusted into the 
corresponding blocks of the earlier chosen region (by the BFGS algorithm) for the embedding ,in 
the original  image called watermarked image and is open to the public. The remaining 
watermarked textured sub-image  is kept secret by the copyright owner. It will constitute the 
secret key corresponding to the location at which the watermark is fused with the original (host) 
image. 
 

 
FIGURE 2:  Flowchart showing the Watermark Embedding Process 

 
As shown in Figure 2-   Mixture1 and Mixture2 has following relationship- 

Equation (1)   i.e.      x=A*s   can be written in matrix form as 
            
 









2
1

Mixture
Mixture

  =     A  *  







2
1

Source
Source

 

 
From  Equation (3) 
 
Mixture1=a11* Source1 + a12* Source2 
Mixture2=a21* Source1 +a22* Source2 
 

 Thus a watermark embedding  process is summarized in the following steps. 
 



Sangeeta Jadhav & Dr Anjali Bhalchandra 
 

International Journal of Image Processing (IJIP) Volume (4): Issue (1) 
  82 

Step-1 Take the host and watermark color images, respectively of size (MxM) and (NxN) with 
M>>N. Select their blue channels. 
 
Step-2 Select  textured regions block based on energy metric. Take one level DWT  and use 
LL1 for further processing. 
 
Step-3  Obtain the mixing matrix  using Quasi-Newton (BFGS) algorithm [14] in order to keep 
watermark hidden in textured sub-image to form the watermarked mixtures.  Take inverse 
wavelet of watermarked mixtures. 
 
Step-4   One of the compound sub-images (watermarked sub-image) is encrusted into the 
corresponding blocks of the earlier chosen region of high energy in the original image.The 
other secret watermarked mixture in blue channels must be kept for a prospective use in the 
watermark extraction process. 

2.3  Watermark Extraction  

A)  PCA whitening –watermark detection 
Standard Principal Component Analysis (PCA) is often used for whitening process [12], since it 
can compress information optimally in the mean-squared error sense, while filtering possible 
noise simultaneously.The PCA whitening matrix is given by  
 
V=D-1/2UT 

Where D is the diagonal matrix of data covariance matrix E[Xj Xj
T] and U is its eigenmatrix,and 

E[.] denotes the expectation operator. 
 If  the rank of D is equal to two   for watermarked image ,meaning that there are totally two image 
sources. On the otherhand, if the image is unwatermarked image the rank D will be reduced to 
one. 
After  pre-whitening process, the sources are recovered by iteratively estimating the unmixing 
matrix W through a joint diagonalization of the time delayed covariance matrices algorithm[13] 
As shown in Figure 3, the extraction process can be summarized in the following steps. 
 

Step-1   Extract the marked block from the tampered watermarked image by using the first  
part of the key which is the position key. 
 
Step- 2  Obtain the blue channels of the extracted blocks. 
 
Step -3  Apply a PCA whitening process on associated blue channel .  
 
Step-4   Post processing has to be done on the whitened blue channel. Joint 
diagonalization algorithm is used to recover both host image and watermark. 

 

 
FIGURE 3:  Watermark Extraction Using BSS 
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3 SIMULATION  RESULTS 
3.1 Feasibility Of Proposed Method In Blue Channel Of RGB  Color Space 
Simulation experiments are conducted to demonstrate the feasibility and robustness of 
proposed BSS based watermark extraction method. Some results of DWT embedding are 
given below 
 

         
           (a)                                     (b) 

FIGURE 4: Original Image (a) and  Watermark (b) 
 
 

 
                            

FIGURE 5: Smooth and Textured Portions of Original Image 
 
 

 
 

FIGURE 6: DWT of Textured Sub-image 
 

 
 

FIGURE 7 :Watermarked Mixture  Sub-images 
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                                                           (a)                                                 (b) 
FIGURE 8 :Watermarked Image (a)  Original Host Image or Covertext (b) 

 

 
 

FIGURE 9: Recovered Watermark 
 
 
 
 

3.2  Feasibility Of Proposed Method In   Device Dependent Color Spaces 
 
The proposed method of watermarking is tested over device dependent  color spaces mentioned in Table 1  
The Table 1 shows the value of PSNR and Correlation Coefficient  computed by Equation (5) and (6) for 
recovered  watermark using spatial domain embedding. The value of mixing matrix generated using BFGS 
method is also mentioned in the table.  
 

 
 

TABLE 1: Embedding in Spatial Domain Without Attack  
 
 

In Table 2, the performance parameters PSNR and Correlation Coefficient  computed for recovered 
watermark using BSS extraction technique; with DWT domain embedding is shown. The value of mixing 
matrix is also shown in the table. 
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TABLE 2: Embedding in DWT Domain Without Attack  

 
 

 

4 ROBUSTNESS TESTING WITH RESPECT TO SPATIAL DOMAIN 
EMBEDDING  
The watermarking system should be robust against data distortions introduced through standard 
data processing  and attacks. It  should be virtually impossible for unauthorized users to remove it 
and practically the image quality must be degraded before the watermark is lost. There are many 
attacks against which image watermarking system could be judged . The attacks include average 
filtering ,rotation (+900),median filtering ,Salt n Paper noise and so on .These various attacks are 
applied to the watermarked images to evaluate  whether the proposed dewatermarking system 
can recover the embedded watermark, thus measuring the robustness of the watermarking 
system to these types of attacks. 
Mean Square Error (MSE), PSNR (Peak signal to Noise Ratio) and NC (Normalized Cross-
Correlation) are used to estimate the quality of extracted watermark. 
The equations used are defined as below- 
 

                                                                          (4) 
 
Where r(i,j)   represents  pixel at location ( i,j)   of  the original  watermark and r*( i ,j )  represents 
the pixel at  location (  i ,j)  of recovered watermark. M,N denotes the size of the pixel. 
                                                 PSNR 10 log10 




MSE

2255                                              (5) 

 
                                                   NC         





  

 


1 1

2'

1 1

2

1 1
'*

m nm n

m n

WW

WW                                (6)    

Where W is original watermark  and W’ is recovered watermark with zero mean value each. 
 
As shown in Figure 10 , the PSNR in dB is calculated by using Equation 5 and compared  for both 
the types of embedding viz. Spatial domain  and DWT  domain embedding. It is observed that the 
PSNR obtained in DWT embedding is high under various attack conditions. In Figure 11, the 
correlation coefficients (NC)  comparison is shown.  
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FIGURE 10:   PSNR( dB) comparison for DWT based and spatial  watermark embedding 

 
 

 
FIGURE 11: Normalized Correlation Coefficient (NC) Comparison 

 
JPEG Quality variation is tested for DWT  based and spatial based embedding  and plotted 
against PSNR of recovered watermark. 
As shown in graph ,it is observed that  the PSNR  values are more in case of DWT based 
embedding as compared to the Spatial based embedding proving that DWT based embedding is 
more robust against the  
 watermarking attacks . 
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FIGURE 12:  PSNR (dB) comparison for JPEG Quality variation 

 
 

5 CONSLUSION & FUTURE WORK  
In this paper, we proposed a digital color image  watermarking system  using wavelet(DWT) 
domain embedding  and adopting  Blind Source Separation theory along with RGB decomposition 
to extract watermark. The novelty of our scheme lies in determining  the mixing matrix for BSS 
model , based on energy content  of the image using Quasi Newton (BFGS ) method. This makes 
our method image adaptive to embed any  image watermark into original host  image. The effort 
has been also put to check the feasibility of proposed method in device dependent color spaces 
for the application of image watermarking. The watermark is readily detected by Principal 
Component Analysis(PCA) whitening process .The watermark is further separated by using 
BSS/ICA algorithm based on Joint diagonalization of the time delayed covariance matrices. The 
performance of the proposed method can be evaluated in terms of normalized correlation 
coefficient and PSNR with respect to spatial domain watermark embedding. Experimental results 
demonstrate the proposed watermarking scheme is more robust to various attacks as compared 
to   spatial domain watermark embedding. 
In future research work, it is proposed to implement the watermark extraction process in time-
frequency domain using DWT in order to improve the performance for different types of images 
as well as to make the proposed watermarking scheme more robust against various attacks. 
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