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Abstract

Secret image sharing mechanisms have been widely applied to the military, e-commerce, and communications fields. Zhao et al. introduced the concept of cheater detection into image sharing schemes recently. This functionality enables the image owner and authorized members to identify the cheater in reconstructing the secret image. Here, we provide an analysis of Zhao et al.’s method: an authorized participant is able to restore the secret image by him/herself. This contradicts the requirement of secret image sharing schemes. The authorized participant utilizes an exhaustive search to achieve the attempt, though, simulation results show that it can be done within a reasonable time period.

Keywords: Analysis, Secret image sharing, \((t, n)\)-threshold, Cheater detection

1. INTRODUCTION

Shamir first introduced the concept of secret sharing in 1979 [10]. Given a set of participants \(P = \{P_1, P_2, \ldots, P_n\}\), each of them possesses a secret shadow generated from the secret \(S\). Hereafter, any \(t\) out of \(n\) members can reveal \(S\) by collecting \(t\) secret shadows, i.e. \((t, n)\)-threshold mechanism. In such a system, participants with fewer than \(t\) shadows have no more knowledge of the secret than the one with nothing. This can effectively enhance the security of communications in an insecure network.

Engineers extend this concept to protect confidential images. Due to its practicability, secret image sharing mechanisms have been widely applied to the military, e-commerce, and communications fields [2, 3, 4, 5, 6, 8, 12, 13]. As illustrated in Fig. 1, in a \((2, 5)\)-threshold scheme, while delivering a secret image F-14 to five authorized members, an image owner constructs several shadows from the original image in advance. Then, the owner issues each
member a distinct shadow. No one who possesses fewer than two shadows can learn anything about the secret image. Only when two authorized members provide their shadows can the secret image be restored.

(a) the original secret image (b) shadow 1

(c) shadow 2 (d) shadow 3

(e) shadow 4 (f) shadow 5

(g) the reconstructed image

FIGURE 1: Secret image sharing: F-14

Recently, based on Thien and Lin’s method, Zhao et al. proposed a novel secret image sharing scheme that introduces the concept of cheater identification [5, 7, 14]. This enables the image owner and authorized members to detect the cheater while reconstructing the secret image. It is claimed in [14] that their \((t, n)\)-threshold method can confirm the following properties:

i. Involved participants can detect cheaters no matter who they are;
ii. At least \(t\) authorized participants can cooperate to reveal the secret image;
iii. Participants can join in recovering different original secret image as long as they possess a secret shadow;
iv. No secure channel is needed between the image owner and authorized participants;
v. The size of shadow image is smaller than that of original secret image.

Unfortunately, we find that there exists a design weakness in Zhao et al.’s method: an authorized participant is able to figure out a congruent number of the private key of the image owner using the exhaustive search. Later, the participant can utilize this number to restore secret images
simply; this contradicts Property ii. Employing the exhaustive search, though, experimental results show that this can be done within a reasonable time period.

The rest of this article is organized as follows. We briefly introduce Zhao et al.’s mechanism in Section 2. The design weakness of the method is proven in Section 3. We make conclusions in Section 4.

2. REVIEW OF AN IMAGE SECRET SHARING SCHEME TO IDENTIFY CHEATERS

Zhao et al.’s method consists of three phases: initialization phase, construction phase, and verification phase. Assume that \( P = \{P_1, P_2, \ldots, P_n\} \) is the set of participants and any \( t \) out of \( n \) participants can cooperate to recover the secret image. Details of these phases are described as follows [14].

2.1 Initialization phase:
To begin with, the gray values of the secret image from 251 to 255 shall be truncated to 250 since 251 is the greatest prime not larger than 255. The image owner \( O \) selects two large primes \( p, q \) and computes \( N = p \times q \). \( O \) picks a generator \( g \in [N^{1/2}, N] \) and constructs an RSA-based public and private key pair \((e_0, d_0)\) satisfying \( e_0 \times d_0 = 1 \mod \varphi(N) \). \( O \) publishes \((e_0, g, N)\) [9, 11].

Each participant \( P_i \in P \) chooses a random number \( s_i \) ranged within \([2, N]\) as its secret shadow. \( P_i \) computes \( \alpha_i = g^{s_i} \mod N \) and proves it to \( O \). \( O \) shall ensure \( \alpha_i \neq \alpha_j \) for \( P_i \neq P_j \).

2.2 Construction phase:
Step 1: \( O \) computes \( \alpha_i = g^{s_i} \mod N \) and \( \beta_i = \alpha_i^{s_i} \mod N \), \( i = 1, 2, \ldots, n \). \( O \) publishes \( \alpha_i \).
Step 2: According to lexicography order, \( O \) divides the secret image \( I \) into several sections. For each section \( k \) containing \( t \) pixels, \( O \) constructs a \((t-1)\)th-degree polynomial as follows,
\[
f_k(x) = a_0 + a_1x + \ldots + a_{t-1}x^{t-1} \mod 251,
\]
where \( a_0, a_1, \ldots, a_{t-1} \) are the \( t \) pixels of section \( k \).
Step 3: \( O \) computes \( y_i = f_k(\beta_i) \),
\[
y_i = f_k(\beta_i),
\]
for \( i = 1, 2, \ldots, n \), and publishes \( y_1, y_2, \ldots, y_n \).

2.3 Verification phase:
Step 1: \( P_i \) utilizes its own secret shadow \( s_i \) to generate sub-secret \( \beta_i = \alpha_i^{s_i} \mod N \).
Step 2: Anyone can verify \( \beta_i \) by checking whether \( \alpha_i = \beta_i^{s_i} \mod N \) holds or not. If it holds, \( \beta_i \) is valid; otherwise, \( P_i \) may be a cheater.
Step 3: By collecting \( t \) pairs of \((\beta_i, y_i)\)'s and the Lagrange interpolating polynomial, the participants can determine a \((t-1)\)th-degree polynomial as follows,
\[
f_k(x) = \sum_{j=1}^{t-1} y_j \prod_{\ell=1,\ell \neq j} \frac{x - \beta_\ell}{\beta_j - \beta_\ell} \mod 251
\]
\[
= a_0 + a_1x + \ldots + a_{t-1}x^{t-1} \mod 251.
\]
Hence, the secret image \( I \) is restored.
3. SECURITY ANALYSIS

In this section, we demonstrate that Zhao et al.’s \((t, n)\)-threshold secret image sharing mechanism does not comply with Property ii. We first describe the system scenario. \(O\) possesses two secret images \(I_1\) and \(I_2\). \(P_i\) keeps a secret shadow \(s_i\) and publishes \(\alpha_i = g^{s_i} \mod N\). For \(I_1\), according to Equation (1), \(O\) has to construct the polynomial

\[ f_{k_1}(x) = a_0 + a_1 x + \ldots + a_{t-1} x^{t-1} \mod 251, \]

where \(a_0, a_1, \ldots, a_{t-1}\) are the \(t\) pixels of section \(k\). Furthermore, \(O\) must compute \(\beta_i = \alpha_i^{d_i} \mod N\) and publish \(y_{i_1} = f_{k_1}(\beta_i)\), for \(i = 1, 2, \ldots, n\).

By the same manner, \(O\) computes the following polynomial for \(I_2\):

\[ f_{k_2}(x) = b_0 + b_1 x + \ldots + b_{t-1} x^{t-1} \mod 251, \]

where \(b_0, b_1, \ldots, b_{t-1}\) are the \(t\) pixels of section \(k\). Moreover, \(O\) computes and publishes \(y_{i_2} = f_{k_2}(\beta_i)\), for \(i = 1, 2, \ldots, n\), according to Equation (2).

Assume that \(P_i\) has joined in recovering the secret image \(I_1\) and obtained the unique polynomial \(f_{k_1}(x) = a_0 + a_1 x + \ldots + a_{t-1} x^{t-1} \mod 251\). We employ the following proposition to show the design weakness in [14].

**Proposition**: \(P_i\) can restore the secret image \(I_2\) by itself.

**Proof**: Applying \(\beta_i\) to \(f_{k_1}(x)\), \(P_i\) yields the following:

\[ y_{i_1} = a_0 + a_1 (\beta_i \mod 251) + \ldots + a_{t-1} (\beta_i^{t-1} \mod 251) \mod 251 \]

\[ = a_0 + a_1 (\alpha_i^{d_i} \mod 251) + \ldots + a_{t-1} ((\alpha_i^{d_i})^{t-1} \mod 251) \mod 251 \]

\[ = a_0 + a_1 (\alpha_i^{d_i} \mod 251) + \ldots + a_{t-1} ((\alpha_i^{d_i})^{t-1} \mod 251) \mod 251 \]

According to Fermat’s Theorem [11] and the equation \(\alpha_i^{d_i} \mod 251\), \(P_i\) can fabricate \(d_i'\) satisfying

\[ d_i' = d_i \mod 250. \]

That is, \(0 \leq d_i' \leq 249\). Using the exhaustive search, \(P_i\) can find an \(d_i'\) answering to

\[ \alpha_i^{d_i} \mod 251 = \beta_i \mod 251, \]

\[ \alpha_i^{2d_i} \mod 251 = \beta_i^2 \mod 251, \]

\[ \vdots \]

\[ \alpha_i^{(t-1)d_i} \mod 251 = \beta_i^{t-1} \mod 251. \]

For the section \(k\) in \(I_2\), \(P_i\) collects \(y_{i_2}, y_{22}, \ldots, y_{i_2}\) and constructs

\[ y_{i_2} = b_0' + b_1' (\alpha_i^{d_i} \mod 251) + \ldots + b_{t-1}' ((\alpha_i^{d_i})^{t-1} \mod 251) \mod 251, \]

\[ y_{22} = b_0' + b_1' (\alpha_2^{d_i} \mod 251) + \ldots + b_{t-1}' ((\alpha_2^{d_i})^{t-1} \mod 251) \mod 251, \]

\[ \vdots \]

\[ y_{i_2} = b_0' + b_1' (\alpha_i^{d_i} \mod 251) + \ldots + b_{t-1}' ((\alpha_i^{d_i})^{t-1} \mod 251) \mod 251. \]

Since \(d_i', \alpha_i, \alpha_2, \ldots, \alpha_i\) are known to \(P_i\), \(P_i\) can obtain the following system of equations.

\[ y_{i_2} = b_0' + b_1' \delta_1 + \ldots + b_{t-1}' \delta_{t-1} \mod 251, \]
\[ y_{22} = b_0' + b_1' \delta_{1} + \ldots + b_{t-1}' \delta_{t-1} \mod 251, \]
\[ \vdots \]
\[ y_{12} = b_0' + b_1' \delta_{1} + \ldots + b_{t-1}' \delta_{t-1} \mod 251, \]
where \( \delta_{1} = \alpha_1^{d_1} \mod 251, \delta_{2} = \alpha_2^{d_2} \mod 251, \ldots, \delta_{t} = \alpha_t^{d_t} \mod 251. \) Hence, \( P_i \) has the \((t-1)th\) degree Vandermonde matrix:

\[
A = \begin{bmatrix}
1 & \delta_1 & \delta_1^2 & \ldots & \delta_1^{t-1} \\
1 & \delta_2 & \delta_2^2 & \ldots & \delta_2^{t-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \delta_t & \delta_t^2 & \ldots & \delta_t^{t-1}
\end{bmatrix}
\]

As \( \alpha_i \neq \alpha_j \), it implies \( \delta_i \neq \delta_j \), for \( i = 1, 2, \ldots, n \), and

\[ \det(A) = \prod_{1 \leq i < j \leq t} (\delta_j - \delta_i) \neq 0. \]

That is, \( A \) is a non-singular matrix. Thus, \( P_i \) can obtain a unique solution \( \{b_0', b_1', \ldots, b_{t-1}'\} = \{b_0, b_1, \ldots, b_{t-1}\} \) from the system of equations. Eventually, \( P_i \) is able to restore the pixels of the secret image by itself.

The proposition shows that Zhao et al.’s method violates Property ii. Even though \( P_i \) applies the exhaustive search, this attempt can be completed in 250 tries at most. We conduct experiments in the VC 6.0 language to confirm the feasibility of figuring out \( d_0' \). Simulators were performed on a PC with Intel L2300 CPU; the RSA algorithm was implemented according to the public OpenSSL library [1]. Since \( g \in [N^{1/2}, N] \), the input size is set to 1024 bits. The length of module \( N \) is set to 256, 512, and 1024 bits, respectively. The running time of 250 tries is illustrated in Table 1. It is clear that \( P_i \) is able to imitate \( d_0' \) within a very short time period under these cases.

<table>
<thead>
<tr>
<th>Module length (bit)</th>
<th>Running time (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>0.268151</td>
</tr>
<tr>
<td>512</td>
<td>0.411303</td>
</tr>
<tr>
<td>1024</td>
<td>1.0416215</td>
</tr>
</tbody>
</table>

**TABLE 1:** Running Time under Different Module Length.

4. CONCLUSIONS

In this article, we have proven that an authorized participant can restore the secret image without the help of others in Zhao et al.’s \((t, n)\)-threshold. Even if the compromise has been done by the exhaustive search, the simulation shows that it is completed within a rather short time interval.
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Abstract

Reconstructing a shape into meaningful representation plays a strong role in shape-related applications. It is motivated by recent studies in visual human perception discussing the importance of certain shape boundary features as well as features of the shape area; it utilizes certain properties of the shape skeleton based on symmetry axes combined with boundary features based on curvature to determine protrusion strength. The main contribution of this paper is the combination of skeleton and boundary information by deploying the symmetry-curvature duality method to simulate human perception based on results of research in visual perception. The experiments directly compare our algorithm with experiments on human subjects. They show that the proposed approach meets the human perceptual intuition. In comparison to existing methods, our method gives a perceptually more reasonable and stable result. Furthermore, the noisy shape reconstruction demonstrates the robustness of our method, experiments of different data sets prove the invariant representation of the combined skeleton-boundary approach.

Keywords: Protrusion, Symmetry-curvature duality, Contour, Bamboo boundary, Merging point.

1. INTRODUCTION

In all the research areas such as image retrieval and computer graphics, character recognition, image processing, and the analysis of biomedical images [1], the skeleton plays a major role for object representation and recognition. Skeleton-based representations [2] are the abstraction of objects, which contain both shape features and topological structures of original objects. Because of the skeleton’s importance, many skeletonization algorithms [3] have been developed to represent and measure different shapes. A recent study on human perception [4] demonstrated that curvature properties of the boundary and the area properties of the enclosed regions affect the observers’ identification of contour segments. Similar to previous results from [5], their experiments showed that negative minima of contour curvature depict segment boundaries. Additionally, segment identification was determined by contour length, the turning angle at part boundaries and the width at the part’s base. Motivated by these results, the proposed approach mimics the procedures of human perception assumed in [4] by combining concepts of skeleton and boundary in shape analysis. Our method shows that ‘junction points’ of the skeleton can provide the possibility of important protrusions. Boundary information as mentioned in [4], including contour length, the turning angle at part boundaries and the width at the part’s base,
can determine the probability of important protrusions. The proposed reconstruction is then based on a definition of protrusion strength, based on both curvature of boundary points and their structural correspondence. Recently Bai et al. [6][7] presented robust approaches to compute a perceptually reasonably pruned discrete 2D skeleton of a single boundary. The author utilizes [8] this skeleton approach. It establishes a correspondence between structural information and boundary. Due to its robustness, we use this skeleton approach. Of course any skeleton algorithm offering 'junction points' is applicable.

2. PRELIMINARIES

Shape Reconstruction is an emerging field. It mainly splits into two classes of approaches: boundary and region based. Generally segmentation is best suited for uniform boundary images. Hence Segmentation splits the shapes into regions and the boundary of that particular region or contour is taken for processing. In [6], the author, segments the image into many number of contour based skeletal representation. In [7] Discrete skeletal evolution he identifies the skeleton evolving algorithm to identify the complete stable skeletal representation of the input image. In[9],The author utilizes the boundary feature and skeleton structure to decompose the input image. In the following sections, it will be seen that 'junction points' of the skeleton play a crucial role in finding a correct decomposition. The motivational connection between junction points and protrusions is the observation that a junction point emanates from the merging of two protrusions. Hence, if the junction points are known, the positions of protrusions can be predicted and the protrusions can be classified as parts or non-parts based on their strength. The experiments directly compare our algorithm with experiments on human subjects. This is mainly achieved through the crucial junction point information with the important boundary features.

3. Methodology of the proposed work

The image is seen into two classes. One from the outer shape boundary. The other is from the segment of the shape and its corresponding segment boundary or contour. The shape boundary is computed from the high positive maximum of the curvature and the segment boundary or contour is computed from the negative minima of curvature. In[10],the author explains between the axes that track the curvature maxima (positive axes and the curvature minima (negative axes) using a second derivative. In fig 3.1 it is depicted as follows.

![Fig3.1 Positive (shown in blue) and negative (shown in red) axes](image-url)
A. Reconstruction.
Deforming a given shape to a target shape has been a topic of interest in shape analysis. In a skeleton based representation, [11],[12],[13],[14],[15] one can obtain new shapes simply by modifying a skeletal representation. Note that even though small changes in the shape boundary may lead to significant changes in the shape skeleton, the opposite is not true [16]. Suppose we edit our skeletal representation by changing attributes or deleting/inserting a primitive. Since we have lost information as a result of excessive regularization, we cannot construct the new shape boundary simply by propagating the edited skeleton, as in [17],[18]. Therefore, we suggest an alternative solution by considering the transformations or diffeomorphisms, [19],[20], that transform one disconnection point set into another. Note that when such a transformation is found, it can be used to form a dense correspondence between two shape domains. The new shape boundary after the skeletal edit operations can be formed by applying the computed transformation to the original boundary points. In contrast to skeleton scale space methods which smooth the boundary first and then compute the skeleton, we, in a dynamic way, continuously smooth the shape boundary and record its interested points using visual data exploration and pixel connectivity till the whole boundary becomes simple enough. Hence we get the boundary as well as the skeleton representation collectively called as bamboo skeleton as in fig 4.2.1. As such, in[21],[22],[23], the proposed representation is an unlabeled attributed point set and forms a trade-off between unstructured point sets, and in [24],[14],[25],[26]skeletal graphs. Skeletal points moving with a faster speed than the non-skeletal points can be detected by the minima of the gradient which are indirectly related to curvature maxima. We include the parameters symmetry curvature duality, protrusion strength, width and the segment length. The relevant measure (high positive curvature maximum) for computing the boundary end point. Skeletal points moving with a faster speed than the non-skeletal points can be detected by the minima of the gradient which are indirectly related to curvature maxima. Hence it is worth exploring the algorithms that jointly determine point correspondences and estimate local deformation, [11]. In[27] the author represents the unique, consistent and stable bamboo skeleton for all number of contour produced in [7].

B. Exploring point correspondences and local deformation.
The construction of skeleton is via maximal circles that are inscribable inside the shape and touch the shape boundary at more than one point. In this construction, circle radius plays the role of time of arrival in the symmetry axis function. Considering the envelope of maximal circles, one can reconstruct the shape boundary.

![Maximal Circles](image)

Fig3.b.1 maximal circles

In[28], [29],[30].While all of these constructions lead to the same representation, they inspired many others having different properties and being computed with different algorithms. No matter which major branch is chosen as a reference axis, the same axis must be chosen for similar shapes. Since there are two major axes of the same type, there is an ambiguity in the process. If the descriptions of two similar shapes depend on different coordinate frames, the matching algorithm will be unable to determine the similarities of shapes. This situation may necessitate creating at least two descriptions. To overcome this problem, we use each negative major symmetry branch as a reference axis for one half of the shape. Hence, the shape is described as two halves with each half having its own coordinate frame. This approach decreases the computation time of the matching algorithm drastically.
The skeleton $S$ of a boundary $B$ is the locus of the centers of maximal disks in correspondence to [10]. We use the discrete definition of a skeleton as given in [5]: using 8-neighborhood, a skeleton is a connected, thin point set $S = \{s_1 \ldots s_n\}$ describing a geometric graph embedded in $\mathbb{R}^2$.

A shape boundary is a vector of points $B = \{b_1 \ldots b_m\}$.

An endpoint $E_i \subseteq S$ is a skeleton point having only one neighbor.

A junction point $J_k \subseteq S$ is a skeleton point with three or more neighbors.

Given a junction point $J_k$ of a skeleton, there is a set of corresponding boundary points intersecting with the maximal disk centered at $J_k$. We call these boundary points tangent points $t_i \subseteq B$ of the junction $J_k$.

The shortest path between a pair of endpoints on a skeleton graph is called a skeleton path $P$ ([31]). We call a partial path between junction or endpoints a branch.

With these definitions, we will now describe our decomposition approach. The goal is to find the end points of the part lines ([5]), i.e. straight connections between a pair of boundary points entirely inside of the shape boundary.

We first compute the skeleton using the Discrete Skeleton Evolution method as proposed in [5]. This approach first computes the skeleton based on Blum’s medial axis definition. Then iterative skeleton pruning (removing end branches) is performed based on a relevance measure which describes the importance of the respective branch for shape reconstruction. The pruning process ends when only major relevant branches remain. We follow [10] and utilize a single threshold as stop criterion. Our experiments showed that this leads to visually correct skeletons in all examples. After the pruned skeleton is obtained, we choose ‘relevant’ (high positive curvature) pairs of tangent points as candidates to merge the shape boundary. The visual significance, and therewith the final decision for merging computed as protrusion strength and symmetry curvature duality is as follows.

There is a connection between positive curvature maxima of the shape boundary and the skeleton in the sense that each curvature maximum gives rise to a skeletal boundary [32]. This connection is often used to extract the skeleton. When the skeleton is extended to include branches that arise from curvature minima, a richer set commonly referred to as local symmetry axes is obtained [33]. The skeletal arc formed out of curvature minima contains the end points one at the boundary having high positive curvature and the other at the symmetry axes on the base.

**Fig 3.b.2** Symmetry axes for sample shapes after pruning.

**Fig 3.b.3** The major branches of the hand and human shapes. Positive major symmetry branches are shown in bold red and negative major symmetry branches are shown in bold yellow.
skeleton with high negative curvature. The protrusion strength is used to identify the junction point with curvature minima.

Following [9], our merging is guided by the following two rules:
(1) Merging focuses on the turning angle of the part boundary, where the tangent points have positive maxima of curvature.
(2) Segment identification performance (i.e. strength of protrusion) is related to the segment length and the width at the part’s base

**Protrusion strength:**
With \( c(.) \) denoting the curvature in a boundary point (concavities having negative curvature), compute the sum of curvature \( C(i, j) = (c(l_i) + c(r_j)) \) for all \((l_i, r_j) \in TL \times TR\). Also, for each \((l_i, r_j)\) compute the protrusion strength, which is defined as follows:
\[
P(l_i, r_j, b_k, r) = \frac{|b_k - r|}{|l_i - r_j|}
\]

Where \(|l_i - r_j|\) is the Euclidian distance of \(l_i\) and \(r_j\), \(r\) is the radius of the maximal disk, see fig.3. \(b_k\) is the length of branch with junction point \(J_k\), i.e. the length between \(J_k\) and the respective endpoint \(E\). However, if another junction point \(^\ast J\) is between \(J_k\) and \(E\), which led to a cut before, \(b_k\) is defined as the (shorter) branch length between \(J_k\) and \(^\ast J\). With a given threshold \(T\), the pair \((l_i, r_j)\), which minimizes the curvature value, is selected amongst all pairs of points with \(P(l_i, r_j, b_k, r) > T\): \(C(\hat{i}, \hat{j}) = \min\{C(i, j)\}\).

![Fig 3.b.4 Computation of protrusion strength.](image)

The skeleton branch is a line segment connecting the end points one at the boundary having curvature maximum and the other at the junction point of the symmetry axes/base skeleton having curvature minimum. The segment terminates at the curvature extremum of the opposite type.

**C. Combining symmetry axes and curvature minima**
According to symmetry-curvature duality theorem,[34] the tangent point \(t_i \in B\) and the junction point \(J_k \in S\) are the curvature extremum of the opposite type. According to the author in [9], \(J_k \in S\) is a point with curvature minimum, \(t_i \in B\) is a point with curvature maximum. According to symmetry axis the curvature maximum point gives raise to the boundary. Hence using pixel connectivity we connect all those \(t_i \in B\), to obtain the boundary of the ununiform shape. This \(Ei \in S\) is called as valance skeleton point (vsp) and \(J_k \in S\) is called as core skeleton point (csp). This vsp is a point that can be used for merging and modifying the input image into another skeletal representation.
In [9] the protrusion strength is used to identify the inner most point as junction point having high negative curvature where as our proposed method utilizes the by the symmetry –curvature duality theorem to compute the outer most point as valance skeletal point having high positive curvature and that can be used for further processing.

4 Experiments

4.1 Experiment on Abstract Shapes

Figure 4.1.1 gives the original data set with darkened boundary parts for test. The data set has different levels of part significance with respect to the part base line and the elongation: the base width for the test segment increases from top to bottom, the segment length for the test segment increases from left to right. The least significant segment is therefore located in the bottom row, left column. The result in [4] shows the trend that it was harder for observers to identify the segments of shapes shown at the bottom and left side compared to those at the top and right side of figure 4.1.2 For example, only about 40–50 percent of the observers identified the defined segment in (row/column) 3,1 and 4,1 as ‘significant’.
4.2 Experiments on Different Shapes.

A. Existing Method
The first and second row has seven shapes from the existing approach. It is different for any number contours.
B. Proposed Bamboo skeleton Representation

In [33] The first and second row has seven shapes from our approach. It is common for any number of contours.

FIGURE 4.2.B.1

FIGURE 4.2.B.2
C. Proposed Merging Point Computation

In [35] the merging points are computed and labeled.

![Merging points computed by our approach. The results is in accord with the experiment in [4]](image)

**FIGURE 4.2.C.1** Merging points computed by our approach. The results is in accord with the experiment in [4]

**FIGURE 4.2.C.2**: Merging points computed by our approach. The results is in accord with the experiment in [4]

4.3. Reconstruction results of our approach on different shapes.

This experiment shows reconstruction of different shapes, taken from [7], Figure 4.3.1 shows some results of the proposed algorithm. The consistent reconstruction of the object in row 1 is especially remarkable, although heavily distorted by noise.
4.4 Comparison
In the first row the existing pruning method with DCE produces different contour representation for the input image. The second row depicts the proposed skeleton representation.

FIGURE 4.3.1 Transformed skeletal representation
1. It gives the same common skeletal representation for three different contour against that of the existing DCE method. It reduces the unused storage space for the particular shape representation as in contour1.

2. The boundary deformation is reduced, in the contour 2 in which the boundary points that are essential for shape representation are not included in contour2 whereas in the proposed representation the boundary points are computed using symmetry –curvature duality based protrusion method and the skeletal arc have been included in contour2 of the proposed method, and hence the boundary deformation is reduced to the great extent.

3. The number of skeletal arc is discrete, unique and standard for all the contour representation. The proposed skeletal representation is unique and stable and satisfies the skeleton topology.

4. Merging of two input images could be achieved to produce new recombinant skeletal representation. The following fig represents merging of two input images to produce transformed or merged images that can be used for producing the new real time objects. The computed boundary points can be used in merging two images so as to transform the existing skeletal representation into a modified recombinant skeletal representation that can be used for generating real time objects.

5. The bamboo skeletal representation is suited for ununiform contour based shape representation against the existing method which is finds difficulties in ununiform contour based images.

4.5 Robustness to Noise

In this experiment, noise was added to data extracted from [7] to show the robustness of the decomposition method. Figure 8 presents 4 groups of shapes, each containing a basic shape in different poses. These poses show non-rigid deformations. Since the approach is based on robust skeleton detection and important boundary features, the reconstruction result is consistent. Figure 9 gives the decomposition result for two shapes with evolved noise. It indicates that the increasing noise does not influence the merging result.
4.6 Invariant Representation
A shape centered coordinate frame allows one to describe the organization of the primitives in a way that is robust to changes in scale, rotation and articulation. This coordinate frame can be formed by designating the prominent branches of the shape as the reference axes.

5. Conclusion and future scope
The proposed method is best suited for 2D object representation. It can be extended for 3D images also. Any modifications developed in the generated real time objects can also be studied and accordingly the work can be extended from objects point of view and its representation.
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A Quantitative Comparative Study of Analytical and Iterative Reconstruction Techniques

Shrinivas D Desai & Dr Linganagouda Kulkarni

Abstract

Measurement of visual quality is of great importance in the field of medical image applications such as X-ray tomography. In applications such as CT and MRI scanning, most of the time quality of reconstructed image is assessed qualitatively by radiologist or domain experts which are purely subjective evaluation [1]. However quantitative analysis or machine evaluation of reconstructed image appeals more to medical practitioners and normally aids the diagnosing of disease. Hence there is immense need for parameters which quantitatively measures the quality of reconstructed images. This paper proposes six image quality measurement parameters (IQM) and comparison of both qualitative ratings and proposed quantitative method for images reconstructed in CT by analytical and iterative techniques [2] is presented here.

Projections (parallel beam type) for the image reconstruction are calculated analytically by defining Shepp logan phantom head model with coverage angle ranging from 0 to $\pm 180^\circ$ with rotational increment of $2^\circ$ to $10^\circ$. For iterative reconstruction coverage angle of $\pm 90^\circ$, iteration up to 10 is used. The original image is grayscale image of size 128 X 128.

Experiment results reveal very close similarity among assessment done qualitatively with those of assessment done quantitatively. Hence the proposed six quality measurement parameters appear to be effective for assessing the quality of reconstructed image in CT applications.

Keywords: Reconstruction algorithm, Simple-Back projection algorithm (SBP), Filter-Back projection algorithm (FBP), Algebraic Reconstruction Technique algorithm (ART), Image quality, coverage angle, Computed tomography (CT).
1. INTRODUCTION
For applications such as CT and MRI in which images are to be viewed by human beings, the ultimate method of quantifying visual image quality is through subjective evaluation [4]. In practice, however, subjective evaluation is usually too inconvenient; require expertise, time-consuming and expensive. The majority of the proposed perceptual quality assessment models have followed a strategy of modifying the MSE measure so that errors are penalized in accordance with their visibility. The most reported objective method for image quality measurement parameters are Peak Signal to Noise Ratio, Human Visual System [3], Picture Quality Scale [5, 6], Noise Quality Measure [7], Fuzzy [8], Multi-scale Structural Similarity Index Metric [9], Information fidelity criterion [10], and Visual information fidelity [11] which works with luminance only. While IQM which works on color images are Sarnoff model [12, 13], BSDM [14], Universal image quality index [15] and DC tune [16].

The resent reported IQM for structural similarity is MSSIM index, which is combination of three comparisons: luminance, contrast and structure [4]. Quantifying differential qualities using various dissimilar metric is yet another IQM proposed to discriminate reconstructed image. Literature presents six dissimilarity metrics namely Euclidean distance, Manhattan distance, Canberra distance, Bray-Curtis distance, Squared Chord distance and Chi-Squared distance to identify the metric that provide better classification between the reconstructed and original image [17].

In CT applications, where images are grayscale, the image quality measurement doesn’t necessarily depend on luminance or color. In this regard we propose six IQM parameters to objectively measure gray scale reconstructed image which are generated in CT applications using analytical and iterative techniques.

2. METHOD
The following section deals with different methods available for reconstruction of image from projections.

2.1 Reconstruction:
Given the sinogram \( p(r, \theta) \) we want to recover the object described in \((x, y)\) coordinates. Basically it works by subsequently “smearing” the acquired \( p(r, \theta) \) across a film plate. This is simple back projection [18]
\[
b(x, y) = B\{ p(r, \theta) \} = \int_{0}^{\Pi} p(x \cos \theta + y \sin \theta, \theta) d\theta
\]  -- 2.1

2.2 Filtered Back projection:
We need a way to equalize the contributions of all frequencies in the FT’s polar grid, this can be done by multiplying each \( P(k, \theta) \) by a ramp function. This way the magnitudes of the existing higher-frequency samples in each projection are scaled up to compensate for their lower amount. The ramp is the appropriate scaling function since the sample density decreases linearly towards the FT’s periphery [18].

Filtered back projection is given as
\[
f(x, y) = \int_{0}^{\Pi} \left( \int_{-\infty}^{\infty} P(k, \theta) . |k| e^{i2\Pi k r} dk \right) d\theta
\]  -- 2.2
where \( P(k, \theta) \) is 1 D Fourier transform of \( p(r, \theta) \), multiplying with \( |k| \) gives ramp filtering, integrating the expression from \( \infty \) to \(-\infty \) gives inverse 1D Fourier transform, and integrating from 0 to \( \Pi \) gives filtered back projection for all angles.
2.3 Algebraic Reconstruction:

An entirely different approach for Tomographic imaging consists of assuming that the cross section consists of an array of unknowns and the setting up algebraic equations for the unknowns in terms of the measured projection data. All algebraic reconstruction technique methods are iterative procedures. There are two approaches for reconstructing the image using iterative technique [19].

In first approach the process starts with an initial estimate and tries to push the estimate closer to the true solution. Instead of back-projecting the average ray value, the projections corresponding to the current estimate are compared with the measured projections. The result of the comparison is used to modify the current estimate, thereby creating a new estimate. In the second approach ART pose the reconstruction problem as a set of simultaneous equations. Here a square grid is assumed to superimpose over the unknown cross-section image. Image values are assumed to be constant within each cell of the grid. The set of linear equation for each ray is then formed.

\[ \sum_{j=1}^{N} w_{ij} f_j = p_i, \; i = 1,2,\ldots,M \quad -- \; 2.3 \]

where \( p_i \) are projection data along the \( i^{th} \) ray, \( w_{ij} \) the fraction area of \( j \) image cell intercepted by \( i^{th} \) ray, \( f_j \) are the values of the reconstruction grid element (pixel), \( M \) is the total number of rays (in all the projection) and \( N \) is the number of grid cell.

For a large values of \( M \) and \( N \) there exist an iterative methods for solving (2.3), which is One iteration step the Kaczmarz method.

The Kaczmarz method, based on the work of the Polish mathematician Stefan Kaczmarz [20], is a method for solving linear systems of equations \( Ax = b \). It was rediscovered in the field of image reconstruction from projections where it is called the Algebraic Reconstruction Technique (ART) [21].

\[ f_j^{(i)} = f_j^{(i-1)} + \lambda \frac{p_k - w_k}{\sum_{i=1}^{N} W_{ij}^2} \cdot W_{kj}^{i-1} \quad -- \; 2.4 \]

Where \( f_j^{(i)} \) = New pixel value, \( f_j^{(i-1)} \) = Old pixel value, \( \lambda \) = Relaxation parameter,

\( p_k - w_k \) \( f_i^{i-1} \) = The difference, \( \sum_{i=1}^{N} W_{ij}^2 \) = Normalizing the difference, \( W_{kj} \) =Weighting the correction

Equation (2.4) is the well-known algebraic reconstruction technique (ART) where the second term on the left is the correction factor for ray \( i^{th} \). Apparently, equation 2.4 is used to update the \( j^{th} \) pixel on every ray equation.

3. EXPERIMENTS

Figure. 3.1 shows the 2D shepp logan phantom head model used in our study. It is constructed from basic ellipsoids as per standard [24], which allows us to calculate their projections analytically [22]. The size of the model defined here is 128 X 128, grayscale image.
Figures 3.2 a, b, c are the standard medical images of brain, abdomen and breast are used in our study [23]. Projections are calculated mathematically and reconstructed using SBP, FBP and ART techniques.

### 3.1 Quality measurement parameters:

The quality of reconstructed image is quantified by six quality measurement parameters as listed below.

1) **Mean Square Error (MSE):** Mean square error is the sum over all squared value differences divided by image size. It’s a measure between the original image and the reconstructed image.

\[
MSE = \frac{1}{MN} \sum_{j=1}^{M} \sum_{k=1}^{N} [(I(x, y) - I'(x, y))^2]
\]  

Where \(I(x, y)\) is the original image, \(I'(x, y)\) is the reconstructed image, and \(M, N\) are the dimensions of the images.

2) **Peak signal to noise ratio (PSNR):** is a measure of the peak error.

\[
PSNR = 10 \log \left( \frac{255}{\sqrt{MSE}} \right)
\]  

A lower value for MSE means lesser error, and as seen from the inverse relation between the MSE and PSNR, this translates to a high value of PSNR. Logically, a higher value of PSNR is good because it means that the ratio of Signal to Noise is higher. Here, the 'signal' is the original image, and the 'noise' is the error in reconstruction.

3) **Normalized Cross-Correlation (NCC):** Normalized Cross-Correlation is one of the methods used for template matching, a process used for finding incidences of a pattern or object within an image.

\[
NCC = \frac{M}{\sum_{j=1}^{M} \sum_{k=1}^{N} (I(x, y) - I'(x, y))^2 / \sum_{j=1}^{M} \sum_{k=1}^{N} (I(x, y))^2}
\]  

4) Structural Content (SC) : Structural content establishes the degree to which an image in the
collection matches. It’s the measure of image similarity based on small regions of the images
containing significant low level structural information. The more the number of such regions
common to both images, the more similar they are considered.

\[
SC = \sum_{j=1}^{M} \sum_{k=1}^{N} \frac{(I(x, y))^2}{\sum_{j=1}^{M} \sum_{k=1}^{N} I(x, y)^2}
\]

-- 3.4

5) Maximum Difference (MD): It’s the variation of the method of paired comparisons.

\[
MD = \max \left( \sum_{j=1}^{M} \sum_{k=1}^{N} |x_j, k - \hat{x}_j, k| \right)
\]

-- 3.5

6) Normalized Absolute Error (NAE): It’s the numerical difference between the original and
reconstructed image.

\[
NAE = \sum_{j=1}^{M} \sum_{k=1}^{N} |x_j, k - \hat{x}_j, k| \sum_{j=1}^{M} \sum_{k=1}^{N} |x_j, k|
\]

-- 3.6

4. RESULTS & DISCUSSION

Comparison of reconstruction techniques such as SBP, FBP (analytical), & ART (iterative) with
respect to quality of reconstructed image is presented in this section. Projections calculated
analytically are assumed for parallel projection data and the center of rotation as the center point
of the projections.

**Number of projections and angular range:** The reconstruction discrepancy such as MSE was
calculated for 18, 24, 36, and 72 projections, taken over angular ranges of 0 to ±180° with
incremental ranging from 2° to 10°. The original image is of size 128 X 128. It was found that, for
a given phantom and angular range, the discrepancy decreased as the number of projections
increased, regardless of initial guess. Experiment is done using Matlab (The MathWorks, Inc.,
Natick, MA), version 7.0.4, on WindowsXP platform (Microsoft Corp., Redmond, WA). The
reconstructed images are best seen at VGA output, 1024 X 768 resolutions.

4.1 Simple back projection

In SBP an individual sample of projection is back projected by setting all the image pixels along
the ray pointing to the sample to the same value. The following Figure 4.1 (a) shows the
reconstruction of 2D shepp logan phantom head model (Figure. 3.1) with different projections.
The experimental result as well as Figure 4.1(b) shows that minimum 72 projections, with
coverage angle ranging from 0 to 180° with an incremental value of 2° is necessary to reconstruct
the image with acceptable quality.

![Figure 4.1](image_url)

Figure 4.1 (a) Reconstructed image using SBP with a) 18, b) 24, c) 36, d) 72 projections.
SBP can be referred to as a “brute force” technique. It’s a simple and non effective method of obtaining an approximate reconstruction from multiple projections, and this technique generates star or spoke artifact. Image padding is necessary so that pixel values at borders are retained even after rotating the P-H model. Figure 4.1 (b) clearly reveals that the quality of reconstructed image increases as number of projection increases, MSE settles down from 72 projections. However the reconstructed image appears to be very blurry.

4.2 Filtered Back projection:

In FBP each view is filtered before the back projection to counteract the blurring effect. That is, each of the one-dimensional views is convolved with a one-dimensional filter kernel to create a set of filtered views. These filtered views are then back projected to provide the reconstructed image, a close approximation to the correct image. In fact, the image produced by filtered back projection is identical to the correct image when there are an infinite number of views and an infinite number of points per view. The Figure 4.2 (a) shows reconstruction of phantom head model by FBP with coverage angle ranging from 0 to 180° with an incremental value of 10° to 2°.
Figure 4.2 (b) Mean square error v/s projections for FBP

Figure 4.2 (b) clearly reveals that the quality of reconstructed image increases as number of projection increases, the MSE of the reconstructed image remains constant after 36 projections. This algorithm requires minimum of 36 projections with rotational increment of 5° to display acceptable reconstructed image. It is the most common method of removing the star artifact which is normally generated in SBP by using various filters. FBP algorithm used for reconstruction of image from its projections is found to be fast and efficient with large number of projections. It is fast and efficient with large number of projections. We can say that it is direct inversion of the projection formula. But here quantitative imaging is difficult. FBP has become more popular and commercialized in nuclear medicine.

4.3 Algebraic Reconstruction technique:

In ART all the pixels in the image array is set to some arbitrary value. In experiment it is set to average value of the phantom head model. An iterative procedure is then used to gradually change the image array to correspond to the profiles. Using first approach after the first complete iteration cycle, there will still be an error between the ray sums and the measured values. This is because the changes made for any one measurement disrupts all the previous corrections made. The idea is that the errors become smaller with repeated iterations until the reconstructed image converges to the proper solution. The Figure 4.3 shows reconstruction of phantom head model with “smart” initial guess, coverage angle 0 to 90°, increment of 5°, iterations from 3 to 8.

The principle of ART is to find a solution by successive estimates. The projections corresponding to the current estimate are compared with the measured projections. The result of the comparison is used to modify the current estimate, thereby creating a new estimate. Corrections are carried out either as addition of differences or multiplication by quotients between measured and estimated projections. Figure 4.4 (a) and (b) shows the difference between reconstructed and original image by drawing NAE versus iterations for difference correction and multiplicative corrections respectively.
In ART obviously, the errors of phantom obtained from the algebraic formulations are less than that of the filtered back projection; the star artifact appearing in image reconstructed from the filtered back projection is disappeared with the method of algebraic formulation. However, the algebraic formulations take more time to complete the process than does the filtered back projection.

The following table shows quality of reconstructed image measured by six quality measurement parameters. Table 4.1(a) shows the quality measurement of reconstructed by varying number of projections, keeping common coverage angle, while Table 4.1(b) shows the quality measurement by varying coverage angle, keeping common number of projections.

<table>
<thead>
<tr>
<th>Image Quality Measurement</th>
<th>Coverage angle: ± 90°</th>
<th>Coverage angle: ± 90°</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of projections: 72</td>
<td>Number of projections: 36</td>
</tr>
<tr>
<td>MSE</td>
<td>4938.6</td>
<td>2586.4</td>
</tr>
<tr>
<td>PSNR</td>
<td>11.1947</td>
<td>14.0039</td>
</tr>
<tr>
<td>NCC</td>
<td>1.0113</td>
<td>1.0039</td>
</tr>
<tr>
<td>SC</td>
<td>0.8773</td>
<td>0.9356</td>
</tr>
<tr>
<td>MD</td>
<td>115</td>
<td>143</td>
</tr>
<tr>
<td>NAE</td>
<td>0.2119</td>
<td>0.1534</td>
</tr>
</tbody>
</table>

Table 4.1 (a) : Image quality measurement by varying number of projections keeping fixed coverage angle.

The experiments revealed major observations; as the number of projections within a given angular range was increased, the quality of reconstructed image appeared better. Regarding the angular range, it was found that the discrepancy decreased with increasing angular range.

<table>
<thead>
<tr>
<th>Image Quality Measurement</th>
<th>Coverage angle: ± 90°</th>
<th>Coverage angle: ± 180°</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of projections: 36</td>
<td>Number of projections: 36</td>
</tr>
<tr>
<td>MSE</td>
<td>2532.4</td>
<td>1526.5</td>
</tr>
<tr>
<td>PSNR</td>
<td>5.689</td>
<td>10.57</td>
</tr>
<tr>
<td>NCC</td>
<td>0.58</td>
<td>0.4612</td>
</tr>
<tr>
<td>SC</td>
<td>0.48</td>
<td>0.4824</td>
</tr>
<tr>
<td>MD</td>
<td>56</td>
<td>129</td>
</tr>
<tr>
<td>NAE</td>
<td>0.125</td>
<td>0.0112</td>
</tr>
</tbody>
</table>

Table 4.1 (b) : Image quality measurement by varying coverage angle keeping fixed number of projections.
Table 4.1 (c) shows Image quality measurement for Figure 3.2 a, b, c reconstructed from SBP, FBP, ART. The experiment reveals the fact that FBP effectively eliminates Star artifacts created by SBP. ART performs better even at limited views, and has better noise tolerance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Technique</th>
<th>MSE</th>
<th>PSNR</th>
<th>NCC</th>
<th>SC</th>
<th>MD</th>
<th>NAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain</td>
<td>SBP</td>
<td>1646.2</td>
<td>3.731567</td>
<td>0.3371</td>
<td>0.292433</td>
<td>38.3333</td>
<td>0.070633</td>
</tr>
<tr>
<td></td>
<td>FBP</td>
<td>190.9286</td>
<td>6.8503</td>
<td>0.331633</td>
<td>0.3328</td>
<td>85</td>
<td>0.008733</td>
</tr>
<tr>
<td></td>
<td>ART</td>
<td>862.1333</td>
<td>4.667967</td>
<td>0.334633</td>
<td>0.311867</td>
<td>47.6667</td>
<td>0.051133</td>
</tr>
<tr>
<td>Abdomen</td>
<td>SBP</td>
<td>1975.44</td>
<td>4.47788</td>
<td>0.40452</td>
<td>0.35092</td>
<td>46</td>
<td>0.08476</td>
</tr>
<tr>
<td></td>
<td>FBP</td>
<td>229.1143</td>
<td>8.22036</td>
<td>0.39796</td>
<td>0.39936</td>
<td>102</td>
<td>0.01048</td>
</tr>
<tr>
<td></td>
<td>ART</td>
<td>1034.56</td>
<td>5.60156</td>
<td>0.40156</td>
<td>0.37424</td>
<td>57.2</td>
<td>0.06136</td>
</tr>
<tr>
<td>Breast</td>
<td>SBP</td>
<td>3292.4</td>
<td>7.463133</td>
<td>0.6742</td>
<td>0.584867</td>
<td>76.6667</td>
<td>0.141267</td>
</tr>
<tr>
<td></td>
<td>FBP</td>
<td>381.8572</td>
<td>13.7006</td>
<td>0.663267</td>
<td>0.6656</td>
<td>170</td>
<td>0.017467</td>
</tr>
<tr>
<td></td>
<td>ART</td>
<td>1724.267</td>
<td>9.335933</td>
<td>0.669267</td>
<td>0.623733</td>
<td>95.3333</td>
<td>0.102267</td>
</tr>
</tbody>
</table>

Table 4.1 (c) Image quality measurement for Figure 3.2 a, b, c reconstructed from SBP, FBP, ART.

Table 4.2 shows the reconstruction time for Figure 3.1 Shepp logan phantom head model using analytical & iterative techniques.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Number of projections</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18</td>
</tr>
<tr>
<td>SBP</td>
<td>5.24</td>
</tr>
<tr>
<td>FBP</td>
<td>0.75</td>
</tr>
<tr>
<td>ART</td>
<td>5.42</td>
</tr>
</tbody>
</table>

Table 4.2: Reconstruction time* for Figure 3.1 for different number of projections. Time in seconds.

ART requires more time compared to others for reconstruction, while FBP requires least. However, the SBP take more time to complete the process than does the FBP, but less as compared to ART. Table 4.3 shows the reconstruction time for three standard medical images brain, abdomen, and breast with different number of projections

<table>
<thead>
<tr>
<th>Technique</th>
<th>Brain</th>
<th>Abdomen</th>
<th>Breast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Projections</td>
<td>36</td>
<td>72</td>
<td>36</td>
</tr>
<tr>
<td>SBP</td>
<td>10.34</td>
<td>20.35</td>
<td>10.45</td>
</tr>
<tr>
<td>FBP</td>
<td>0.95</td>
<td>2.16</td>
<td>0.98</td>
</tr>
<tr>
<td>ART</td>
<td>11.24</td>
<td>23.15</td>
<td>11.28</td>
</tr>
</tbody>
</table>

Table 4.3: Reconstruction time* for Figure 3.2 a, b, c for different number of projections. Time in seconds

* Results obtained using Matlab (The MathWorks, Inc., Natick, MA), version 7.0.4, under the Window XP operating system (Microsoft Corp., Redmond, WA), on Intel Pentium Core2 Duo, CPU 2.80GHz, 1GB RAM.
Figure 4.5 (a) to (c) shows the best quality image that can be reconstructed for different standard medical images brain, abdomen, and breast from projections using SBP (1st column), FBP (2nd column), ART (3rd column) the coverage angle is from 0 to 180°, with incremental of 5° to 2°. For ART the reconstruction is done with “smart” initial guess, coverage angle raging from 0 to 90°, increment of 5°, and iterations from 5 to 8.

Figure 4.5 (a): Reconstruction of Brain image with projections: coverage angle: iteration (for ART) : .
Column 1: SBP, Column 2: FBP, Column 3: ART

Figure 4.5 (b): Reconstruction of Abdomen image with projections: coverage angle: iteration (for ART) : .
Column 1: SBP, Column 2: FBP, Column 3: ART
5. CONCLUSION
The quantitative comparative study of analytical and iterative techniques for image reconstruction from projections for computed tomography revealed a case of diminishing returns, which are concluded as below.

In this work, objective measurement by Mean Square Error, Peak signal to noise ratio, Normalized Cross-Correlation, Structural Content, Maximum Difference and Normalized Absolute Error led to an ability to subjectively judge the reconstructed image quality.

The major problem with SBP reconstruction is that it leaves “extra” counts on the image because of which reconstructed image appears severe blur nature or has “Star” like pattern. In case of FBP; it removes the star artefact produced in SBP, and by using Ram-Lak with Hamming / Butterworth filter we can simultaneously reduce high-frequency components (containing much noise) and low-frequency component (containing blur). The image produced by the ART technique has poor density resolution, acceptable spatial resolution, but requires large computational time. The spoke artifact appearing in image reconstructed from the filtered back projection is disappeared in algebraic formulation; it possesses better noise tolerance. These subjective evaluations are in close with objective evaluation done using six IQM. From the experiments, we shall conclude that proposed six IQM all together is reliable and practical to measure the quality of reconstructed images for CT applications.
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Abstract

This paper focuses on the problem Image Segmentation which aims at subdividing a given image into its constituent objects. Here an unsupervised method for color image segmentation is proposed where we first perform a Minimum Spanning Tree (MST) based “natural grouping” of the image pixels to find out the clusters of the pixels having RGB values within a certain range present in the image. Then the pixels nearest to the centers of those clusters are found out and marked as the seeds. They are then used for region growing based image segmentation purpose. After that a region merging based segmentation method having a suitable threshold is performed to eliminate the effect of over segmentation that may still persist after the region growing method. This proposed method is unsupervised as it does not require any prior information about the number of regions present in a given image. The experimental results show that the proposed method can find homogeneous regions present in a given image efficiently.

Keywords: Segmentation, Region Growing, Natural Grouping.

1. INTRODUCTION

Segmentation of an image entails the division or separation of the image into regions of similar attributes. In another way, image segmentation is nothing but pixel classification. The level to which the segmentation process is to be carried out depends on the particular problem being solved. It is considered as an important operation for meaningful analysis and interpretation of the images acquired. It is one of the most critical components of an image analysis and/or pattern recognition system and still is considered as one of the most challenging tasks in the field of
image processing. It has applications in several domains like Medical Science, Analysis of Remotely Sensed Image, Fingerprint Recognition, and Traffic System Monitoring and so on.

Image segmentation algorithms are generally based on one of two basic properties of intensity values of the image pixels: discontinuity and similarity. In the first category, the approach is to partition the image based on abrupt changes in intensity values. Edge detection techniques fall in this category which is similar to boundary extraction. On the other hand, in the second category, the idea is to partition the image into different regions such that pixels belonging to a given region are similar with respect to a set of predefined criteria’s. Researchers have been working on these two directions for years and have proposed various methods keeping those region based properties in mind. It should be noted that there is no fixed approach for segmentation. Based on the similarity or discontinuity criteria, many image segmentation methods have been proposed which can be broadly classified into six groups: (1) Edge Detection, (2) Histogram based method, (3) Clustering (K-Means clustering, Fuzzy C-means clustering etc.), (4) Region based methods (Region growing, Region splitting & merging), (5) Physical Model based approach,(6)Neural Network based segmentation methods [20].

The edge detection method is one of the widely used approaches to the problem of image segmentation. It is based on the detection of points with abrupt changes at gray levels. The main disadvantages of the edge detection technique are that it does not work well when images have many edges because in that case the segmentation method produces an over segmented result, and it cannot easily identify a closed curve or boundary. For an edge based method to be efficient, it should detect the global edges and the edges have to be continuous.

Histogram-based methods are very efficient in terms of time complexity when compared to other image segmentation methods because they typically require only one pass through the pixels. In this technique, a histogram is computed from all of the pixels in the image, and the peaks and valleys in the histogram are detected. Now the pixels in between two consecutive valleys can be considered to belong to a single cluster. One of the disadvantages of this method is that it is unable to work well when the image has no apparent gray level histogram peak. The other disadvantage is that the continuity of the segmented regions cannot be ensured. For the histogram based method to be efficient, we should focus on global peaks which are likely to correspond to the dominant regions in the image.

Clustering methods are also used for image segmentation purpose [4] [5]. The segmentation method incorporating clustering techniques encounters great difficulties when determining the number of clusters actually present in the corresponding feature space or extracting the appropriate feature.

The region based methods are based on the similarity of pixels within a region. Sometimes a hybrid method incorporating the edge based and region based methods have been proved to be useful for certain applications. The first region growing method was the seeded region growing method. This method takes a set of seeds as input along with the image. The seeds mark each of the objects to be segmented. The regions are iteratively grown by comparing all unallocated neighboring pixels to the regions. The difference between a pixel's intensity value and the region's mean, $\delta$, can be used as a measure of similarity. The pixel with the smallest difference measured this way is allocated to the respective region. This process continues until all pixels are allocated to a region. Seeded region growing requires seeds as additional input. The segmentation results are dependent on the choice of seeds. Noise in the image can cause the seeds to be poorly placed. Region splitting & merging is a modified algorithm that doesn't require explicit seeds. It starts off with a single region first, which is the image as a whole. Then the region is split into four different sub region based on some dissimilarity measures to construct a quad tree structure of regions. The regions are split to the extreme level so that no more regions splitting can be done now. Then the splited regions are merged iteratively to have the final segmentation.
The model based image segmentation assumes that given an image, its individual regions follow a repetitive form of geometrical structure. This is segmentation using texture feature. Neural Network segmentation relies on processing small areas of an image using an artificial neural network or a set of different neural networks. After such processing the decision-making mechanism marks the areas of an image accordingly to the category recognized by the neural network. A type of network designed especially for this is the Kohonen self-organizing map.

The proposed technique is based on the region based method for image segmentation. In general, the region based methods suffer from the problem of selection of initial seeds. We have formalized a method to sort out this problem. The method proposed in this paper uses the concept of “natural grouping” [10] based on the three color channels to find the seed pixels. Hence each seed pixel acts as a pivot for a region of the given image. Then we start the process of region growing from each such seed pixel. After the completion of this region growing process, we obtain as many regions as the number of seed pixels. The region growing stage is followed by a region merging method which reduces the effect of over segmentation to a great extent.

The rest of the paper is organized as follows, section 2 discusses about some existing works on image segmentation, then in section 3 a problem definition is given and in section 4, our method is proposed then in section 5, some experimental results are shown and a comparison is done with some other well-known segmentation techniques to show the effectiveness of our method. Section 6 deals with the concluding discussion and future improvements that can be done.

2. A BRIEF OVERVIEW OF THE RELATED WORK

Color image segmentation has always been a challenging task for the researchers over the years. Pal & Pal [12] provided a detail review on various segmentation techniques. Among myriads of existing image segmentation techniques, many can be considered as unsupervised clustering methods. For example, region merging is the analogue of agglomerative clustering [1]. Graph cut methods such as minimal cut and normalized cut represent the clustering problem in a graph theoretic manner [2]. A major problem known as the problem of validity for this kind of methods is how to determine the number of clusters in an image. Since the problem is largely unresolved, most techniques need the user to provide a terminating criterion. B.Sowmya and B.Sheelarani segmented color image using soft computing techniques [3]. The soft computing techniques they used were Possibilistic C means algorithm (PCM) and competitive neural network. Fuzzy set and Fuzzy logic techniques are also used by researchers for solving segmentation problem. A. Borji et al. described a CLPSO-based Fuzzy Color Image Segmentation [6]. H. D. Cheng et al. segmented color image on the basis of fuzzy homogeneity approach [7]. Besides this, artificial neural network (ANN) and Genetic algorithm (GA) techniques also have been used for image segmentation [8]. There are numerous segmentation techniques in medical imaging depending on the region of interest. There are atlas-guided techniques and region growing segmentation methods. Some of them use a semi-automatic approach and still need some operator interaction. Others are fully automatic and the operator has only a verification role. Fan et al. proposed a method of automatic image segmentation by integrating color edge detection and seeded region growing [9]. They used fast Entropy thresholding for edge extraction. After they obtained color edges, which provided the major geometric structures in an image, the centroids between these adjacent edge regions were taken as the initial seeds for seeded region growing. These seeds were then replaced by the centroids of the generated homogeneous image regions by incorporating the required additional pixels step by step. Adams and Bischof proposed another method using seeded region growing [13]. Franc Y Shis and Shouxian Cheng proposed another region based image segmentation method [14] where initial seeds are selected based on the idea of calculating standard deviation in a neighbor and to check whether the value is under a threshold and then assigning each pixel in that region as seeds. This seed selection is followed by a region growing and region merging.
“Natural grouping” of dataset is a method of identifying the hidden clusters of data points present in the dataset. For a set of data points, we can draw the scatter diagram of the set. What one perceives to be the groups present in the set is termed as the natural groups present in the set. These sorts of algorithms are better than the general clustering algorithms in the fact that, they don’t need any prior information about the number of clusters present actually in the dataset. Nirmalya Chowdhury and C. A. Murthy proposed a method of obtaining natural groups present in a dataset using minimum spanning tree and bayes classifier [10]. Sugar et al. proposed an information theoretic approach for finding natural groups present in a dataset [11]. Premananda Jana and Nirmalya Chowdhury proposed another method of natural grouping of a given dataset using MST of dataset [15].

3. STATEMENT OF THE PROBLEM

Given an image \( I \) and homogeneity predicate \( P \), the segmentation of \( I \) is a partition of \( I \) into \( K \) regions \( \{ R_1, R_2, \ldots, R_K \} \) satisfying the following conditions,

Each pixel in the image should be assigned to a region.

\[
\bigcup_{i=1}^{i} R_i = I
\]

(1)

Each pixel is assigned one and only one region.

\[
R_i \cap R_{i'} = \emptyset \quad \forall k, k' = 1, 2, \ldots, K, k \neq k'
\]

(2)

Each region satisfies the predicate \( P \), which can be similarity measure in color space or similarity based on texture or any similarity criteria combining both of them etc.

\[
P(R_i) = \text{True for } k=1, 2 \ldots K
\]

(3)

Two different regions cannot satisfy \( P \) at the same time.

\[
P(R_i \cap R_{i'}) = \text{False where } k \neq k'
\]

(4)

4. THE PROPOSED METHOD IN THE FORM OF AN ALGORITHM

Fig 1 presents an overview of our algorithm. Here after finding the unique RGB tuples of pixels of a given image, we perform a MST based natural grouping of the pixels. The pixels closest to the centers of the groups thus obtained are found out. These pixels serve as the pivot for region growing image segmentation purpose. This step is immediately followed by a region merging process. We can divide the algorithm into three parts, namely, seed selection, region growing and region merging. These steps are discussed in detail in the next section,

4.1 Selection of seed pixels

Seed pixel selection is the initial step for image segmentation based on region growing. The pixels selected as seeds should satisfy the following properties,

- Every seed should be similar to its neighbors with respect to some criteria \( P \).
- Any pair of seeds should be distinct with respect to the criteria \( P \).

For seed pixel selection purpose, we first perform the natural grouping on the image pixels in the \( RGB \) feature space as \( RGB \) space is suitable for color display. In image processing and analysis, we often transform the \( <R G B> \) components into other color spaces. Every color space has its own advantages and disadvantages. Cheng et. al. compared several color spaces including \( RGB, YIQ, YUV, CIE \) etc. for color image segmentation purpose [16]. For performing natural grouping, we uses the natural grouping method using minimum spanning tree (MST) proposed by Premananda Jana and Nirmalya Chowdhury. Using pixels as the vertices of the MST, it has been used for obtaining the natural groups of pixels based on their RGB values. Euclidean distance (Equation 5) between the data points has been taken to be the edge weight of the said MST.
\[
D_e = \sqrt{(R_i - R_j)^2 + (G_i - G_j)^2 + (B_i - B_j)^2}
\]  \hspace{1cm} (5)

Then we calculate the sum of the edge weight \((l_n)\) of the MST. The threshold for cluster separation is taken to be,

\[
Th_{NG} = \frac{\beta \times l_n}{n-1}
\]  \hspace{1cm} (6)

where \(n\) is the no of nodes in the MST [17]. It has been experimentally found that \(\beta = 2\) has provided consistently good results [15].

Now the edges of the MST are removed for which edge weights exceeds the threshold (6) for cluster separation. Nodes (data points or pixels here) in each path constitute different clusters of data points (pixels). The centers of those clusters are found out. Now the image pixels having intensity values nearest to those cluster centers values are selected as seeds.

**FIGURE 1:** Outline of the Proposed Method.

### 4.2 Region growing step

Seed pixels selected by the above method acts as the pivot for each possible region. For efficiency purpose, every region in the image should contain a seed pixel. But in our proposed method of seed selection, it may so happen that no seed falls in any of the Region of Interest. We eliminate this problem effectively in this region growing stage. In the beginning, we are performing region growing from those initially selected seed pixels. Steps for region growing process are stated below,
For each natural group we compute the Euclidian distance of all data points from the remaining data points of that cluster using the formula (5). The maximum distance so obtained is recorded. Then we sort those recorded distances in the increasing order and chooses the minimum value to be the threshold \( (\text{Th}_{\text{RG}}) \) for region growing purpose.

For each seed pixel, we compute the Euclidian distance between the seed pixel and four of its neighboring pixels.

If the distances thus found are less than the threshold \( (\text{Th}_{\text{RG}}) \), then they are included in the region marked by that particular seed.

If one or more of the neighboring pixels do not satisfy the condition for region growing as stated above, then they remain unassigned.

The above methods are repeated for all the seeds.

For a given seed, the pixels included by region growing method narrated above are labeled by the color (RGB) of the seed pixel.

Label all the unassigned pixels by the color of the seed pixel to which they are nearest.

### 4.3 Region merging step

It is possible that the above mentioned method for region growing may result in generation of more number of segments than that is actually present in a given image. Thus at this stage, one needs to use a suitable region merging criteria to merge those regions which should not be given the identity of separate regions. So to get rid of this over segmentation problem a method of region merging is employed which is described below.

Two regions (R and R’) are merged if,

- They are adjacent.
- If the Euclidian difference between their mean color intensity values is within the threshold value \( (\text{Th}_{\text{RM}}) \):

\[
\text{Th}_{\text{RM}} = \sqrt{b^2(R) + b^2(R')} 
\]

where \( b(R) \) is defined as:

\[
b(R) = g \times \sqrt[2/\partial]{\frac{1}{2 \times Q} \left( \frac{1}{|R|} \right) \ln \frac{R}{Q}}
\]

where \( g \) is the maximum of particular color channel (R or G or B) of the mean color value of region R. Q is total no of elements in the set of random variable that is used to represent each color channel. Basically \( q \) denotes the level of merging. For our purpose we make use \( q \) from 1 to 32 and observe the changes in result. \(|R|\) represent the cardinality (no of pixels) of region R. \( \partial \) is a parameter which is defined as \( 1/|I|^{2/6} \) where \( |I| \) is the cardinality of the image I.

![FIGURE 2: Some Sample Images from the Database Used for Experimentation.](image-url)
The merging threshold is based on the work done by Nock and Nielsen [18] where they segment images using statistical region merging technique. The above mentioned threshold ($T_{RM}$) is based on the statistical measure having the idea that pixels within a region have the same expectation value and pixels in different regions have different expectation value.

5. EXPERIMENTAL RESULTS AND DISCUSSIONS

We implemented the algorithm in matlab and tested it on a Pentium Core-2 Duo system with 3 GB RAM. We have performed our experiment on about 100 images collected from the web. Fig. 2 shows some ample images from the database created. Fig 3 shows some of the samples from the collected image database for showing experimental results. The images are color images of different resolutions. We resized the images into 100 x 100 after starting the segmentation process. The images are basically scenery images. We have also performed comparison with some well-known segmentation techniques.

![Fig 3: Some Sample Images Collected for Experiment.](image3)

![Fig 4: Results of the Proposed Method.](image4)

![Fig 5: Results of the Statistical Region Merging Based Method.](image5)

![Fig 6: Results of the K-Means Based Method.](image6)

Fig 4, Fig 5 and Fig 6 show the comparison of the results obtained by our method with the results obtained by [18] and [19]. We obtain both the implementation versions of those algorithms from the web. In fig 4, the results of the segmentation process obtained by the proposed method on
some sample images collected are depicted. Then the results of [18] are shown in fig 5. The results show that our method is relatively free from over segmentation problem. This problem is there in most of the results obtained by the method proposed in [18]. For example, in the result shown in Fig 5(a), the sky is segmented in three different segments while our method shows in Fig 4(a) that the sky is segmented into two parts. Besides, the algorithm proposed in [18] sometimes over merged some regions which make the result difficult to analyze. For example, in the picture Fig 5(b), the right eye of the man is merged with the eye brow and the region covering them. But in our method in Fig 4(b), the eye and eye brow can be identified separately. The sky in Fig 4(c) is easy to understand in comparison with the result in Fig 5(c).

We have made another comparative study with the segmentation algorithm using k-means clustering proposed by Tse-Wei Chen Yi-Ling Chen Shao-Yi Chien [19]. Fig 6 shows the results. This algorithm label a segmented region by a randomly selected color value. The results in 6(a) and 6(c) show that, the sky is over segmented in more number of segments. Whereas the result in 6(b) shows that, most of the parts are over merged.

Our algorithm lacks in two aspects. It requires an additional scanning of the source image after the region growing stage. The preprocessing step needed for the natural grouping step, i.e. drawing the MST requires some addition storage as it requires building the adjacency matrix of the pixel points. Except these two shortcomings, the algorithm works fine for most of the images.

The time complexity for our algorithm spans three different phases: natural grouping for seed selection, region growing and region merging. The natural grouping is MST based and we use Prim’s algorithm for finding the MST. Time complexity of prim’s algorithm is $O((E+V) \log V)$ where $E$ is the no of edges and $V$ is the no of vertices present in the MST. It requires $O(E)$ to find the groups. The time complexity of seed selection is $O(c \times m \times n)$ where $c$ is the number of clusters obtained and $m \times n$ is the image resolution which is 100 x 100. In region growing, each unclassified pixel is inserted into the sorted list exactly once. Checking neighboring regions and calculating distances can be done in constant time. Putting a pixel into the sorted list requires $\log(m \times n)$. Therefore, it takes $O((m \times n) \log(m \times n))$ for region growing. After the completion of the region growing, we again scan the whole image to label the unassigned pixels. It takes $O(m \times n)$ time.

In region-merging, calculating the differences between regions takes $O(r^2)$, where $r$ is the number of regions. To calculate sizes for all the regions, it takes $O(m \times n)$. Usually, $r$ is much less than $m \times n$. To merge two regions, we need to label the pixels in the two regions, calculate the mean for the new merged region, and calculate the distances between this and other regions. Therefore, it takes $O(m \times n)$ to merge two regions.

6. CONCLUSION

We have presented an efficient algorithm for color image segmentation with automated seed selection. We performed natural grouping on the image pixels to find out different color bands present in the image. Experimental results show that our method can produce good results. This work can be carried on in future by incorporating texture feature along with color feature for region growing purpose as texture is an important region descriptor.
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Abstract

In this paper we have developed an Interactive Content Based Image Retrieval System which aims at selecting the most informative images with respect to the query image by ranking the retrieved images. The system uses relevance feedback to iteratively train the Histogram Intersection Kernel Based Support Vector Machine Classifier. At the end of the training phase of the classifier, the relevant set of images given by the final iteration of the relevance feedback is collected. In the retrieval phase, a ranking of the images in this relevant set is done on the basis of their Histogram Intersection based similarity measure with query image. We improved the method further by reducing dimensions of the feature vector of the images using Principle Component Analysis along with rejecting the zero components which are caused by sparseness of the pixels in the color bins of the histograms. The experiments have been done on a 6 category database created whose sample images are given in this paper. The dimensionality of the feature vectors of the images was initially 72. After feature reduction process, it becomes 59. The dimensionality reduction makes the system more robust and computationally efficient. The experimental results also agree with this fact.

Keywords: Relevance feedback, Similarity measures, Content Based Image Retrieval.

1. INTRODUCTION

With increase in size of digital image collections, there is a need of developing an efficient search engine for the images for browsing, searching and retrieval.
There are two types of image retrieval technique. The first one is the text based image retrieval [15],[16] where each image in the database is labeled by keywords describing the image. For searching for an image, user formulates the query using keywords which best describes his query image. In [17] a comprehensive survey is provided in this regard.

Since image databases are very large, so annotating such a huge collection is a very tedious task. Also subjective description of a query image may differ from person to person due to differences in human perception.

The second type of image retrieval technique is the content based image retrieval which has become an attractive research area in the last few decades [12],[13],[14] since it do not possess the difficulties of text based approach. The word content here means low level feature descriptors like color ([18],[19]), texture([20],[21]), shape([22],[23]) etc. The CBIR is the technique to map each of the images in the database to a feature space and then retrieve based on the feature of the query image. The main challenge of CBIR is to bridge the semantic gap between low level content descriptors with high level concepts (like faces, flowers, architectures etc).

For this reason relevance feedback has become a critical component of CBIR systems. Through its use the CBIR system interacts with user and tries to bridge the semantic gap. Relevance feedback has shown considerable improvement in the performance of the CBIR system ([24],[25]).

CBIR can be thought of as a classification task. It classifies the images in the image database into two sets: relevant and irrelevant. The relevant set contains all those images which are relevant to the user’s query image and the irrelevant set contains the rest of the images in the database. This relevance with user’s query image can be found out using relevance feedback given by user.

SVM_{Active} implemented by Tong et.al.[1] uses the relevance feedback component with the traditional SVM classifier for CBIR. It has given better results than existent Query Point Movement (QPM) and Query Expansion (QEX) scheme. But SVM_{Active} has been implemented with traditional kernels like RBF or polynomial. Recently S. Maji et.al. [5] has shown that classification using Intersection kernel based SVM (IKSVM) not only shows improvement in performance but can also be made computationally efficient by using an approximation technique.

In this work we have designed an interactive Content Based Image Retrieval Technique which uses Relevance Feedback. The Classifier used for this purpose is the Intersection Kernel based SVM which is integrated with a ranking based retrieval using Histogram Intersection based similarity measure.

The color feature subspace computed by dividing into bins resulted into non uniform distribution of the pixels. The pixel concentration is fully dependent on the particular image being considered. Hence due to such sparseness of pixel values there is a necessity to reduce the dimensionality of the feature space.

In this context of dimensionality reduction Sirovich et. al.[28] directly used eigen images. Faloutos and Lin[29], Chandrasekaren et al. [30] and Brunelli and Mich [26] used principal component analysis (PCA) to perform the dimension reduction in feature spaces.

One problem with PCA is the unnecessary information loss which may prove to be disastrous. Unnecessary information loss due to feature reduction do not occur for our case as it is found that over 10 dimensions in the feature space became zero after reduction. So we are only eliminating the zero dimensions and considering all the rest of the dimensions.
The paper is organized in the following way. Section 2 contains an overview of Principle Component Analysis. Support Vector Machine and Histogram intersection kernel are discussed in chapter 3 and 4 respectively. Section 4 has the description of histogram intersection based similarity measure. Section 5 contains the feature extraction module, and finally our proposed algorithm is discussed in Section 6. Experimental results are given in section 7. The paper finishes with conclusion and discussions in Section 8.

2. PRINCIPAL COMPONENT ANALYSIS

Our task of content based image retrieval typically focuses on representing the images in the training database and the test database in a relatively high dimensional feature vector. We can apply some dimensionality reduction scheme to eliminate those dimensions that have low impact on the classification process, we are discussing here a method of dimensionality reduction using PCA[11].

PCA aims at highlighting the variability of data. Let us consider we have \( s_n \) number of data points in the two dimension space. If they are represented as \((x_i, y_i) \) \( \{i = 1, 2, \ldots, s_n\} \). The mean of the data points are calculated by the equation,

\[
x' = \frac{1}{s_n} \sum_{i=1}^{s_n} x_i
\]

\[
y' = \frac{1}{s_n} \sum_{i=1}^{s_n} y_i
\]

These means are subtracted from the data points for the purpose of normalization,

\[
\text{Data Adjusted} = \begin{bmatrix}
(x_i - x') & (y_i - y') \\
(x_s - x') & (y_s - y')
\end{bmatrix}
\]

(3)

We can compute the relative variability of the dimensions in terms of a covariance matrix,

\[
\begin{bmatrix}
\text{Cov}(x, x) & \text{Cov}(x, y) \\
\text{Cov}(y, x) & \text{Cov}(y, y)
\end{bmatrix}
\]

(4)

where the principle diagonal indicates the variances of the dimensions \( x \) and \( y \) respectively. The Covariance of \( x, y \) can be computed as follows,

\[
\text{cov}(x, y) = \frac{\sum_{i=1}^{n} ((x_i - x'), (y_i - y'))}{n-1}
\]

(5)

From the covariance matrix the eigen values are calculated. There will be two eigen values for 2 dimensional data points stated above. From these eigen values eigen vectors are calculated. The two eigen vectors corresponding to the two eigen values will be orthogonal to each other. From the point of view of PCA, the eigen vectors should be of unit length. The eigen vector with the highest eigen value is called the principal component of the data set as it contributes maximum information about the patterns in data. The pattern information given by the other eigen vectors decreases with the eigen values. Hence a vector of eigen vector is formed where the eigen vectors are arranged in decreasing order of corresponding eigen value.
Feature Vector = \((\text{eig}_1 \text{vec1} \text{eig}_2 \text{vec2})\)

The lower order eigen vectors can be ignored as they contribute very little to the pattern information of the data set. The final data is got by the following equation,

\[\text{Final Data} = \text{Data Adjusted}^T x \text{ Feature Vector}^T\]

The original data set can be got back from this final data using reverse mathematical operations. PCA has been used successfully in many application areas like face recognition, and dimensionality reduction in many data mining applications.

3. SUPPORT VECTOR MACHINE

Support Vector Machine, an important machine learning technique has been used efficiently for variety of classification purposes like object based image analysis[2], hand written digit recognition[3], image segmentation[cite reference] among others. SVM can be used efficiently as a binary classifier as well as multi class classifier [27].

3.1 Theoretical background of SVM

We have a set of data points (images)\(\{x_i\}\) where \(i = 1, \ldots, l\) (where \(l\) is the no. of training points) and each \(x_i\) is drawn from a \(d\) dimensional feature space (in our case \(d = 72\)). Our aim is to draw a hyperplane using SVM classifier [4] that will separate those training points into two separate classes i.e. +1 for positive classes and -1 for negative classes. The classes are denoted as \(y_i \in \{-1, +1\}\).

Linear SVM is the simplest type of SVM classifier which separates the points into two classes using a linear hyperplane that will maximize the margin between the positive and negative set. In our case as we are using SVM with relevance feedback, initially we are not labeling all the training points. We are labeling them iteratively by showing the user some images from the database, which the user marks as relevant (positive) or irrelevant (negative) classes.

The concept of non linearity comes when the data points can not be classified into two different classes using a simple hyperplane, rather a nonlinear curve is required. In this case, the data points are mapped non-linearly to a higher dimensional space so that they become linearly separable. For this purpose the kernel functions are used. Different types of kernel functions are already invented. A choice of kernel function for classification using non linear SVM depends upon the problem domain. Equations for some of them are stated below,

Polynomial :
\[K(x, z) = (w\cdot x + B)^p, \ p = \text{degree}\]

Radial Basis:
\[K(x, z) = e^{-\|x - z\|^2}\]

In both the equations, \(x\) and \(z\) are the data points. \(K(x, z)\) gives the kernel function for computation of non linear SVM. The main drawback of SVM is its time complexity which can be reduced reasonably as discusses in the next section.
4. INTERSECTION KERNEL BASED SVM

The histogram Intersection Kernel $K(H, H') = \sum_{i=1}^{L} \min(H_i, H'_i)$[6] is used as measure of similarity between histograms $H$ and $H'$ with $L$ number of bins. The Histogram Intersection Kernel based Support Vector Machine (IKSVM) has a complexity of $O(mn)$ where $n$ is the dimension of the data points in the data set and $m$ is the number of support vectors of the learned classifier. IKSVM algorithm proposed by S. Maji et. al [5] shows that time complexity is reduced to $O(n\log m)$ and space complexity is $O(nm)$. Finally they are successful in formulating an approximate method which has time and space complexity devoid of the number of support vectors that is $O(n)$. Hence they proved that classification using IKSVM is efficient in terms of resources required.

This result is particularly important because intersection kernel SVMs have been shown to be successful in detection and recognition (pyramid match kernel [7] and spatial pyramid matching [8]), but this is computationally inefficient compared to linear SVMs because non-linear kernels require computation and space linearly proportional with number of support vectors (for classification) which also increases with increase in training data [9].

5. HISTOGRAM INTERSECTION BASED SIMILARITY MEASURE

It is shown in [10] Euclidean based similarity measure may not be able to capture user’s query concept or user’s perception. Inspired by the author [10] we have not used Euclidean based similarity measure.

If two histograms $H$ and $H'$ has $L$ number of bins, then the histogram intersection distance between them is given by,

$$d(H, H') = \frac{\sum_{i=1}^{L} \min(H_i, H'_i)}{\min\left(\sum_{i=1}^{L} H_i, \sum_{i=1}^{L} H'_i\right)}$$

6. FEATURE EXTRACTION

We calculate both Color and Texture features for each image in the database. The shape feature is calculated as a property of color and texture features. Number of components calculated for feature vector for each image is 72. Each image represents a point in 72 dimensional feature spaces.

<table>
<thead>
<tr>
<th>Characteristic Values</th>
<th>R</th>
<th>G</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>255</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>255</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>255</td>
<td>255</td>
</tr>
<tr>
<td>5</td>
<td>255</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>255</td>
<td>0</td>
<td>255</td>
</tr>
<tr>
<td>7</td>
<td>255</td>
<td>255</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>255</td>
<td>255</td>
<td>255</td>
</tr>
</tbody>
</table>

**TABLE 1:** Characteristic RGB Values.
6.1 Color Feature
We have used histogram based feature extraction by binning the pixel values based on RGB color space. We have defined 7 bins for which the ranges are defined in Table 1. Each of the bin is corresponds to the pixel values between the Range \(x\) and Range \(x+1\) where \(x=1,2,\ldots,7\).

The number of pixels in each of the bin varies from image to image. Many of the bins contain very little number of pixels in comparison to other bins.

Since RGB color space does not provide any information of image brightness and how each pixel is saturated with white color, RGB space is not an effective way of computing feature space. Hence we convert the pixels in each bin from RGB to HSV space where H corresponds to hue or the brightness, S corresponds to the amount by which each pixel is saturated with white color and V corresponds to the dominant color. In each bin, for each of H, S and V channel statistical moments like mean and variance are calculated. Hence they provide 7(number of bins) x3(channels per bin) x2(number of features per channel per bin) = 42 features.

Using Gaussian distribution of average mean (average over three channels) and average variance, spreadness of bin and elongation of bin are calculated. These provides an additional 7(number of bins)x2(number of features per bin) = 14 features.

6.2 Texture Feature
Texture is the tactile characteristic of a surface. For texture feature extraction purpose, we first obtain the discrete wavelet transformed version of a given image using haar wavelet mask. Wavelets are functions generated from a single function by its dilations and translations. The haar wavelet transform forms the simplest and oldest compression of this kind. The haar wavelet transform sub divides the image into 4 parts which denotes the image orientations in 4 different angular values, 0,45,90,180; the process corresponds to the following filtering operations,

- Top left: passing the image through 2-D lowpass filter (Lo-Lo).
- Top right: passing the image through horizontal highpass and vertical lowpass filter (Hi-Lo).
- Lower left: passing the image through horizontal lowpass and vertical highpass filter (Lo-Hi).
- Lower right: passing the image through 2-D highpass filter (Hi-Hi).

From an image of resolution \(M \times N\), the haar wavelet transform obtains sub images in four different orientation each of resolution \(M/2 \times N/2\). From these 4 sub images, we calculate the grey level co-occurrence matrix (GLCM). GLCM represents the occurrences of a given pair of intensity values of an image in a certain direction and hence helps in detecting the repeating patterns in the image. We calculate the energy co-efficient from each of the GLCM and sum them up. The inherent idea is that, the energy measure of a complex signal can be obtained by summing up the energy measures of its constituent signals. The energy measure obtained can be used as an useful image feature because it highlights on the local (pixel wise) as well as global (images in different orientations) descriptions of the image.

The energy measure for the 4 GLCMs are calculated as follows

\[
Energy = \sum_i \sum_j P_d^2(i, j) \\
\text{(11)}
\]

where \((i,j)\) represents the (row, col) pair of each GLCM represented by \(P_d\) where \(d\) represents displacement of the GLCM.

From each GLCM we obtain energy mean, energy variance, energy spreadness and energy elongation. The energy spreadness and energy elongation are calculated from Gaussian distribution of energy mean and energy variance. These provides another additional 4(number of GLCM) x4(number of features per GLCM) = 16 features.
7. PROPOSED METHOD

The proposed method shows some relevant images to the user based on the query image the user selects. This is done by interactively asking the user to label a few images from training set into relevant and irrelevant category. Then using those labeling the histogram intersection kernel based SVM is trained. These feedback rounds go on iteratively and each time a refinement of the images shown to the user is done. Finally those images which are judged by the SVM as positive are taken. The query image is plotted in the positive set. Now those images which are nearest to the query image based on a histogram intersection based similarity ranking are taken and shown to the user.

The performance of the proposed method is checked in two stages. The first and second stage is without and with dimensionality reduction respectively. The above paragraph described the first stage briefly. The second stage blindly follows the first stage with only one exception. After each feature extraction phase, there is a following dimensionality reduction phase with the PCA in the second stage. We are showing the second phase in the form of algorithm as the first phase could be easily derived from it by eliminating the dimensionality reduction phase.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>Number of categories of images in the database</td>
</tr>
<tr>
<td>$p$</td>
<td>Number of images in each category</td>
</tr>
<tr>
<td>$Tr$</td>
<td>Training set</td>
</tr>
<tr>
<td>$r$</td>
<td>Number of images of each category in $Tr$</td>
</tr>
<tr>
<td>$Ts$</td>
<td>Test set</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of images displayed to user for feedback</td>
</tr>
<tr>
<td>$F$</td>
<td>$k$ images forms set $F$</td>
</tr>
<tr>
<td>$Rr$</td>
<td>Set of images marked as relevant by user</td>
</tr>
<tr>
<td>$Ri$</td>
<td>Set of images marked as irrelevant by user</td>
</tr>
<tr>
<td>$Fr$</td>
<td>Feature vector set of $Rr$</td>
</tr>
<tr>
<td>$Fi$</td>
<td>Feature vector set of $Ri$</td>
</tr>
<tr>
<td>$F_{Tr}$</td>
<td>Set of images classified as positive by SVM</td>
</tr>
<tr>
<td>$F_{Ti}$</td>
<td>Set of images classified as negative by SVM</td>
</tr>
<tr>
<td>$g$</td>
<td>Number of images to be displayed according to user requirement</td>
</tr>
</tbody>
</table>

TABLE 2: Notations for Algorithm.

We have collected a database with $C$ categories of images, each category having $p$ number of images. The training set $Tr$ is formed from this parent database by selecting randomly $r$ ($r<p$) images for each of the category. Hence $Tr$ has total $rxC$ images. The rest of the images in the database form the test set $Ts$. Hence $Ts$ has total $(p-r)xC$ images.

7.1 Training by $IKSVM_{Active}$

**Phase 1: Querying:**
User selects an image from $Ts$.

**Phase 2: Relevance Feedback:**
Step 1: A fixed number ($k$) of images are selected randomly without replacements from $Tr$ and kept in set $F$. 

Step 2: User is shown the set $F$ containing those images.
Step 3: User marks them as relevant or irrelevant.
Step 4: Relevant images form set $R_r$ and irrelevant images form set $R_i \ (R_r \in Tr \ & \ R_i \in Tr)$.

**Phase 3: Training IKSVM:**
Step 1a: The set $R_r$ is modified by including the query image selected by user in it.
Step 1b: Calculate feature vector of $R_r$ and $R_i$. Feature vectors of $F_r$ forms the positive set and feature vectors of $F_i$ forms the negative set of data points for training the classifier.
Step 1c: The dimensionality of these feature vectors are reduced by calculating the principle components and rejecting all those dimensions which reduces to zero due to sparseness of pixel concentration in the bins of histogram calculated.
Step 2: These sets are then given as input to IKSVM. It draws the hyperplane on the basis of them.
Step 3: The feature set of $Tr$ is calculated and then fed to IKSVM for classification so that the hyperplane formed can separate data points in training set as positive or negative. Those data points which falls on the positive side of the hyperplane forms a set $F_{Tr}$ and similarly the negative side forms another set $F_{Ti}$. Since an image is a data point in a feature space we use the term data point and feature vector interchangeably.

**Phase 4: Selecting sample images for next feedback round:**
Step 1: $k/2$ data points are selected from the set $F_{Tr}$ which are the most nearest to the hyperplane and similarly $k/2$ data points are selected from the set $F_{Tr}$. The images corresponding to these $k$ data points are kept in set $F$.
Step 2: If this is not the final iteration then, Iterate from Step 2 of Phase 2 to Step 2 of Phase 4. Else iterate from Step 2 of Phase 2 to Step 3 of Phase 3.

7.2 Retrieval using histogram intersection based similarity measure
Step 1: Collect the set $F_{Tr}$ from the last iteration of training by IKSVMActive.
Step 2: Find from $F_{Tr}$, the reduced dimensional feature vector of the query image Now plot it in reduced dimensional space feature space.
Step 3: Plot all the data points in $F_{Tr}$ in the same space (reduced dimensional).
Step 4: Now, say user wants $g$ number of images from the database which are most relevant to the query image, then on the basis of histogram intersection based similarity measure calculate the distance of query data point with data points in the set $F_{Tr}$.
Step 5: Sort in descending order the distances as two of the most relevant images will have histogram distance close to 1 and the dissimilar ones will have distance close to 0 and then retrieve first $g$ images from that sorted list.
The experimental results are discussed in the next section.

8. EXPERIMENTAL RESULTS
We have done our experiments on a 6 category image database, each category having 120 images. The categories include field, sea, sunset, white rose, red rose and sunflower.

![FIGURE 1: Some Sample Images from the Database Used for Experimentation.](image-url)
The categories have ambiguous RGB values. In sunset category the images have mainly red, yellow and orange colors. In sunflower and red rose category, the images have mainly yellow and red color values. Similarly in white rose category the images have mainly white and green colors. In sea and field category white and green are predominant. The database (http://www.flickr.com/photos/48753989@N03/) is created in this way by collecting images from Google search engine, mainly to confuse the classifier and check how it behaves in this environment. Two images from each category of the database created is shown in Fig 1.

The training set is computed in such a way that it contains 80 images from each category. The test set contains remaining 40 images from each category. One of the performance measures for image retrieval is precision which is defined below,

\[
\text{Precision} = \frac{\text{Number of relevant images retrieved}}{\text{No of images retrieved}}
\]

![Graph showing comparative study of Existing Kernel Functions Used With SVMActive and the Proposed Method After Three Feedback Rounds Before Dimensionality Reduction.](image)

The graph of number of images retrieved vs. precision of the system in Stage 1 is shown in fig 2. It shows that the proposed method performs better than other 3 methods for instance when 20 images are retrieved the proposed method has 100% precision whereas SVMActive used with Radial Basis kernel gives 95% precision, with polynomial degree 2 kernel gives 85% precision and with polynomial degree 4 kernel gives 65% precision.
The graph of number of images retrieved vs. precision of the system in Stage 2 is shown in fig 4. The graph shows that the proposed method performs better in reduced dimensionality condition, than other 3 methods for instance when 40 images are retrieved the proposed method has 98% precision whereas SVM Active used with polynomial (degree 4 kernel) gives 92% precision, with polynomial degree 2 kernel gives 80% precision and with polynomial degree 4 kernel gives 72% precision.

**FIGURE 3:** Comparative Study of Existing Kernel Functions Used With SVM Active and the Proposed Method After Three Feedback Rounds After Dimensionality Reduction With PCA.

**FIGURE 4:** Proposed Method With and Without Dimensionality Reduction by PCA.
FIGURE 5: Comparative Study of Proposed Method Before and After Dimensionality Reduction by PCA.

The number of images retrieved vs. precision graph in fig 4 shows a comparison of the performance of the proposed method in Stage 1 and Stage 2.

FIGURE 6: Another Comparative Study of Proposed Method Before and After Dimensionality Reduction by PCA.

The method without using PCA shows a sharp fall in performance whereas the one with using PCA gradually degrades its performance. Fig 5 and 6 also shows the comparison in the form of simulation results. In fig 5 the query image is a close up view of the white rose. Here dimensionality reduction phase returns those images which have more such type of images as the query image. Similarly in fig 6 the breadth of the field and sky in the query image is preserved more in the returned images after dimensionality reduction.

9. CONCLUSION AND DISCUSSIONS

The proposed method is efficient because unnecessary zero dimensions are deleted. Hence number of computations lessens for drawing the hyperplane using SVM as well as for nearest neighbor computation.

For large databases, the complexity can be reduced by sampling the database as we have done. Further sub sampling may further reduce the complexity. A future direction of research may be to use large databases and efficiently sub sampling them for using the proposed method and the results could be verified.
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Abstract

A lot of research has been undertaken and is being carried out for developing an accurate classifier for extraction of objects with varying success rates. Most of the commonly used advanced classifiers are based on neural network or support vector machines, which uses radial basis functions, for defining the boundaries of the classes. The drawback of such classifiers is that the boundaries of the classes as taken according to radial basis function which are spherical while the same is not true for majority of the real data. The boundaries of the classes vary in shape, thus leading to poor accuracy. This paper deals with use of new basis functions, called cloud basis function (CBF) neural network which uses a different feature weighting, derived to emphasize features relevant to class discrimination, for improving classification accuracy. Multi layer feed forward and radial basis function (RBF) neural network are also implemented for accuracy comparison sake. It is found that the CBF NN has demonstrated superior performance compared to other activation functions and it gives approximately 3% more accuracy.

Keywords: Accuracy assessment, Image Segmentation, Image classification, Object based image analysis, Radial basis functions neural network.

1. INTRODUCTION

Object based image classification methods are increasingly used for classification of land cover/use units from high resolution images, and often the final result is close to the way a human analyst would interpret the image. Object based image classification does not operate directly on single pixels, but image objects which refer to homogeneous, spatially contiguous regions. These are obtained by dividing an image, namely image segmentation, which is a challenging problem due to the fact that it is no longer meaningful to carry out this task on a pixel-by-pixel basis. The fine spatial resolution implies that each object is now an aggregation of a number of pixels in close spatial proximity, and accurate classification requires that this aspect be considered. To deal with the problem of complexity of high resolution images, the image is first segmented into homogeneous regions, and a set of features are computed for each region segment. These
segments are classified using one or more of the machine learning algorithms. In the present study, various activation functions for artificial neural network classification are considered. This method basically includes three steps. 1) Image segmentation to extract the regions from the pixel information based on homogeneity criteria. 2) Calculation of spectral parameters like mean vector, texture, NDVI and spatial/shape parameters like aspect ratio, convexity, solidity, roundness and orientation for each region. 3) Classification of image using the region feature vectors using suitable classifiers such as NN.

Supervised classification is one of the most commonly undertaken analyses of remotely sensed data. The output of a supervised classification is effectively a thematic map that provides a snapshot representation of the spatial distribution of a particular theme of interest such as land cover. The goal of a supervised image classification system is to group images into semantic categories giving thus the opportunity of fast and accurate image search. To achieve this goal, these applications should be able to group a wide variety of unlabelled images by using both the information provided by unlabelled query image as well as the learning databases containing different kind of images labelled by human observers. In practice, a supervised image classification solution requires three main steps: pre-processing, feature extraction and classification [1]. Based on this architecture, many image classification systems have been proposed, each one distinguished from others by the method used to compute the image signature and/or the decision method used in the classification step. Artificial Neural Network (ANN) and Support Vector Machine (SVM) are commonly used advanced methods for supervised classification of remotely sensed data [2]. The serious drawback of SVM is that the boundaries of the classes as taken according to radial basis function networks are spherical while the same is not true for majority of the real data. The boundaries of the classes vary in shape, thus leading to poor accuracy. This work is developed on the modified RBFs neural network based classifier for object based classification of high resolution satellite remotely sensed images. The new basis functions, called cloud basis functions use a different feature weighting, derived to emphasize features relevant to class discrimination as discussed in [3]. Further, these basis functions are designed to have multiple boundary segments, rather than a single boundary as for RBFs. This new enhancement to the basis function along with a suitable training algorithm allows the neural network to better learn the specific properties of the problem domain. The boundaries of classes considered are not spherical but a set of boundaries is considered for each class, which promises higher accuracy theoretically. This technique is emphasized specifically for multi-spectral satellite images. Thus it was aimed to propose a suitable classifier for the high resolution satellite remotely sensed images and to test the applicability of modified cloud basis functions for the field of remote sensing.

This paper is discussed under five different headings. In Section 2, proposed methodology for object based image segmentation and classification are elaborated. Some of the feature vectors are also discuss in the same section. In Section 3, comprises of experimental results and discussions. Section 4 summarizes the research findings and points out avenues for possible future works.

2. METHODOLOGY

The proliferation of high-spatial resolution multispectral imagery from satellite and aerial sensors (e.g. IKONOS from GeoEye, Inc., QuickBird from DigitalGlobe, Inc., ADS40 from Leica Geosystems, Inc.) has significantly changed the level of sophistication required in digital image processing [4]. In this paper we propose an approach for improving the accuracy of object based supervised image classification using Cloud Basis Functions Neural Network for high resolution remotely sensed multi-spectral satellite images, such as IKONOS or QuickBird.

Proposed Methodology for Object Based Image Segmentation

Over the last decade the analysis of Earth observation data has evolved from what were predominantly per-pixel multispectral-based approaches, to the development and application of
multiscale object-based methods. To empower users with these emerging object-based approaches, methods need to be intuitive, easy to use, require little user intervention, and provide results closely matching those generated by human interpreters. In an attempt to facilitate this, we present object-specific segmentation as an integrative object-based approach for automatically delineating image-objects (i.e., segments) from a high-spatial resolution remotely sensed image [5]. Object-based image analysis subdivides the image into meaningful homogeneous regions not only based on spectral properties but also on shape, texture, size, and other topological features, and organizes them hierarchically as image objects (also referred to as image segments) [6]. The segmentation procedure (extraction of the image objects) is controlled by the user-specified scale (size) or resolution of the expected objects. Object-based approaches have been successful for land-use and land-cover classification [7][8]. Classification of high-resolution satellite images using standard per-pixel approaches is difficult because of the high volume of data, as well as high spatial variability within the objects. One way to deal with this problem is to reduce the image complexity by dividing it into homogenous segments prior to classification. This has the added advantage that segments can not only be classified on basis of spectral information but on a host of other features such as neighborhood, size, texture and so forth. The proposed methodology for object based image segmentation is shown in Fig 1.

**FIGURE 1:** Proposed methodology for object based image segmentation
Segmentation of the images is carried out using the region based algorithms such as morphological marker based watershed transform by employing the advantages of multi-resolution framework and multi-scale gradient algorithms. The segmentation of the color images is obtained using watershed transform to get its homogenous regions. Classification technique is then applied into these homogenous regions taking the shape, texture and spectral properties of the regions. The proposed algorithm is given below:

- Apply multi-resolution framework (here Daubech6 family of wavelet transform is used) to input image.
- Use multi-scale gradient algorithms to calculate color gradient.

The morphological gradient of each band of the image is calculated using equation (1)

\[ G(f) = (f \oplus B) - (f \ominus B) \]  

where \( G(f) \) = Morphological color gradient,

\( f \) = Given image

\( B \) = Structuring element.

\[ G(f) = \sqrt{(G_r(f))^2 + (G_g(f))^2 + (G_b(f))^2} \]  

(2)

\( G_r(f) \) = Gradient of the red band,

\( G_g(f) \) = Gradient of the green band and

\( G_b(f) \) = Gradient of the blue band.

The multi-scale morphological color gradient is dilated with a square structuring element of size 2x2.

- The markers can be extracted from white top-hat or black top-hat transform. But extracted markers from either white or black top-hat will miss some of the objects. So, to utilize the advantage of both top-hat, markers are extracted using morphological laplacian [9], which can be defined as:

\[ L(f) = g^+(f) - g^-(f) \]  

(3)

where \( g^+(f) \) = White top hat transform and

\( g^-(f) \) = Black top hat transform.

For utilizing the spectral property of the image, markers are extracted from morphological color laplacian of the image; and is calculated using equation (4)

\[ L(f) = \sqrt{(L_r(f))^2 + (L_g(f))^2 + (L_b(f))^2} \]  

(4)

where \( L(f) \) = Morphological color gradient,

\( L_r(f) \) = Gradient of the red band,

\( L_g(f) \) = Gradient of the green band and

\( L_b(f) \) = Gradient of the blue band.

- Apply connected component labeling to connect various labels.
- Morphological marker based watershed transform algorithm is used for region segmentation [10].
- Region merging is done to avoid over-segmentation.
- Mosaic image is generated.
- Inverse wavelet transform is used to generate high resolution image.

The output of the watershed transform may result in over-segmentation. To merge the adjacent region or the homogenous regions; region merging criterion is implemented. Each segmented object or region is assigned the average grayscale of each band to generate the
mosaic color image. To get the final segmentation at high resolution image, low frequency coefficient of the wavelet is replaced with mosaic image, while detailed coefficients of the wavelet are modified so as to avoid noise introduced back into the finer image. Inverse wavelet transform is then applied on these modified images to get the high resolution segmented image.

2.2. Feature Vector Extraction

In general, physical features have certain associations with spectral features, hence they can be identified by using multi-spectral information from the remotely sensed images. Features of objects can be further divided into three categories:

- Geometric
- Spectral or thematic
- Textural

A feature vector of all the regions present in the image is calculated. For this work totally 8 features were calculated. The first three values correspond to the values of region’s average color in multi-spectral space. The next three features are related to the shape of the region such as solidity, aspect ratio and eccentricity. The next features correspond to the texture features of each region like contrast ASM etc.[11].

2.3. Object Based Image Classification

Many classifiers are available for classification of multi-spectral satellite images. These include discriminate analysis, maximum likelihood classification scheme, etc. A major disadvantage of these classifiers is that they are not distribution free. This has prompted significant increase in use of ANN for classification of remotely sensed images [12]. Several other reasons can be sited in favor of Neural Network (NN) based classifiers as listed below [13].

- Each of the (region) parameters will be in a different numerical range, some in [0,1], some in [0, 255], etc. Rescaling all parameters to a single range can affect the inter-class and intra-class separation.
- NN classifiers can detect and use to their advantage non-linearity in data patterns.
- Ancillary data can be included in NN classifiers.
- NN architectures are flexible which can be easily optimized for performance.
- NN can handle multiple subcategories per class.

Multi Layer Feed Forward (MLFF) and Radial Basis Function (RBF) NN classification techniques are widely used remote sensing applications. In this study we consider one more type of NN classifier called Cloud Basis Function (CBF) NN.

2.3.1. Multi Layer Feed Forward Neural Networks

Typically an MLFF NN consists of a set of sensory units (source nodes) that constitute the input layer, one or more hidden layers of computation nodes, and an output layer of computation nodes. The input signal propagates through the network in a forward direction on a layer-by-layer basis. Learning in MLFF NN consists of two passes through the different layers of the network: a forward pass and a backward pass. In the forward pass, an input pattern is applied to the sensory nodes of the network and its effect propagates through the network layer by layer. Forward pass is followed by a backward pass. During backward pass the error signal (difference between actual output of the network and the desired output) is propagated backward through the network, against the direction of synaptic connections. Hence it is named as back-propagation [14]. The synaptic weights are adjusted to make the actual response of the network move closer to the desired response. Following parameters are considered while implementing RBF ANN,

- Number of input nodes = 7
- Number of output nodes = 9
- Number of hidden layers = 1
- Number of nodes in each hidden layer = 8
- Learning rate = 0.79
- Momentum = 0.5
- Normalization factor for patterns = 255
2.3.2. Radial Basis Function Neural Networks

Design of RBF NN can be viewed as a curve fitting approximation in a high dimensional space. Learning is equivalent to finding a surface in a multidimensional space that provides a best fit to the training data. Correspondingly generalization is equivalent to the use of this multidimensional surface to interpolate the test data. The construction of a RBF NN, in its most basic form, involves three layers with entirely different roles. The input layer is made up of source nodes (sensory units) that connect the network to its environment. The second layer, the only hidden layer in the network, applies a nonlinear transformation from the input space to the hidden space; where hidden space is in general of high dimensionality. The output layer is linear, supplying the response of the network to the activation pattern applied to the input layer. A mathematical justification for the rationale of a nonlinear transformation followed by a linear transformation may be traced back to an early paper by [15]. According to this paper, a pattern-classification problem cast in a high dimensional space is more likely to be linearly separable than in a low-dimensional space. Following parameters are considered while implementing RBF ANN,

- Number of input nodes = 7
- Number of output nodes = 9
- Number of hidden layers = 1
- Number of nodes in each hidden layer = 8
- Learning rate = 0.85
- Momentum = 0.5
- Normalization factor for patterns = 255

2.3.3. Proposed Object Based Supervised Image Classification using Cloud Basis Function Neural Networks

Rather than treating image as set of pixels if we treat it as a set of objects more information can be extracted, as with pixels only intensity values can be used. And with the construction of regions, knowledge is given to the system to classify. This is similar to the way human brain analyzes an image by breaking it down into various objects and uses features such as shape, texture, color and context along with the its cognizance powers to interpret the image. Therefore, dividing the image into regions and then opt for classification is better than per pixel classification. Hence cloud basis function neural network is used which is essentially a form of neural network with modification in radial basis function neural network, the algorithm is as follows:

Creating the modified radial basis function neural network
- Define the input nodes, which take in as input the data from the images.
- Define the intermediate nodes for basis function mapping, which map the inputs to the basis space through the Gaussian functions.
- Define the output nodes, which form the classes in the image.

Programming the training algorithm for the neural network
- Apply k-means clustering for initial data to find the possible basis function centers, \( \mu \).
- Form the basis function mappings.
- Calculate the scale factors, for each of the basis function centers with respect to each of the other basis function centers.

\[
\omega_{p,j} = \frac{1}{2} \sum_{i=1}^{d} \left(\mu_{pi} - \mu_{ji}\right)^2
\]

(5)

where, \( \omega_{p,j} \) = Scale factor of the boundary segment between \( p \)th mean and \( j \)th mean
\[
\left(\mu_{pi} - \mu_{ji}\right) = \text{Euclidian distance between } p \text{th mean and } j \text{th mean}
\]
\( d \) = Number of features in each object
And the default scale factor as the mean of all the scale factors as

$$\omega_{0,j} = \frac{1}{k}\sum_{p=1}^{k} \omega_{p,j}$$  \hspace{1cm} (6)

where, $\omega_{0,j} =$ Default scale factor for $j^{th}$ mean

- Compute the output matrix of the basis function mapping, $\varphi$, for the input samples.

$$\varphi\left(x | \mu_j, \{\omega\}_j, U_j \right) = \exp\left(-\frac{\sum_{i=1}^{d} u_{n,j} (x_i - x_j)^{2}}{\left(Sel\{\omega\}, 1, x\right)^{2}}\right)$$ \hspace{1cm} (7)

where, $\varphi\left(x | \mu_j, \{\omega\}_j \right) =$ Basis function output for sample $x$ belonging $j^{th}$ to cluster

$$Sel\{\omega\}_j \left|x \right.$$, $j =$ Boundary segment selected for sample $x$

$$\left(x_i - u_{ij}\right)^{2}$$ $=$ Euclidian distance between sample $x$ and $j^{th}$ mean

- Compute the post basis function weight matrix, $W$.

$$W = (\varphi)^{-T}$$ \hspace{1cm} (8)

where $(\varphi)^{-} =$ Pseudo inverse of the output of the basis function matrix

$T =$ Target Vector

- Compute the output of the network for the input samples and the error in the output with respect to the target vector $T$ as the Euclidean distance from the target vector.

- Update the scale factors and the basis function centers based on the error in the output of the network using the supervised iterative gradient descent algorithm.

$$\{\omega\}^m_j = \{\omega\}^{m-1}_j - \frac{\partial E}{\partial \{\omega\}^{m-1}_j}$$ \hspace{1cm} (9)

- After iterative gradient descent is complete for the training iteration, the network output for all the training samples is calculated.

$$Network\_Output = \Phi * W$$ \hspace{1cm} (10)

where, $\Phi =$ Basis function output matrix and

$W =$ Post basis function weight matrix

- According to the network output, classify the pixels and partition the training set into two sets of classified $\{X^C\}$ and misclassified samples $\{X^M\}$.

- If the number of misclassified samples is less than a set threshold, or if the number of misclassified samples doesn’t change in successive cycles, stop training.

- For all the classes for which the number of misclassified samples is greater than the set threshold, add a basis function to improve the representation of the class.

- Repeat the training algorithm till a maximum number of epochs are completed or till the number of misclassified samples do not change with the increasing basis functions.

Classifying the test images using the network

- Input the test images for classification

- Obtain the output matrix for the classification details of the image
Calculate the classification accuracy of the network.

Following parameters are considered while implementing CBF NN,
- Total number of training samples taken = 135
- Maximum number of training iterations = 10
- Maximum number of iterations for the iterative gradient descent for updating the scale factors calculated during each training iteration = 2
- Learning rate for the iterative gradient descent for updating the scale factors calculated during each training iteration = 0.2
- Maximum number of neighboring functions, for each basis function = 7 to 11
- Maximum number of misclassified samples, which when exceeded, a new basis function is to be added to the network = 10

3. RESULTS AND DISCUSSION

We have implemented object based Multi Layer Feed Forward, Radial Basis Functions and Cloud Basis Function Neural Network in order to compare the accuracies with different activation functions. All these algorithms are implemented using C/C++ on Windows platform with Pentium 4 processor machine. The methodology is tested on a QuickBird window (2000 x 2000 pixels) of an urban fringe area comprising a few buildings, a quarry site, ponds, road, vegetation and foot paths. This image was retrieved on August 2001. On ground, it covers the Powai Area of Mumbai City. The study area is located between latitude (19 07' 14.69"N - 19 06' 39.98"N) and longitude (72 53' 43.07"E - 72 54' 29.08"E) as shown in Fig.2.

The image was classified into 9 prominent classes covering a majority of the land cover features, Lake, Pool, Vegetation, Field, Road, Shadow, Bright Roof, and Dark Roof and Mountain. Accuracy and error statistics were computed for each activation function. Fig. 3 and Fig 4 depict output of object based classification using MLFF and RBF NN respectively which clearly indicates that object based classification is not a universal remedy, it is evident that regions are misclassified. For example, the roads and buildings or the grass and tree are spectrally similar and have a significant amount of spectral overlap. This is the primary reason for the large number of misclassifications between these classes. Similarly a part of the lake is being classified as a pool; an entire lake is classified as shadow, etc. This happens due to spectral
closeness of these regions. In order to reduce misclassification we need to take into consideration ancillary data (contextual data) available about the image.

**FIGURE 3:** Classified image using MLFF

**FIGURE 4:** Classified image using RBF
For example, if a region is classified as a shadow then there has to be tall structure in the vicinity of the shadow. Hence some improvement can be observed in Fig 5 which is classified image by CBF. There are plenty of geometrical information such as object feature, shape feature, texture, and contextual relation feature and so on. In this paper we add other feature information into feature space, which is area, entropy, shape index and contextual relation feature. Accuracy assessment is a general term for comparing predicted (i.e., classification) results to geographical reference data that are assumed to be true. This comparison is typically achieved by a basic subjective assessment of the observed difference in accuracy but should be undertaken in a statistically rigorous fashion. A set of reference objects representing geographic points on the classified image is required for the accuracy assessment. Randomly selected reference objects lessen or eliminate the possibility of bias.

![Classified image using CBF](image)

**FIGURE 5:** Classified image using CBF

A random stratified sampling method was used to prepare the ground reference data. This sampling method allocates the sample size for each land use based on its spatial extent. A summary of accuracy and error statistics of all mentioned kernels can be found in Table 1.

<table>
<thead>
<tr>
<th>Classes</th>
<th>ANN (MLFF)</th>
<th></th>
<th>ANN (RBF)</th>
<th></th>
<th>ANN (CBF)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CA</td>
<td>PA</td>
<td>CA</td>
<td>PA</td>
<td>CA</td>
<td>PA</td>
</tr>
<tr>
<td>Lake</td>
<td>0.8434</td>
<td>0.9357</td>
<td>0.8974</td>
<td>0.9127</td>
<td>0.8105</td>
<td>0.8045</td>
</tr>
<tr>
<td>Pool</td>
<td>0.9820</td>
<td>0.9658</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.8750</td>
</tr>
<tr>
<td>Vegetation</td>
<td>0.8456</td>
<td>0.8834</td>
<td>0.8473</td>
<td>0.8494</td>
<td>0.9000</td>
<td>0.8750</td>
</tr>
<tr>
<td>Field</td>
<td>0.9248</td>
<td>0.8452</td>
<td>0.9308</td>
<td>0.8242</td>
<td>0.8954</td>
<td>1.0000</td>
</tr>
<tr>
<td>Road</td>
<td>0.5414</td>
<td>0.6143</td>
<td>0.5064</td>
<td>0.6873</td>
<td>0.9000</td>
<td>1.0000</td>
</tr>
<tr>
<td>Shadow</td>
<td>0.9632</td>
<td>0.9658</td>
<td>1.0000</td>
<td>0.9711</td>
<td>0.7988</td>
<td>0.8873</td>
</tr>
<tr>
<td>Bright Roof</td>
<td>0.9873</td>
<td>0.9921</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.9059</td>
<td>0.7660</td>
</tr>
<tr>
<td>Dart Roof</td>
<td>0.5360</td>
<td>0.6898</td>
<td>0.5760</td>
<td>0.6388</td>
<td>0.8514</td>
<td>0.8000</td>
</tr>
<tr>
<td>Mountains</td>
<td>0.7255</td>
<td>0.6585</td>
<td>0.5395</td>
<td>0.6445</td>
<td>0.9808</td>
<td>0.8750</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.8272</td>
<td></td>
<td>0.8542</td>
<td></td>
<td>0.8962</td>
<td></td>
</tr>
<tr>
<td>Kappa Coefficient</td>
<td>0.8319</td>
<td></td>
<td>0.8491</td>
<td></td>
<td>0.8735</td>
<td></td>
</tr>
</tbody>
</table>

CA = Consumer's Accuracy
PA = Producer's Accuracy

**Table 1.** Accuracy and error statistics of object based supervised image classifier
The object based classification using CBF outruns the other kernel based NN classifiers in overall accuracy. The kappa coefficient which is 0.8319 and 0.8491 are low indicating the MLFF and RBF method are still an unsatisfactory one to classify remotely sensed images, where as for CBF it is recorded as 0.8735.

4. CONCLUSION
This paper attempts to study and compare the accuracy of object based image classifiers. The object based image analysis greatly reduced the salt-and-pepper classification effect in the classified image without adversely affecting the classified image accuracy. This greatly improves the visual effect of the classified image.

ANN has the advantages mainly of more tolerance to noise inputs and representation of boolean function apart from others, but too many attributes may result in over fitting. It was found that the neural network classifier trained using the standard back-propagation algorithm produced marginally better results compared to the other methods. The study shows that CBF NN improves the classification accuracy, though the CBF, being a relatively new technique in the remote sensing arena requires further study. A combined approach to classification using object based methods and contextual information available about the image, seems promising and needs further exploration.
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Abstract

An interferogram filtering is presented in this paper. The main concern of the proposed scheme is to lower the residues count mean while preserving the location and jump height of the lines of phase discontinuity.

The proposed method uses Steerable wavelet decomposition. At each scale, a noise covariance matrix is estimated for the neighborhood of each pixel using an interferogram power spectral density. The estimated covariance is then used to produce a maximum a-posteriori estimate of the noise-free value of the pixel. After the image has been "de-noised" at each scale-level, it is then reconstructed.

Based on Portilla et. al., neighborhoods of coefficients at adjacent positions and scales are modeled as the product of two independent random variables, the Bayesian least squares estimate of each coefficient reduces to a weighted average of the local linear estimates over all possible values of the hidden multiplier variable. The performance of this method substantially has the advantages of reducing number of residuals without affecting line of height discontinuity.

Keywords: Radar Imaging, Phase Unwrapping, Interferogram, Gaussian scale mixtures

1. INTRODUCTION

Synthetic aperture radar (SAR) enables imaging of the ground by processing microwave backscattering data collected along the flight path of an airborne or space borne platform. This results in high-resolution images of the local complex reflectivity of the ground. For the SAR images obtained from slightly different flight paths, the complex-valued pixels of one image are multiplied with the co-registered complex conjugate pixels of the other, the phase of the resulting product image constitutes a SAR interferogram. The significance of this phase image is that it contains information on terrain height. With proper processing, it yields a so-called digital elevation model (DEM) which represents the topography of the terrain. Other significant of using phase image is to measure land subsidence, snow motion, monitoring sand dunes movements, and many others.

The SAR interferogram presents two main features preventing its direct use. The first one is that the phase is wrapped within the interval (-π, π), due to the periodic nature of the phase signal. In order to obtain the absolute phase, and therefore, to obtain the height information, it
is necessary to unwrap the phase signal [1]. From the other side, the interferometric phase signal is corrupted by noise. This noise, on a first stage, will affect the unwrapping process as it induces phase residues, which make the unwrapping process difficult. On a second stage, the own noise degrades the derived height information. In order to overcome these problems it is necessary to introduce a phase filtering process before phase unwrapping. This filtering process can be also thought as an estimation process.

The key computational problem in obtaining the DEM lies in the fact that the measured phase differences are undetermined within multiples of $2\pi$. They are given as a wrapped phase field of principal values with range from $-\pi$ to $\pi$. It is necessary to perform a 2-D phase unwrapping operation, which removes phase jumps between neighboring pixels larger than $\pi$ by adding or subtracting multiples of $2\pi$ so that the resulting distribution can be considered as samples of an underlying smooth function. This is a noise-sensitive problem and subject of recent research [2]. The 2-D phase unwrapping problem can be stated as follows:

$$\psi(n_1,n_2) = \text{Arg} \{ e^{i\phi(n_1,n_2) + \text{noise}} \}$$  \hspace{1cm} (1)

where $\psi$ is the noisy wrapped interferogram, $\phi$ are samples of a smooth phase surface, and $|\text{Arg}(.)| \leq \pi$ is determination of an estimate $\phi$ from $\psi$. A major challenge of 2-D phase unwrapping comes from the fact that the noise in (1) due to, temporal de-correlation introduces local inconsistencies of the data referred to as residues. Any phase unwrapping algorithm is sensitive to the presence of residues that make contour integrations path-dependent.

Many interferogram filtering are introduced. Lee et. al. demonstrated that the interferometric phase noise can be modeled as an additive noise [3]. Other algorithm is based on a new interferometric phase noise model in the complex plane [2]. Some estimate the InSAR phase within a local estimation window based on the InSAR sample statistics [4, 5]. In general it can be stated that filtering process is mandatory as it not only reduces the error probability in subsequent phase unwrapping but also increases processing speed considerably [3].

This paper is a modification version of Portilla et. al. where local residual removal solution based on Baysian least square estimator is used. A model for neighborhoods of oriented pyramid coefficients based on Gaussian scale mixture is used and noise covariance matrix is estimated for the neighborhood of each pixel using an interferogram power spectral density via different sets of window shapes. We assume based on [6, 7] that the amplitude of coefficients of similar position, orientation and scaled are highly correlated. These higher order dependencies may be modeled by augmenting a factor for local dependences (Gaussian) with random variables that govern the parameters (variance). The remainder of the paper is organized as follows: section 2 focus on the interferometric residual model, section 3 describe a brief introduction to steerable pyramid wavelet transform, section 4 depict the interferogram probability model, section 5 emphasis the proposed filtering process, section 5 shows the experiment result, and section 6 represents the conclusion.

2. INTERFEROMETRIC RESIDUAL MODEL
The interferometric phase is due to the interaction between two SAR images. The statistical behavior of the interferometric phase depends on this interaction. The interferometric coherence is the amplitude of the correlation coefficient between the two complex SAR images:

$$\rho = \frac{E \{ I_1 I_2^* \}}{\sqrt{E \{ |I_1|^2 \} E \{ |I_2|^2 \}}} e^{i\phi}$$ \hspace{1cm} (2)

Where $I_1$ and $I_2$ represent the two SAR images, $\rho$ is the coherence and $\phi$ is the corresponding interferometric phase. The interferometric phase has been completely
characterized in the real domain. For Gaussian scattering model and distributed scatterers, the interferometric phase follows the following distribution [1].

$$P_\phi(\phi) = \frac{\Gamma(n+\frac{1}{2})(1-|\rho|^2)^n \beta}{2\sqrt{\pi} \Gamma(n)(1-\beta^2)^{n+1/2}} + \frac{(1-|\rho|^2)^n}{2\pi} _2F_1(n,1/2;\beta^2)$$  \hspace{1cm} (3)

Where $\beta = |\rho| - \cos(\phi - \beta)$, $_2F_1$ represents the Gauss hyper-geometric functions and $n$ is the number of looks. The probability density function (pdf) eq. (3) is symmetric (mod $2\pi$) about its mode, which occurs at $\phi$. Based on the distribution of the interferometric phase eq. (2), [3] demonstrated that the interferometric phase noise can be modeled as an additive Gaussian noise [8, 9]

$$\phi_z = \phi_x + v$$  \hspace{1cm} (4)

Where $\phi_z$ is the measured interferometric phase, $\phi_x$ is the real interferometric phase and $v$ represents the noise with the distribution listed in eq. (3). The measured phase $\phi_z$ can be encoded in the complex plane as a point in the unit circle:

$$e^{j\phi_z} = \cos(\phi_z) + j \sin(\phi_z)$$  \hspace{1cm} (5)

Using the distribution (3) together with the properties of the trigonometric functions, the real and imaginary parts of (5) can be modeled as [9].

$$\cos(\phi_z) = N_c \cos(\phi_x) + v_c$$  \hspace{1cm} (6)

$$\sin(\phi_z) = N_c \sin(\phi_x) + v_s$$  \hspace{1cm} (7)

Based on (2), it can be demonstrated that the value of $N_c$, for $n = 1$, is:

$$N_c = \frac{\pi}{4}|\rho|^2 F_1(1/2,1/2;|\rho|^2)$$  \hspace{1cm} (8)

As equations (6), (7), and (8) show, $N_c$ only depends on $\rho$. The terms $v_c$ and $v_s$ can be considered as noise terms, as their means are zero. These noise terms depend on the interferometric phase $\phi_x$. This dependence does not affect the mean, which is zero, but only the standard deviation [9]. The dependence with the interferometric phase $\phi_x$ can be neglected, and then, the variance of the noise terms can be approximated by the function:

$$\sigma_{v_c}^2 = \sigma_{v_s}^2 = \frac{1}{2} \left[ 1 - |\rho|^{0.68} \right]$$  \hspace{1cm} (9)

Eq's (6) and (7) can be seen respectively as a noise model for the real and imaginary parts of the interferometric phase in the complex plane. In each case, the signals to recover are $\cos(\phi_x)$ and $\sin(\phi_x)$. These signals are multiplied by $N_c$. As shown before, this parameter behaves in the same way as the coherence $\rho$ does, so instead assuming it as a noise parameter, it can be considered as a useful parameter to recover. It was demonstrated that $N_c$ can be employed to estimate the coherence $\rho$ [9]. The main feature of this way to estimate the coherence is that the coherence information can be estimated with high spatial resolution.

3. STEERABLE PYRAMID

The Steerable Pyramid is a linear multi-scale, multi-orientation image decomposition that provides a useful front-end for image-processing and computer vision applications. It was developed in order to overcome the limitations of orthogonal separable wavelet decompositions that were becoming popular for image processing (specifically, those representations are heavily aliased, and do not represent oblique orientations well). Once the orthogonality constraint is dropped, it makes sense to completely reconsider the filter design.
problem (as opposed to just re-using orthogonal wavelet filters in a redundant representation, as is done in cycle-spinning or undecimated wavelet transforms!). Detailed information may be found in the references listed below.

The basis functions of the steerable pyramid are directional derivative operators that come in different sizes and orientations. An example decomposition of an image of a white disk on a black background is shown to the right. This particular steerable pyramid contains 4 orientation sub-bands, at 2 scales. The number of orientations may be adjusted by changing the derivative order (for example, first derivatives yield two orientations). The smallest sub-band is the residual low-pass information. The residual high-pass sub-band is not shown.

Figure (1) shows the block diagram for the decomposition (both analysis and synthesis). Initially, the image is separated into low and high-pass sub-bands, using filters \( L_0 \) and \( H_0 \). The low-pass sub-band is then divided into a set of oriented band-pass sub-bands and a low pass sub-band. This lower pass sub-band is sub-sampled by a factor of 2 in the X and Y directions. The recursive (pyramid) construction of a pyramid is achieved by inserting a copy of the shaded portion of the diagram at the location of the solid circle (i.e., the low-pass branch) [10].

**Figure: (1) Block diagram for Steerable Pyramid decomposition (analysis and synthesis).**

4. INTERFEROGRAM PROBABILITY MODEL

Multiscale representations provide a useful front-end for representing the structures of 2-D signals. But they are critically sampled (the number of coefficients is equal to the number of image pixels), and this constraint leads to disturbing visual artifacts (i.e., “aliasing” or “ringing”). A widely followed solution to this problem is to use basis functions designed for orthogonal or biorthogonal systems, to reduce or eliminate the decimation of the subbands [11]. Once the constraint of critical sampling has been dropped, there is no need to limit oneself to these basis functions. Significant improvement comes from the use of representations with a higher degree of redundancy, as well as increased selectivity in orientation [12]. For the current paper, we have used a particular variant of an over complete tight frame representation known as a steerable pyramid [13]. The basis functions of this multiscale linear decomposition are spatially localized, oriented, and span roughly one octave in bandwidth. They are polar-separable in the Fourier domain, and are related by translation, dilation, and rotation.

4.1 Gaussian Scale Mixtures

Let an interferogram is decomposed into oriented subbands at multiple scales, and Let \( x_{cs,o}(n,m) \) the coefficient corresponding to a linear basis function at scale \( s \), orientation \( o \), centered at spatial location \( 2sn, 2sm \). We denote as \( x_{s,o}(n,m) \) a neighborhood of coefficients clustered around this reference coefficient . in our case the neighborhood include coefficients from three subbands at adjacent scale (i.e., corresponding to basis functions at nearby scales and orientations), as well as from the same subband. Thus taking advantage of the strong statistical coupling observed through scale in multiscale representations.
Lee et. al. proposed that the residuals are characterized with an additive model [3]. We assume the coefficients within each local neighborhood around a reference coefficient of a pyramid subband are characterized by a Gaussian scale mixture (GSM) model. Formally, a random vector is a Gaussian scale mixture if and only if it can be expressed as the product of a zero-mean Gaussian vector \((u)\) and an independent positive scalar random variable \((\sqrt{z})\)

\[
X = u \cdot \sqrt{z}
\]

the variable \(z\) is known as the multiplier. The vector \(x\) is thus an infinite mixture of Gaussian vectors, whose density is determined by the covariance matrix \(C_u\) of vector \(u\) and the mixing density \(p_z(z)\), and \((\equiv)\) mean equal in distribution.

4.2 Modeling Wavelet Coefficients

In order to construct model for interferogram, one must specify both the neighborhood structure of the coefficients, and the distribution of the multipliers. Regardless to the neighborhood structure of the coefficients, the window selected should be aligned along fringes to include pixels having approximately the same elevation. For steep slope areas, the fringe rate is high. Square windows, will cover more than one fringe. This will destroy the continuity of fringes and make phase unwrapping difficult. Consequently, directional windows should be used, such as the ones shown in Fig. 2. This makes filtering more effective in preserving the fringe pattern [3].

![Figure 2: Sixteen directional masks for phase noise filtering. Only the white pixels are included in the computation.](image)

For neighborhood structure GSM is used as a local description of the behavior of the cluster of coefficients centered at each coefficient in the pyramid. Since the neighborhoods overlap, each coefficient will be a member of many neighborhoods. The local model implicitly defines a Markov model, described by the conditional density of a coefficient in the cluster given its surrounding neighborhood, assuming conditional independence on the rest of the coefficients. In this paper, we simply use the estimation problem for the reference coefficient at the center of each neighborhood independently. To complete the interferogram model we need to specify the probability density, \(p_z(z)\), and interferogram power spectral density (PSD).

4.3 Probability Density for Multiplier

Several authors have suggested the generalized Gaussian (stretched exponential) family of densities as an appropriate description of wavelet coefficient marginal densities [14, 15]:

\[
\frac{1}{\sqrt{2\pi \alpha}} \exp\left(-\alpha (\log|x| - \beta)^p\right)
\]

where the scaling variable controls the width of the distribution, and the exponent \((p)\) controls the shape, and is typically estimated to lie in the range \([0.5, 0.8]\) for image subbands. Although these can be expressed as GSM's, the density of the associated multiplier has no closed form expression, and thus this solution is difficult to implement [16]. Others stated that the density of the log coefficient magnitude, \(\log x\), may be expressed as a convolution of the densities of \((\log u)\) and \((\log z)\). Since the density of \((u)\) is known, this means that estimation of the density of \(z\) may be framed as a deconvolution problem. The resulting estimated density may be approximated by a Gaussian, corresponding to a lognormal prior for the \(z\). This solution has two drawbacks. First, it is only valid to the case when all the neighbors have the same marginal statistics, which, in practice requires they all belong to the same subband. Second, it is estimated from the noise-free coefficients, and it is difficult to extend it for use in the noisy case.

In this paper we use what is a so-called non-informative prior [16-17], which has the advantage that it does not require the fitting of any parameters to the noisy observation. Such solutions have been used in establishing marginal priors for image denoising [18]. In the context of estimating the multiplier from coefficients, this takes the form:
Where $I(z)$ is the Fisher information matrix. Computing this for the GSM model is straightforward

$$I(z) = E\left\{ \frac{\partial^2 \log p(x|z)}{\partial z^2} \right\}$$

(11)

$$- \frac{\partial^2 \log p(x|z)}{\partial z^2} = \frac{\partial^2}{\partial z^2} \left[ \frac{1}{2} \left( N \log(z) + \log C_u + \frac{x^T C_u^{-1} x}{z} \right) \right]$$

$$= \frac{N}{2z^2} + \frac{x^T C_u^{-1} x}{2z^3}$$

(12)

taking the square root of the expectation, and using the fact that $E\{x^T C_u^{-1} x\} = z$ we obtain Jeffrey’s prior which corresponds to a constant prior on $\log(z)$.

$$p_z(z) \propto \frac{1}{z}$$

(13)

### 4.4 Interferogram PSD

The analysis presented in this section is based on the basic SAR interferometric system mode [19]. As shown in fig. 3, input to the system are the complex reflectivity functions $x_i(t)$, $i = 1; 2$. The impulse response functions are denoted with $h_{SAR,i}(t)$, $i = 1; 2$. Each of these point target responses describes the individual end-to-end SAR imaging system. Finally, the interferogram $\Phi_z(t; \tau)$ is formed from the focused SAR images $i_1(t; \tau)$ and $i_2(t; \tau)$. Here we introduce the variable $t[s]$ to denote a time dimension (range or azimuth), and the extension to the two-dimensional domain is straightforward.

![Interferometric system Model](image)

The distributed scattered model constitutes the input to the interferometric system. The inputs $x_1(t)$ and $x_2(t)$ are correlated, unit variance complex, zero-mean Gaussian processes constructed from $a(t)$, $b(t)$, and $c(t)$ which are uncorrelated Gaussian type

$$x_1(t) = \sqrt{1 - \gamma_T^2} a(t) + \sqrt{\gamma_T^2} c(t)$$

(14)

$$x_2(t) = (\sqrt{1 - \gamma_T^2} b(t) + \sqrt{\gamma_T^2} c(t)) \exp(-j2\pi \varphi)$$

a mutual correlation is realized by the factor $\gamma_T$ (temporal coherence), and $\varphi$

$$S_{\varphi} = \frac{S_{a2a2}(f) \otimes S_{a1a1}(f)}{S_{a1a1}(f)} \left| \int S_{a2a2}(f) df \right|^2 \delta(f - \varphi)$$

(15)

denotes a fringe frequency attached to the second interferometric channel for ease of formulation. All parameter cases discussed in the following section are based on
subsequently derived formulation of the interferogram PSD function. For transfer functions with finite bandwidth (which is true for any real SAR system), the interferometric PSD is easily calculated as the Fourier transform of the interferogram sample autocorrelation function (ACF) [20].

Equation (15) represents the normalized interferogram PSD so as to emphasize that the square of the coherence determines the line mass of its right-hand-side second term (\(\otimes\) denotes cross correlation).

\[ S_{I1 I1}(f) \text{ and } S_{I2 I2}(f) \text{ denote the PSDs of the SAR images, and } \delta(.) \text{ denotes the Dirac Delta Distribution. As can be shown, the fringe frequency is found as frequency shift in the argument of the Delta function. From the definition of the interferogram ACF (Holzner 2002), it is clear that no phase bias can be measured neither from the interferogram ACF nor from the interferogram PSD. As described by [10], the individual terms of the PSD are defined as:} \]

\[ S(f) = P_S(f) + m \delta (f) \]  

(16)

The first term of the PSD is referred to as pedestal \(P_S(f)\) with an integral value of 1 (due to the normalization of the power spectrum), and \(m\) refers to the spectral line mass.

5. INTERFEROGRAM FILTERING

Recognizing the residuals sensitivity of 2-D phase unwrapping algorithms, it would be useful to reduce the residuals from the measured interferogram before processing them further. The main concern in the proposed scheme is not to affect the fringes (line of discontinuity) with respect to their location, sharpness, and jumps of height. Other requirements are low computational complexity, robustness, and ease of use.

Our filter procedures use the top-level structure as most previously published approaches and can be summarize as follows:

1) Decompose the interferogram into pyramid subbands at different scales and orientations;
2) Apply the filter at each subband, except for the low pass band.
3) Invert the pyramid transform, obtaining the denoised image.

The assumption that the residuals exhibits a white Gaussian with known variance [3] is used in this paper. A vector \(y\) corresponding to a neighborhood of \(N\) observed coefficients of the pyramid representation can be expressed as

\[ y = x + w = \sqrt{z}u + w \]  

(17)

Based on GSM structure of \(N\) Coefficients, and the assumption that the residuals act as independent additive Gaussian. The parameters \(u, w,\) and \(z\) are independent, both \(u\) and \(w\) are zero-mean Gaussian vector [19], with associative covariance \(C_u\) and \(C_w\), the density of the observed neighborhood vector conditioned on \(z\) is a zero-mean Gaussian, with covariance \(C_{yx} = zC_u + C_w\). The neighborhood noise covariance, \(C_w\), is obtained by decomposing a function \(\sigma_\sqrt{N_xN_y} PSD_r(i)\) into pyramid subbands, where \(N_x, N_y\) are the interferogram dimensions, and \(PSD_r(i)\) is the inverse Fourier transform of the square root of the interferogram power spectral density. This signal has the same power spectrum as the residual, but it is free from random fluctuations. Elements of \(C_w\) may then be computed directly as sample covariance (i.e., by averaging the products of pairs of coefficients over all the neighborhoods of the subband). Given \(C_w\), the signal covariance \(C_u\) can be computed from the observation covariance matrix. \(C_u\) is computed from \(C_{yx}\) by taking expectations over \(z\): taking an assumption that \(E\{z\} = 1\).

\[ C_y = E\{z\}C_u + C_w \]  

(18)
5.1 Bayes Least Square Estimation
For each neighborhood, we wish to estimate $x_c$, the reference coefficient at the center of the neighborhood, from $y$, the set of observed coefficients. The Bayes least squares (BLS) estimate is just the conditional mean.

$$E\{x|y\} = \int x \cdot p(x|y) dx$$

Thus, the solution is the average of the Bayes least squares estimate of $x$ when conditioned on $z$, weighted by the posterior density, $p(z|y)$. We now describe each of these individual components.

According to GSM model, the neighborhood coefficients of vector $x$ is Gaussian when conditioned on $z$. Coupled with the assumption that the residuals are characterized as Gaussian noise. This means that the expected value inside the integral 8 is local linear (Wiener) estimate. Writing this for the full neighborhood vector

$$E\{x|y, z\} = zc_n (zC_n + C_w)^{-1} y$$

Portellia et. al, simplified this expression [10] result in:

$$E\{x|y, z\} = \sum_{i=1}^{N} \frac{zm_{ij} \lambda_n v_n}{\lambda_n + 1}$$

where $m_{ij}$ represents an element (i-th row, j-th column) of the matrix $M$, $s$ is the symmetric square root of the positive definite matrix $c_w$ and $A$ is the eigenvalue expansion of the matrix $S^{-1}C_n S^{-T}$, $\lambda_n$ are the diagonal elements of $A$, $v_n$ is the elements of $v = M^{-1} y$, and $c$ is the index of the reference coefficient within the neighborhood vector, which considered a first part of eq. (8). The other component of the solution given in (8) is the distribution of the multiplier, conditioned on the observed neighborhood values. We use Bayes' rule to compute this

$$p(z|x) = \frac{p(y|z)p_z(z)}{\int_{0}^{\infty} p(y|x) p_z(x) dx}$$

we choose a non-informative Jeffrey's prior, corrected at the origin, for the function $p_z(z)$. The conditional density $p(y|z)$ is given in eq. (6), and its computation may be simplified using the relationship in eq. (10) and the definition of $v$

$$p(y|z) = \frac{\exp\left(-\frac{1}{2} \sum_{n=1}^{N} \frac{v_n^2}{z\lambda_n + 1}\right)}{\sqrt{(2\pi)^N|C_w| \prod_{n=1}^{N} (z\lambda_n + 1)}}$$
5.2 Filtering Process
According to the proposed scheme and [16], Filtering interferogram process can be summarized as follows:
1) Decompose the interferogram into subbands.
2) For each subband (except the low-pass):
   a) Compute neighborhood noise covariance from the image-domain noise covariance.
   b) Estimate noisy neighborhood covariance.
   c) Estimate $C_u$ from $C_w$ and $C_v$ using eq. (18).
   d) For each neighborhood:
      i) For each value $z$ in the integration range:
         A) Compute $E\{x, y, z\}$ using eq. (21).
         B) Compute $p(y|z)$ using eq. (23).
      ii) Compute $p(z|y)$ using eqs. (22) and (13).
      iii) Compute $E\{x, y\}$ numerically using eq. (19).
3) Reconstruct the denoised image from the processed subbands and the lowpass band.

6. EXPERIMENTAL RESULTS
The proposed scheme for interferogram filtering is applied to real interferometric SAR (InSAR) image. The size of the image in pixels is 512 (azim uth) × 512 (range). The estimated surfaces are compared with the reference digital Elevation Model (DEM). Figure 4-a) shows the phase image of original interferogram while figure 4-b) shows the reference DEM. In the available literature on interferogram filtering, the method of choice is often judged by visually comparing original and processed interferogram. In addition to visual judgment, quantitative evaluations are used during this work includes:
   a) Peak Signal to Noise Ratio (PSNR) between filtered and original phase.
   b) Reduction of the residuals counts.
   c) Quantitative effect on phase unwrapping.
In order to evaluate the effect of complex interferogram filtering on 2-D phase unwrapping quantitatively, we consider determination of the phase field estimation by means of Goldstein algorithm [1]. The unwrapped phase values are compared with the reference data shown in figure 4(b). Three other filtering algorithms are used for evaluation, they are: pivoting median filter [1]. With 3X3 window size, 2) max-flat filter defined in [1] and modified Goldstein filter [21].

In general, it can be stated that the Peak Signal to Noise Ratio (PSNR) for proposed scheme reaches 45 db. Moreover the number of residuals after filtering process decreased by 78.6%. Table 1 summarizes the PSNR and residual counts for different techniques.
Another evaluation parameter applied to the complex interferogram filtering is subsequent phase unwrapping including height inversion (DEM). This is done by taking the interferogram with and without preprocessing as input to Goldstein algorithm [1]. Table 2 lists the average errors between wrapped phase with and without preprocessing and the original height values. It is verified that the proposed scheme introduces the best average error, affecting directly the accuracy of terrain height.

<table>
<thead>
<tr>
<th></th>
<th>Original Interferogram</th>
<th>Proposed</th>
<th>Max-flat</th>
<th>Pivoting Median</th>
<th>Modified Goldstein</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (dB)</td>
<td>45</td>
<td>11.6</td>
<td>15.7</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Number of Residues</td>
<td>13785</td>
<td>2956</td>
<td>12306</td>
<td>1843</td>
<td>3456</td>
</tr>
</tbody>
</table>

**Table 1: Performance Evaluation Measures**

<table>
<thead>
<tr>
<th></th>
<th>DEM without filtering</th>
<th>DEM after proposed filtering</th>
<th>DEM after Max-flat</th>
<th>DEM after Pivoting Median</th>
<th>Modified Goldstein</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average error (Meter)</td>
<td>63.1</td>
<td>12.3</td>
<td>42.3</td>
<td>97.6</td>
<td>18</td>
</tr>
</tbody>
</table>

**Table 2: Average Error of Height Inversion of Input Interferogram using Different Filters**

**Figure 4:** Demonstrate the Input Phase Images a) Original Unwrapped Phase. b) Reference Wrapped Phase.

**Figure 5:** Demonstrate the output Images a) filtered Unwrapped Phase. b) Wrapped Phase.
Qualitative measures of the output phase data, as shown in figure (3), indicate the superiority of the proposed scheme. It demonstrates good adaptively of proposed scheme as it reduces the residues count while preserving edges and fine details. The pivoting median filter gives good results of residues reduction but introduces smoothness at level of phase details. Max-flat filter is better than pivoting median filter. The output wrapped phase data is shown in figures (6), while figures (7,8) shows the 3d and close look images for better evaluation process.

![Figure 6: Output Unwrapped Phase Data after Different Filtering Process](a) proposed  (b) Max-Flat  (c) Pivoting Median  (d) Modified Goldstein
CONCLUSIONS

To obtain a more accurate unwrapped phase, a new scheme has been proposed based on a local Gaussian scale mixture model for reduction residual counts in interferogram. The approach uses Steerable wavelet decomposition. At each scale, a noise covariance matrix is estimated for the neighborhood of each pixel using interferogram power spectral density. The covariance is then used to produce a maximum a-posteriori estimate of the noise-free value of the pixel. After the image has been de-noised at each scale-level, it is then reconstructed.
Comparing with other interferogram filtering, the proposed scheme achieves 78.6% in reduction of residual count. On the other hand Max-Flat, Pivoting Median, and modified Goldstein has also the ability to reduce the residues count by 10.7%, 86.7% and by 74.9 respectively.

Comparing the unwrapped phase with reference DEM, median filter achieves higher average error followed by Max-flat, modified goldstein and the proposed method comes with the lowest average error. The results of the unwrapped phase image show that the proposed scheme has the ability to reduce the residues count while preserving the phase discontinuity.

It has been proved that lowering residues count does not guarantee high unwrapping accuracy; since the median filter has the ability to reduce the residual count by 86.7% meanwhile introduces the worst DEM accuracy with 97.7 meter as an average error.
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Abstract
Modality reduction by using the Eigentransform method can not efficiently work, when number of training sets larger than image dimension. While modality reduction by using the first derivative negative followed by feature extraction using Two Dimensional Discrete Cosine Transform has limitation, which is feature extraction achieved of face sketch feature is included non-dominant features. We propose to select the image region that contains the dominant features. For each region that contains dominant features will be extracted one frequency by using Two Dimensional-Discrete Cosine Transform. To reduce modality between photographs as training set and face sketches as testing set, we propose to bring the training and testing set toward new dimension by using the first derivative followed by negative process. In order to improve final result on the new dimension, it is necessary to add the testing set pixels by using the difference of photograph average values as training sets and the corresponding face sketches average as testing sets. We employed 100 face sketches as testing and 100 photographs as training set. Experimental results show that maximum recognition is 93%.

Keywords: Face sketch, one frequency, new dimension, dominant and additional features selection.

1. INTRODUCTION
During the last several years, feature detection was conducted by many researches [1], [2], [3], [4]. Besides feature detection, extraction feature has been also conducted for face recognition, such as Principal Component Analysis [10], Linear Discriminant Analysis [11], [12], Radial Basis Function [6], Linear Locality Preserving Projection [7], Elastic Bunch Graph Matching [8], Kernel Principal Component Analysis [5], Kernel Linear Discriminant Analysis [9] and Independent Component Analysis [13]. However, face sketch recognition by using photograph as training set has not been conducted by researchers [1], [14], [15]. Besides high dimension, problem in face sketch recognition is difference modality, where face photograph images as training set and face sketch images as testing set have big difference modality. Popular method used to reduce the difference in modality is the Eigentransform [15], but this method can not efficiently work, when number of training sets larger than image dimension, because number of covariance value dimension larger than image dimension. To overcome this problem, we propose to improve modality reduction and feature extraction process. Our dimension reduction proposed method does not depend on number of training set. To improve modality reduction process, it is
necessary to bring photograph as training set and sketch as testing set toward new dimension by using the first derivative followed by negative process. Lastly, to enhance result of modality reduction on new dimension, the difference between training and testing set average value is added to the corresponding testing set. To achieve dominant feature on new dimension of the training and testing set, we propose to select regions that contain face dominant features and additional features to eliminate of feature’s location errors.

2. FACE SKETCH RECOGNITION [15]

Face recognition has become interesting issue in biometrics research field. Unfortunately, there are many researchers who have not thought about face sketch interpretation [1] and recognition [15]. In fact, when there was a criminal case, while the camera is not installed around the scene, the witnesses and sketcher will be main key to solve this case. Therefore, it is necessary to conduct research about ‘face sketch recognition’. In face sketch recognition, face photograph images as training set and face sketch images as testing set have different modality. Distance between two face photograph images of different person is smaller than distance between face photograph images and face sketch images of same person [1], [15]. Therefore, to recognize face sketch without reducing modality is not supported.

Xiaoou Tang transformed face photograph images to face sketch images by using the Eigentransform [15]. It is method for reducing difference of modality based on the Principal Component Analysis [15]. Consider face photograph images \( M \times N \), \( N \) represents number of dimension and \( M \) represents number of training set \([P_1, P_2, \ldots, P_M]\) and \( P_i \) is the Eigenface of training set, covariant of training set can be computed by using the following equation

\[
C = \sum_{i=1}^{M} (P_i - m_p)(P_i - m_p)^T = AA^T
\]

\( m_p \) represents face photograph image average, \( A_p \) represents training set vector, which is composed in the matrix form

\[
A_p = [P_1 - m_p, P_2 - m_p, \ldots, P_m - m_p]
\]

Based on the Singular Value Decomposition (SVD) method, \( E_p \) can be expressed by using the following equation

\[
E_p = A_p V_p \Lambda_p^{-1/2}
\]

\( V \) and \( \Lambda \) are the Eigenvector and Eigenvalue respectively. New image \( P \) can be reconstructed by using the following the equation

\[
P_r = E_p W_p + m_p
\]

\( W_p \) represents weight vector that can be computed from image projection to \textit{Eigen faces}

\[
W_p = E_p^T (P - m_p)
\]

Based on equation (4) and (5), reconstruction of training set can be re-represented by using the following the equation

\[
P_r = A_p V_p \Lambda_p^{-2} W_p + m_p = A_p C + m_p
\]

However, the Eigentransform has a weakness, if number of image dimensions is smaller than number of training set, then this method can not efficiently work.
3 PROPOSED METHOD
Photograph and sketch image are two images with different modality. Two photograph images of different person have smaller distance than photograph and sketch of same person. It shows that, besides feature extraction process, modality is main key to recognize face sketch before feature extraction is conducted. To maximize feature extraction on face photograph and sketch image, it is necessary to remove non-face and non-dominant face feature regions. Examples of non-face image are the image background, neck and clothes. Non dominant face feature, included hair and ear. Dominant face features, included left eyebrow, right eyebrow, left eye, right eyebrow, nose and lips. To reduce error in feature extraction, it is necessary to add additional features region closed to dominant face features region. We proposed framework as seen in Figure 1.

3.1. Transformation toward New Dimension
Consider $f(x, y)$ and $g(x, y)$ are training and testing set respectively. To reduce the differences in the modality, for both training and testing set should be brought toward new dimension. First derivative is used to apply it. To improve the result of the first derivative, it is necessary to bring negative form. The first derivative of the training set can be expressed by using the following equation

$$f' = \begin{bmatrix} f'_x \\ f'_y \end{bmatrix} = \begin{bmatrix} \frac{\partial f}{\partial x} (x, y) \\ \frac{\partial f}{\partial y} (x, y) \end{bmatrix}$$

(7)

FIGURE 1 Framework of Proposed Method
The Sobel operator is based on convolving the image with a small, separable, and integer valued filter in horizontal and vertical direction and is therefore relatively inexpensive in terms of computations. Vertical and horizontal derivative can be approximated by using the following equation

\[
\begin{align*}
\Delta f_x &= \left[ f(x+1, y-1) + 2f(x+1, y) + f(x+1, y+1) - f(x-1, y-1) - 2f(x-1, y) - f(x-1, y+1) \right] - \\
\Delta f_y &= \left[ f(x-1, y+1) + 2f(x, y+1) + f(x+1, y+1) - f(x-1, y-1) - 2f(x, y-1) - f(x+1, y-1) \right]
\end{align*}
\]

Equation (10) and (11) can be written in the matrix form as follows

\[
\begin{align*}
f_x' &= \begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{bmatrix} \\
f_y' &= \begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
1 & 0 & 1
\end{bmatrix}
\end{align*}
\]

The magnitude of these equations can be calculated by using the following equation

\[
f'[f(x, y)] = \sqrt{(f_x')^2 + (f_y')^2}
\]

To simplify the convolution result using the Sobel Operator on face photograph images as training set, it can be written in the following equation

\[
f'(x, y) \xrightarrow{1st Derivative} f'(x, y)
\]

And negative of Equation (15) can be written in the following equation

\[
\sim f'(x, y) = 255 - f'(x, y)
\]

Similarly, it can be applied into face sketch as testing set. The result of the sobel operator on face sketch images as testing set can be expressed as follows

\[
g'(x, y) \xrightarrow{1st Derivative} g'(x, y)
\]

And negative of Equation (17) can be written in the following equation

\[
\sim g'(x, y) = 255 - g'(x, y)
\]

To improve the result of new dimension on face sketch, it is necessary to add the testing set by using the difference of average photograph values as training sets and face sketches average on the corresponding testing sets. It can be modeled by using the following equation

\[
\sim g'(x, y) = \sim g'(x, y) + \bar{f}_{training} - \bar{g}_{testing}
\]
Where $f_{training}$ represents training sets average value and $g_{training}$ is the corresponding testing set average value, therefore $f_{training}$ is constant, while $g_{training}$ based on testing set.

3.2. Localizing and Feature Selection

If photograph image is represented by using $f(x, y)$ as training set and face sketch is represented by using $g(x, y)$ as testing set, then images will be split into $c$ columns and $r$ rows. To achieve feature dominant, it is important to select regions that contain dominant features, such as left eyes, right eyes, left eyebrow, right eyebrow, nose and lips. In this research, image will be split into 7 columns and 18 rows, so there are 126 regions for each image as seen in Figure 1. Based on Figure 1, we have selected 13 regions that contain dominant and 12 additional features regions to reduce feature's location errors as seen in Table 1. In order to reduce feature's location error, we added 2 regions above right eyebrow location (region feature labels are 31 and 38), 2 regions above left eyebrow location (region feature labels are 33 and 40), 2 regions above nose feature (region feature labels are 46 and 53) and 6 regions below lips feature (region feature labels are 87, 88, 89, 94, 95 and 96). The result of feature selection for Figure 2 can be seen in Figure 3.

![Figure 2](image1.png)

**FIGURE 2** Image was split into 126 regions (7 columns and 18 rows)

![Figure 3](image2.png)

**FIGURE 3** Selection of Feature’s Regions to achieve Feature’s Dominant and Their Additional to Reduce Feature’s Error Location
While feature’s region labels can be seen in Table 1

<table>
<thead>
<tr>
<th>No</th>
<th>Features</th>
<th>Region Feature Labels</th>
<th>Additional Region Feature Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Right Eyebrow</td>
<td>45</td>
<td>31 and 38</td>
</tr>
<tr>
<td>2</td>
<td>Right Eye</td>
<td>52</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Left Eyebrow</td>
<td>47</td>
<td>33 and 40</td>
</tr>
<tr>
<td>4</td>
<td>Left Eye</td>
<td>54</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>Nose</td>
<td>53, 60 and 67</td>
<td>46 and 53</td>
</tr>
<tr>
<td>6</td>
<td>Lips</td>
<td>73, 74, 75, 80, 81 and 82</td>
<td>87, 88, 89, 94, 95 and 96.</td>
</tr>
</tbody>
</table>

**TABLE 1** Label of Feature’s Region and Their Additional

### 3.3. Feature extraction by Using Two Dimensional Discrete Transform (2D-DCT)

In order to achieve image features, we proposed to apply 2D-DCT for each region selected. To preserve region selected, for both feature and additional feature regions, we extracted features based on original feature location. Feature extraction resulted is based on location for each region. If number of regions selected are 25 region, then number of frequencies resulted are 25. 2D-DCT can be written in the following equation

\[
C(u,v) = \frac{2}{\sqrt{M,N}} \alpha(u)\alpha(v) \sum_{x=0}^{N-1} \sum_{y=0}^{M-1} f(x,y) \cos\theta \cos\varphi
\]  

(20)

Where

\[
\theta = \left[ \frac{\pi(2x+1)u}{2N} \right]
\]

(21)

\[
\varphi = \left[ \frac{\pi(2y+1)v}{2M} \right]
\]

(22)

\[
\alpha(u) = \begin{cases} 1 & \text{Untuk } u = 0 \\ \frac{1}{\sqrt{N}} & \text{Untuk } u \neq 0 \end{cases}
\]

(23)

\[
\alpha(v) = \begin{cases} 1 & \text{Untuk } v = 0 \\ \frac{1}{\sqrt{N}} & \text{Untuk } v \neq 0 \end{cases}
\]

(24)

Consider an image \(f(x,y)\), \(w\) and \(h\) are width and height of image respectively. If it is divided into \(c\) columns and \(r\) rows, then the area for each region \(L_i\) and \(i\) expresses region index, for each region can be written in the following equation

\[
L_i = \frac{w \cdot h}{c \cdot r}
\]

(25)

If number of selected regions and additional regions are \(R\) and \(A\) respectively, then number of processes required to extract an image with one frequency on each region using equation (20), (21), (22), (23) and (24) can be written by using the following equation

\[
nL = \frac{w \cdot h}{c \cdot r} (R + A)
\]

(26)

If the features extraction used is selected regions only, then number of processes required to extract an image can be expressed by using the following equation
Based on equation (26) and (27), the greater number of selected regions and additional regions, then the longer time the process required.

3.4. Similarity Measurement

To classify the result of feature extraction, four similarity measurement methods are used, which are the Euclidian Distance \(d_1\), Angular Separation \(d_2\) and the Canberra \(d_3\), as written in the following equations:

\[
d_1(f(x, y), g(x, y)) = \sqrt{\sum_{k=1}^{n_F} (f(x, y)_k - g(x, y)_k)^2}
\]

\[
d_2(f(x, y), g(x, y)) = \sum_{k=1}^{n_F} \frac{f(x, y)_k \cdot g(x, y)_k}{\|f(x, y)_k\| \cdot \|g(x, y)_k\|}
\]

\[
d_3(f(x, y), g(x, y)) = \sum_{k=1}^{n_F} \frac{|f(x, y)_k - g(x, y)_k|}{|f(x, y)_k| + |g(x, y)_k|}
\]

4 EXPERIMENTAL RESULTS AND DISCUSSION

In this research, we employed 100 face photograph images as training set (image samples can be seen in Figure 4) and 100 face sketch images as testing set (image samples can be seen in Figure 5). We perform two experiments. The first experiment was conducted by using 13 regions that contain feature dominant and secondly experiment was conducted by using 25 regions, which are 13 regions that contain feature dominant and 12 additional regions as seen in Table 1. Experimental results of our proposed method can be seen in Table 2.

On the first experiment, errors occurred are caused by deviation on feature selection of face sketch, for both the training and the testing set. Error of Features selection has caused the frequency difference between features of the corresponding training and the testing set. This difference will cause errors in classification. Based on Table 2 can be shown that the first experiment accuracies for the Euclidian Distance, the Angular Separation and the Canberra are 91%, 90% and 91%.

The weakness of the first experiments can be improved by additional features for each the corresponding features. On the second experiment, additional features of the area around of the corresponding feature causes number of generated frequencies more than the first experiment. However, the frequency difference between the corresponding training and testing set produces smaller frequencies than the first experiment. It can reduce the error rate that occurred in the first experiment. The Accuracies of the second experimental results are 91%, 92% and 93%. It shows that additional region selection can improve face sketch recognition of the first experimental.

Our proposed method has higher recognition than our previous research. On our previous research obtained maximum recognition accuracy reached only 89% [3].
**FIGURE 4** samples of 6 person face photograph images

**FIGURE 5** samples of 6 person face sketch images

<table>
<thead>
<tr>
<th>Experimental Results</th>
<th>The number of Regions Used</th>
<th>Face Sketch Recognition (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Euclidian Distance</td>
</tr>
<tr>
<td>1st</td>
<td>13</td>
<td>91</td>
</tr>
<tr>
<td>2nd</td>
<td>25</td>
<td>91</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>91</td>
</tr>
<tr>
<td>Maximum</td>
<td></td>
<td>91</td>
</tr>
</tbody>
</table>

*Table 2* Experimental Results of Our Proposed Method

### 5 CONCLUSION AND FUTURE WORK

In this paper, we can show that

1. Combining of feature extraction between dominant features and additional features can produce higher face sketch recognition than feature extraction using dominant features only.

2. Improvement of new dimension transformation results on face sketch by adding the difference of average photograph values face sketches average and dominant features selection followed by dominant features selection, additional features selection and
feature extraction can obtain higher face sketch recognition than without dominant feature and additional features selection.

3. Errors that occurred in face sketch recognition are caused error in dominant features and additional features selection.

4. Generally, Errors occurred on the first and the second experiment are caused by errors in the dominant features selection of face sketch, it can produce high frequency difference value of corresponding data training and data testing. This difference will cause errors in classification.

For future work, we will detect feature location first to obtain more accurate position of features before feature extraction is conducted. To improve similarity measurement, the Support Vector Machine method will be used.
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Performance Comparison of Face Recognition Using DCT Against Face Recognition Using Vector Quantization Algorithms LBG, KPE, KMCG, KFCG

Abstract

In this paper, a novel face recognition system using Vector quantization (VQ) technique is proposed. Four different VQ algorithms namely LBG, KPE, KMCG and KFCG are used to generate codebooks of desired size. Euclidean distance is used as similarity measure to compare the feature vector of test image with that of trainee images. Proposed algorithms are tested on two different databases. One is Georgia Tech Face Database which contains color JPEG images, all are of different size. Another database used for experimental purpose is Indian Face Database. It contains color bitmap images. Using above VQ techniques, codebooks of different size are generated and recognition rate is calculated for each codebook size. This recognition rate is compared with the one obtained by applying DCT on image and LBG-VQ algorithm which is used as benchmark in vector quantization. Results show that KFCG outperforms DCT and other three VQ techniques and gives better recognition rate up to 85.4% for Georgia Tech Face Database and 90.66% for Indian Face Database. As no Euclidean distance computations are involved in KMCG and KFCG, they require less time to generate the codebook as compared to LBG and KPE

Keywords: Face Recognition, DCT, VQ, KFCG, LBG
1. INTRODUCTION

Information is an important asset and can be in any form. Widespread use of the internet is making access and transmission of the information much easier. Particularly, the ability to access the information in an efficient manner has become a crucial issue. Hence some security measures must be provided so that only authorized users can access the intended information. Fingerprint recognition, speech recognition, iris recognition etc. are different recognition techniques that can be used for this purpose. But each of them has its own drawbacks. Special equipments to capture the input for recognition system and willingness of an individual to undergo testing procedure can hinder the implementation of these security measures. Face recognition is one of the important techniques and has become an interesting research topic due to its enormously commercial and law enforcement applications [1]. Face recognition is challenging because it is a real world problem. The human face is a complex, natural object that tends not to have easily (automatically) identified edges and features. Because of this, it is difficult to develop a mathematical model of the face that can be used as prior knowledge when analyzing a particular image. A human face is complex object with features that can vary over the time due to aging. Other factors that influence face recognition include shape, pose, poor lighting, occlusion, sunglasses, long hair, or other objects partially covering the subject’s face and low resolution images [1].

Face recognition as a security measure has an advantage that it does not require any extensive equipment to capture the image of an individual and also explicit co-operation from an individual is not expected [10, 34]. Face recognition can also be used in human-computer interaction. A face recognition system is a process of automatically identifying or verifying a person from a digital image. In face recognition applications, original input image is of high dimension. Feature extraction is the most important step in face recognition, which reduces high dimensional image data to low dimensional feature vectors. A face recognition system can operate in following two modes:

Verification: A one to one comparison of a captured biometric with a stored template to verify that the individual is who he claims to be.

Identification: A one to many comparisons of the captured biometric against a biometric database in attempt to identify an unknown individual. The identification only succeeds in identifying the individual if the comparison of the biometric sample to a template in the database falls within a previously set threshold [15].

In this paper, the goal is to present effective face recognition system by using vector quantization technique. Vector Quantization (VQ) is simpler method for data compression and has been successfully used in various applications involving VQ based encoding and VQ based recognition. VQ consists of three steps Codebook design, Encoding and Decoding.

The rest of the paper is organized as follows: in section 2 we present related work carried out in the field of face recognition. In section 3 we discuss vector quantization. In section 4 our proposed approach is presented. Section 5 elaborates the experiment conducted. Results are tabulated in section 6. Conclusion has been outlined in section 7.

2. RELATED WORK

In face recognition system feature extraction plays an important role to create more robust systems [1].

Various techniques are proposed till now to extract feature vector from the image. PCA [15], Wavelet analysis, LDA [16], EBGM [15] are to name the few. Principle Component Analysis (PCA) approach is used to reduce the dimension of data by means of data compression basics and reveals the most effective low dimensional structure of facial patterns [17]. This reduction in dimension removes information that is not useful and precisely decomposes the face structure into orthogonal components known as eigenfaces. Each face image is represented as a feature
vector which is stored in a 1D array. A distance between the respective feature vectors of images is compared to find the match [18]. In LDA samples of unknown classes are classified based on training samples of known classes. Whereas nonlinear characteristics of face are considered in EBGM. DCT [26] has been used as a feature extraction step in various studies on face recognition. Other transforms like Walsh-Hadamard transform [30, 31, 32], Wavelet transform also have been proposed [9, 24, 25, 28, 35].

For Recognizing objects from large image databases, histogram based methods were proposed in last decade. Initially, this idea was based on color histograms that were launched by Swain and Ballard [19]. Following this idea numerous developments were made by different people, exploiting this idea, such as texture histograms for 2D object recognition suggested by Gimelfarb and Jain [20], shape-index histograms for range image recognition proposed by Dorai and Jain [21] and relational histograms used by Huet and Hancock [22] for line-pattern recognition. Similarly, one dimensional (ID) and two dimensional (2D) histograms are also proposed with diverse variations like ID shape index histogram, 2D maximum and minimum curvature histogram, 2D mean and Gaussian curvature histogram and 2D shape index and curvedness histogram in [23]. Based on vector quantization algorithm, VQ histogram method is proposed by Kotni [1]. Closest distance between histograms of different face images can be used for recognition purposes. Different distance measures may affect the recognition rate [22]. Euclidean distance can be used as it produces stable and satisfactory results [23].

2.1 Feature Extraction Using 2D-DCT on the Image

DCT technique that we have applied is as follows:

1) Read the color image from the database.
2) Convert the image into grayscale and resize it to size 128x128.
3) Apply 2D-DCT on this preprocessed image to obtain feature vector of an image.
4) Repeat steps 1 through 3 for each database image.
5) Read query image.
6) Repeat steps 2 and 3 for each query image to obtain its feature vector.
7) Calculate Euclidean distance of query image with each image in the database using equation (1).

\[ ED = \sqrt{\sum_{i=1}^{n} (V_{pi} - V_{qi})^2} \] .................................................... (1)

where \( V_{pi} \) and \( V_{qi} \) be the feature vectors of image P and Q respectively. Minimum Euclidean distance gives the closest matching image from the database. Accuracy of this algorithm is discussed in result section.

3. Vector Quantization [2, 7, 8]

VQ can be defined as a mapping function that maps k dimensional vector space to a finite set \( CB = \{C_1, C_2, C_3, \ldots, C_N\} \). The set \( CB \) is called codebook consisting of N number of codevectors and each codevector \( C_i = \{c_{i1}, c_{i2}, c_{i3}, \ldots, c_{ik}\} \) is of dimension k. The key to VQ is the good codebook. There are various codebook generation algorithms available in literature [7].

Vector quantization is composed of three operations: Codebook design, Encoding and Decoding. The input to the encoder is a vector and output is the index of the codevector that shows closest matching with that of input vector. In this case the closest match is found by evaluating the Euclidean distance between the input vector and each codevector in the codebook. Once the closest codevector is found, the index of that codevector is sent through a channel. When the decoder receives the index of the codevector, it replaces the index with the associated codevector [3]. Various techniques to generate the codebook are available. Codebook can be generated in spatial domain by clustering algorithms or using transform domain techniques [11].
The method most commonly used to generate codebook is the Linde-Buzo-Gray (LBG) algorithm [2, 7, 8].

### 3.1 Linde-Buzo-Gray (LBG) Algorithm [2,3,4]

Initially entire training vector of an image acts as one cluster. Centroid of this cluster is calculated. This is the first codevector (CV). Constant error is added to CV which gives two new vectors V1 and V2. Euclidian distance of all training vectors with V1 and V2 is calculated. Training vectors having minimum Euclidian distance with V1 than V2 are grouped into one cluster and remaining are grouped into another cluster. Now centroids of these two clusters are calculated which are nothing but the two new codevectors. These vectors overwrite the value CV in the codebook. Thus two new clusters are formed and codebook size has become two. In second iteration above procedure is repeated for two new clusters. It generates four new clusters. Then this procedure is repeated for each new cluster till codebook of desired size is generated [2].

![FIGURE 1: LBG for two dimensional case](image)

### 3.2 Kekre’s Proportionate Error Algorithm (KPE) [6, 33]

This algorithm is same as LBG, but the difference is, instead of adding constant error to codevector, we add proportionate error. Number of Euclidean distance computations required in LBG and KPE are 2N and numbers of comparisons are also 2N. Here N is the total number of training vectors in each iteration to generate clusters.

### 3.3 Kekre’s Median Codebook Generation Algorithm (KMCG) [6, 29]

In this algorithm the training vector matrix T is sorted with respect to first column of the training vector. The median of training vector is selected and put into the codebook. Now codebook size is one. Matrix T is divided into two equal parts. Each part is sorted with respect to second column of the matrix. Median of each sorted part is chosen and written into the codebook. Codebook size is now increased to two. Each half obtained in previous step is again divided into two half parts. Thus four parts are obtained. Each of these parts is sorted with respect to next column number i.e. with respect to third column. Median of each cluster is chosen and written into the codebook. This gives codebook of size four. This process is repeated till the codebook of desired size is generated. As Euclidian distance computation is not required while generating the codebook, this algorithm generates codebook in a faster way.

### 3.4 Kekre’s Fast Codebook Generation Algorithm (KFCG) [5, 27, 30]

KFCG does not use Euclidean distance to generate the codebook. Let T is the initial training vector. T contains m training vectors each of size k. \( T = \{X_1, X_2, ..., X_m\} \) and \( X_1 = \{x_{11}, x_{12}, ..., x_{1k}\} \).
Initial codevector C1 is computed as centroid of training vector T. In first iteration, first element of each training vector of T is compared with the first element of codevector. i.e. if $x_{i1} < C_{11}$ then put $X_i$ in cluster 1 else in cluster 2.

In second iteration, split cluster 1 into two by comparing $x_{i2}$ with second element of the centroid of cluster 1 and cluster 2 into two by comparing $x_{i2}$ with second element of the centroid of cluster 2. Repeat this procedure till codebook of desired size is generated.

3.5 Proposed Method

Figure 4 shows steps involved in proposed method.

- Divide the image into 2x2 size non overlapping block
- Create initial vector considering R, G, B values of each pixel
- Using LBG/ KPE / KMCG / KFCG VQ technique generate codebook of desired size
- Compare codebook of test image with codebook of trainee image using Euclidean distance as a similarity measure
- Declare the database image as a matching image for which Euclidean distance is minimum
- Calculate Recognition Rate

FIGURE 2: KFCG for two dimensional case with first iteration

FIGURE 3: KFCG for two dimensional case with second iteration

FIGURE 4: Flowchart for face recognition system using proposed VQ techniques
3.6 Query execution

Here the codebook of query image is generated by applying proposed VQ technique. This codebook is compared with other codebooks in codebook database using direct euclidean distance as similarity measure which is given in equation (1). Codebooks of size 4, 8, 16, 32, 64, 128, 256, 512 are generated using LGB, KPE, KMCG and KFCG algorithms. Recognition rate in each case is calculated and compared. Recognition rate is calculated as:

\[
\text{Recognition Rate} = \frac{\text{Number of images correctly recognized}}{\text{Total number of images tested}} \times 100
\]  
\[\text{.........(2)}\]

4. Experiments and Results

In implementation of these algorithms, we have used two different databases, Georgia Tech Face Database and Indian Face Database. No preprocessing is done on the images in the database. These algorithms were implemented in MATLAB 7.0 on Intel Core 2 Duo Processor (2.0 GHz), 3GB RAM on Windows XP.

4.1 Georgia Tech Face Database

It contains total 750 images, 15 images each for 50 individuals. The images are in JPEG format and all are of different sizes. The images in the database show variations in illumination conditions, facial expression, and appearance. The images show frontal and/or tilted faces with different facial expressions, lighting conditions and scale. Out of 15 images per person, 8 images were taken as trainee images and remaining 7 images were taken as test images. Overall 350 images are test images and 400 images are trainee images. For second case, numbers of trainee images were increased to 10 images per person so that 250 images were used as test images and same methodology was applied. Sample images from Georgia Tech Face Database are shown below in figure 5.

![Sample images from Georgia Tech Face Database](image)

FIGURE 5: Sample images from Georgia Tech Face Database

Steps mentioned in Section 2.1 are applied on the images in case 1 and case 2 to obtain the results of 2D-DCT. These results are mentioned in result section in 5.3. Steps mentioned in Section 3.5 are applied for each image in the database. For every image, codebooks of size 4x12, 8x12, 16x12, 32x12, 64x12, 128x12, 256x12, and 512x12 are generated using LBG, KPE, KMCG and KFCG algorithms. These codebooks are feature vectors of the corresponding images and are stored in the database. Feature vector of test image is compared with feature vectors of all trainee images using Euclidean distance as a measure of similarity to obtain the closest recognized image. After giving query image as input, the closest match is sent as output. Recognition rate is calculated for different codebook size using all four VQ algorithms.
4.2 Indian Face Database
Local database is generated to test efficiency of algorithms. This database has been prepared using Indian faces. The faces have been selected from long video clips where the object is asked to move the face with different angle and expressions. The shooting has been carried out at different locations with wide difference in illumination. From these video clips various frames have been selected for each object by taking care that variation of expression and angle are included. This database contains images of 50 persons and is stored in bitmap format. There are 10 color images of each person. Database contains images with rotation of face at different angles, different facial expressions and with considerable difference in illumination. Images are taken at different locations. Out of 10 images per person, 3 images were used in testing set and 7 in training set. In second case 2 test images were considered and 8 trainee images were taken. Sample faces from Indian Face Database are shown below. For this database also, codebooks of size 4x12, 8x12, ..., 512x12 are generated using LBG, KPE, KMCG and KFCG algorithms and recognition rate obtained for these algorithms are compared. Sample images from Indian Face Database are shown below in figure 6. Steps mentioned in Section 2.1 and Section 3.5 are followed for Indian Face Database also.

4.3 Results obtained by applying 2D-DCT on the image:

<table>
<thead>
<tr>
<th>Technique Used</th>
<th>(%) Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Georgia Tech Face Database</td>
</tr>
<tr>
<td>2D-DCT</td>
<td>400 Trainee Images</td>
</tr>
<tr>
<td></td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>500 Trainee Images</td>
</tr>
<tr>
<td></td>
<td>70%</td>
</tr>
</tbody>
</table>

**Table 1:** Comparison of (%) Recognition Rate for different number of trainee images, by applying DCT on the image.

Table 1 shows percentage accuracy obtained by applying 2D-DCT on the gray scale resized image. Images from two different databases are used. It is observed that, for Georgia tech Face Database 70% accuracy is obtained when test sets of 350 and 250 images are used. For Indian Face Database, accuracy of 88.66% is obtained with 150 test images and 90% accuracy is obtained with 100 test images.

4.4 Results obtained by applying VQ Algorithms:

4.4.1 Results obtained for Georgia Tech Face Database:
Table 2: Comparison of (%) Recognition Rate for different codebook sizes by applying different VQ Techniques on Georgia Tech Face Database with 400 trainee images

Table 2 shows comparison of LBG, KPE, KMCG and KFCG algorithms. For each of these algorithms codebooks of size 4, 8,16,32,64,128,256 and 512 are generated. From Table 2 it is clear that, for different VQ techniques, codebook size that gives maximum recognition rate is different. Optimal codebook size for LBG is 16x12 whereas for KPE and KFCG it is 8x12. Due to overclustering, recognition rate decreases when codebook size is increased in LBG, KPE, and KFCG. For KMCG, recognition rate goes on increasing as codebook size is increased.

Table 3: Comparison of (%) Recognition Rate for different codebook sizes by applying different VQ Techniques on Georgia Tech Face Database with 500 trainee images.

By changing the number of trainee images for the same database, recognition rate is calculated. Here 5 test images and 10 trainee images per individual are used. Table 3 shows that if number of trainee images in the database is increased, the recognition rate also changes.

4.4.2 Results obtained for Indian Face Database:

Table 4: Comparison of (%) Recognition Rate for different codebook sizes by applying different VQ Techniques on Indian Face Database with 350 trainee images.

Table 4 shows the comparison of recognition rates for Indian Face Database. Here out of 10 images per person, 7 images are used as trainee images and 3 images are used for testing. It shows that KFCG outperforms all three VQ techniques in terms of recognition rate, giving 90.66% accuracy.

Table 5: Comparison of (%) Recognition Rate for different codebook sizes by applying different VQ Techniques on Indian Face Database with 400 trainee images
Table 5 shows comparison of recognition rate when 8 images per person in Indian Face Database are considered as trainee images. In this case also KFCG shows highest recognition rate than other VQ algorithms.

4.5 Complexity Analysis
Let M be the total number of training vectors, k be the vector dimension, N be the codebook size, 1 CPU unit is required for addition of 8 bit numbers 1 CPU unit for comparison For multiplication/division of two 8 bit number 8 CPU units are required To compute one squared Euclidean distance (ED) of k dimensional vector k multiplications and 2k-1 additions are required and hence 8k + 2k -1 CPU units are needed. To compute Centroid for M training vectors of k dimension, M-1 additions and k divisions are required and therefore M-1 + 8k CPU units are needed.

Let \[ P = \log_2 N \]

<table>
<thead>
<tr>
<th>Complexity Parameters</th>
<th>LBG</th>
<th>KPE</th>
<th>KFCG</th>
<th>KMCG</th>
</tr>
</thead>
</table>
| Total Comparisons     | 2MP   | 2MP   | MP    | \[ P - 1 \]
|                       |       |       |       | \[ M \sum_{i=0}^{N/2} (M/2^i) \] |
| Total No. of ED       | 2MP   | 2MP   | 0     | 0     |

Table 6: Comparison of LBG, KPE, KFCG and KMCG algorithm with respect to total number of Comparisons and total number of ED computations required.

Table 6 shows comparison of all four VQ algorithms in terms of two complexity parameters: total number of comparisons required and total number of Euclidean Distance computations required. It is observed that, numbers of comparisons required in KFCG are exactly half of the number of comparisons required in LBG and KPE and number of Euclidean Distance computations in KMCG and KFCG are zero. Hence generation of codebooks using KFCG and KMCG is faster.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Algorithm applied on Georgia Tech Face Database with 400 Trainee Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Codebook size for maximum recognition rate</td>
<td>DCT</td>
</tr>
<tr>
<td></td>
<td>16x12</td>
</tr>
<tr>
<td>Recognition Rate (%)</td>
<td>70</td>
</tr>
</tbody>
</table>

Table 7: Comparison of Recognition Rate by applying DCT and different VQ techniques on Georgia tech Face Database with 400 trainee images.

Table 7 shows the comparison of highest recognition rates obtained using VQ algorithms with the recognition rate obtained by applying 2D DCT technique on Georgia Tech Face Database with 400 trainee images. It is observed that, maximum rate of 79.42% is obtained for codebook size 8x12 using KPE algorithm. For same codebook size KFCG gives 78.57% accuracy. DCT gives 70% rate for same set of database.
The table below shows the comparison of recognition rates for different algorithms applied on the Georgia Tech Face Database with 500 trainee images.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Algorithm applied on Georgia Tech Face Database with 500 Trainee Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Codebook size for maximum recognition rate</td>
<td>DCT</td>
</tr>
<tr>
<td>Recognition Rate (%)</td>
<td>70</td>
</tr>
</tbody>
</table>

*Table 8: Comparison of Recognition Rate by applying DCT and different VQ techniques on Georgia tech Face Database with 500 trainee images.*

Similarly, from Table 8 it is observed that, KFCG gives highest recognition rate of 85.4% for 256x12 size codebook with 500 trainee image set of Georgia Tech Face Database. DCT gives 70% for same case and peak value obtained by LBG, KPE and KMCG is 84%, 84.6% and 84.4% respectively.

The table below shows the comparison of recognition rates for different algorithms applied on the Indian Face Database with 350 trainee images.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Algorithm applied on Indian Face Database with 350 Trainee Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Codebook size for maximum recognition rate</td>
<td>DCT</td>
</tr>
<tr>
<td>Recognition Rate (%)</td>
<td>88.66</td>
</tr>
</tbody>
</table>

*Table 9: Comparison of Recognition Rate by applying DCT and different VQ techniques on Indian Face Database with 350 trainee images.*

Table 9 shows comparison of accuracy for Indian Face Database with 350 trainee images and 150 test images. DCT gives 88.66% accuracy. KFCG gives highest accuracy of 90.66% with 128x12 codebook size. KMCG gives maximum rate of 87.33%.

The table below shows the comparison of recognition rates for different algorithms applied on the Indian Face Database with 400 trainee images.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Algorithm applied on Indian Face Database with 400 Trainee Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Codebook size for maximum recognition rate</td>
<td>DCT</td>
</tr>
<tr>
<td>Recognition Rate (%)</td>
<td>90</td>
</tr>
</tbody>
</table>

*Table 10: Comparison of Recognition Rate by applying DCT and different VQ techniques on Indian Face Database with 400 trainee images.*

Result for second set of Indian Face Database is presented in Table 10. Here KFCG gives maximum 90% recognition rate for 128x12 size codebook.

According to Table 11, maximum accuracy obtained by KMCG is for codebook size 512x12. Using KFCG algorithm, maximum recognition rate is obtained at codebook size 256x12. Number of CPU units required by KMCG and KFCG are 368639 and 112723 respectively. Here also, KFCG requires least number of CPU units to perform all calculations.
Parameter | Algorithm applied on Georgia Tech Face Database with 500 Trainee Images with image size 128x128
---|---
Codebook size giving the maximum recognition rate | DCT | LBG | KPE | KMCG | KFCG
0 | 8x12 | 16x12 | 512x12 | 256x12
Number of multiplications required | 4210688 | 29599 | 393420 | 6144 | 3084
Number of additions required | 4194303 | 614579 | 803187 | 12287 | 55283
Number of comparisons required | 0 | 24576 | 32768 | 307200 | 32768
Number of CPU units required | 37879807 | 875947 | 3983315 | 368639 | 112723

Table 11: Comparison of number of calculations and CPU units required for applying DCT and different VQ techniques on Georgia Tech Face Database with 500 trainee images.

Though the size of codebook in case of LBG and KPE is smaller for maximum Recognition Rate than the codebook size in case of KFCG, the numbers of CPU units required by these two algorithms are higher than the CPU units required by KFCG.

5. CONCLUSION
In this paper, we have discussed face recognition using DCT and vector quantization. LBG, KPE, KMCG and KFCG-VQ algorithms are used to generate codebook of an image. No preprocessing is done on the images and their performance is compared with that of DCT technique in terms of recognition rate and number of CPU units required. DCT gives maximum accuracy of 70% for Georgia Tech face database and 90% for Indian face database. For Georgia Tech face database KFCG gives maximum accuracy of 85.4%. LBG gives 83.2%, KMCG gives 84.4% and KPE gives 84.6% accuracy. For Indian face database KFCG gives the best performance with the accuracy of 90.66%. LBG gives 88%, KMCG gives 87.33% and KPE gives 82% accuracy. Thus KFCG outperforms DCT algorithm and other VQ techniques namely LBG, KPE and KMCG. Numbers of CPU units required in KFCG are almost 336 times less than that of required in DCT and KFCG gives highest recognition rate. Also the CPU units required by KFCG are 7.77 times less than CPU units needed by LBG, 35 times less than that of needed by KPE and 3.27 times less than the CPU units required by KMCG. This is because the numbers of comparisons are reduced to half in KFCG as compared to LBG and KPE and no Euclidean distance computations are required in KMCG and KFCG which makes their execution much faster.
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Abstract

In this Paper, we proposed a novel algorithm for de-warping of Persian document images captured by the cameras. The aim of de-warping is to remove page distortions and to straighten document images captured by the cameras, so that the documents are readable to the OCR system. Recently, the industrial implementation of the images captured by digital cameras has significantly expanded. Most of the studies carried out so far in this regard have focused on the documents written in Latin and few researches have been conducted regarding Persian documents. The original idea of the proposed algorithm is based on the segmentation of the components of texts. In this algorithm, an effective technique is offered for detection of the upper and lower baselines, which is used in estimation of the slope of the words. Moreover, vertical shift of the warped words is done through fitting a quadratic curve fitted to the centers of the words in a line in relation to the horizontal line. The suggested algorithm is examined by qualitative and quantitative measures and the results of its implementation on various documents indicate a 92% accuracy of the proposed technique in correction of the location and angle of the words.

Keywords: Geometric Distortion, OCR, camera based OCR, Image Archives

1. INTRODUCTION

Recently, the significant role of digital cameras in preparation and analysis of document images is expanding. The reason behind this development is the fact that compared to scanners, such cameras are lighter, more applicable and less expensive. Cameras can be employed in cases where scanners are not of any use. Imaging of thick books and hand-written historical books that have to not be touched are examples of such cases. Such advantages have resulted in
The applicability of digital cameras in a wide range of applications such as printed documents digital library and natural scenes containing textual contents.

The analysis of the document images captured by these cameras can be divided into different categories based on the type of the document, the technology used in the process of imaging and the desired application.

Generally, images can be captured from any context containing textual contents (such as a paper document, a subtitled video frame, a car plate number, or an open book). In fact, the differences in method of the imaging, will determine the complexities of the textual contents extraction.

The conditions of capturing images with cameras are more complex and different, in comparison to scanners. Therefore, techniques that are more effective and robust have to be applied for the analysis of camera-based document images. Novel algorithmic technologies used for document analysis, generate desirable results with pure, flat text documents. By pure texts, we mean those documents that do not include images or formulas and, those in which a single language is used. Flat documents refer to documents that are free from geometric distortions. In such techniques, the assumption is a high-quality simple-structured document image (i.e. a straightened black colored text on white background).

Unfortunately, there are no such assumptions for camera-based systems, resulting in new challenges for their applications. Examples of such challenges include low resolution, variable brightness in the page, perspective distortion, non-planer surfaces, complex backgrounds, zooming and focusing on a specific part, movements of the objects while a photo is captured, as well as warping of the content. The significant challenge that we are going to address here is geometric warping of the document images. Warping of the document images is one of the main complexities of the pre-processing stage, and different techniques have been devised so far in order to remove this problem. In fact, the actual aim of de-warping of the pages is to align the document image captured by camera before the OCR stage, so that the document is readable by an OCR system. The most important types of such distortions are those resulting from perspective and paper curvatures.

In the recent years, various techniques are proposed to recover the distortion of the warped document images [1]. These techniques are categorized into hardware versus software-based page reconstruction sets. An example of the first type is the reconstruction of a 3D shape by means of hardware such as stereo cameras [2,3], photometric devices [4], and laser-based scanners [5]. Page reconstruction using a single camera in an uncontrolled environment [6, 7, and 8] can be mentioned as an instance of the second group. In the present article, our assumption is an image taken by a digital camera, without any hardware post-processing. Therefore, the focus of our study is on the second type of algorithms.

Among the second type of techniques mentioned above, three main techniques of restoration of the warped images are mostly focused on. These are representation of a continuous skeletal image for document images de-warping (SKEL)[9], segmentation–based recovery of the warped document images (SEG) [10], and a coordinates-transl ation model for guiding the documents in one direction and recovery of the distorted document (CTM) [11].

The central idea of the skeletal technique is based on the extraction of the surface skeleton of the document in which connected branches estimated by means of Bezier curves, determine the internal space of the text lines. CTM is a model based on the translation of the cylindrical coordinates and through biasing the document, restores the warped book. Besides, the basis of SEG technique lies upon the segmentation of the words and correction of the skew of these words, using the baselines estimated for them, and finally the vertical translation of these warped words. The three models are used in de-warping Latin document images; however, none of the previously proposed methods can remove the distortion of such documents completely. The SKEL method is able to remove the distortions resulting from page curvatures, but fails to do so
for perspective distortions, nor can it restore the distortions occurred to formulas and some components of the documents belonging to the adjacent page. CTM can recover formulas to some extent and also works for the components of the document which are apparent from the neighboring pages, however, it fails to remove the perspective and page curvature distortions. SEG model also is applicable for the parts appearing from the adjacent pages as well as distortions of formulas and page curvatures, yet unable to work for perspective distortions. Among these three models, the SEG method is of more applicability with regard to de-warping documents[13]. Therefore, in the present article, this model is considered as the base model and its improved version is proposed as a technique for restoration of the distortions occurred to documents written in Persian or Arabic. It has to be pointed that since the SEG model is based on the features of Latin orthography, it is not directly applicable to Persian texts. The experimental results presented in this study also confirm such a fact.

The remaining of present paper is structured as follows: in section 2, the related literature is reviewed and. In the 3rd section, the proposed algorithm is represented. Section 4 includes the experimental results and discussions on the recovered images quality and finally the article will be summarized in section 5.

2. SEGMENTATION-BASED MODEL FOR DE-WARPING

2.1 SEG Model
As was mentioned before, SEG model is considered as the base model of this study. Such a technique improves the quality of the images captured by digital cameras through the following four stages:

In the first stage, noisy areas and the black margins as well as the noisy components of the text belonging to adjacent pages are detected and reduced. The original idea of black margins discrimination is based on vertical as well as horizontal projections. First, the image is smoothed, and then the initial and final offsets from the corners and textual areas are calculated with regard to vertical and horizontal projections.

Finally, the black margins are removed through the analysis of the connected segments of the image. In the next step, the words are reconstructed through smoothing.

During the second stage, words and baselines of the text are detected through implementing the segmentation model for the documents for which noise reduction has been carried out. The adjacent words are linked to each other consecutively in order to define the text lines.

This is performed by the sequential extraction of the words on the right and left sides of the first detected word after a stage by stage top-down scan of the document. For each determined word, the upper and lower baselines are calculated [12].

In the third stage, the initial binary warped image is restored through de-warping and translation of the words with regard to the upper and lower baselines. For each word, the skew is calculated using the slopes of the corresponding upper and lower baselines. Then, all the detected words are de-warped and transformed, so that a primary estimation of the recovered binary image is at hand. Ultimately, it is in the fourth stage that the smoothed image is reconstructed.

2.2 Limitations of the original model with regard to Persian documents
SEG technique have a number of limitations when used for Latin texts and even more problems emerge when this model is used for documents written in Persian. Regarding English texts, there is no appropriate filter for accurate detection of noises and removing them. Besides, in such texts, the estimation of the upper and lower baselines is not always error free.
In case the original model is implemented with Persian texts, none of its stages works appropriately and the only output will be some noisy pixels. Thus, the original model is merely considered as a basis for offering a novel algorithm. The original technique bears many problems if used for restoration of the Persian document images. It faces lots of complexities in case of detection and elimination of noisy areas. Moreover, due to the differences in the writing structure of English and Persian, segmentation of the words in Persian texts also will be problematic, since unlike English texts, in Persian documents the height and slopes of the letters of the words do not follow a specific order. Therefore, again the original SEG model will face difficulties in determining the upper and lower baselines. In other words, in Persian, the slope detection and transformation of the words in a geometrically warped text have to be done in a structured manner relying on the whole page. Whereas, in English, these are conducted for each word separately, independent from other words on the page. Another critical limitation of the original model is that the translation of words in each line is based on the highest point in the written form of the first word of the same line. This is less problematic for English texts, since their writing structure is more organized; however, with regard to Persian texts, difficulties are abundant due to the fact that in Persian the height of the text line does not correspond to the height of the words. In figure 1, implementation of the base model on a Persian imaged document is discussed. As we can observe, the original method has no application for Persian texts and the distortions resulting from warping of the image cannot be restored. This limitation made us to propose a new technique in order to remove the above mentioned problems. In our suggested model, robust solutions are presented for the stated limitations.

FIGURE 1: Implementing the original model on a Persian sample, from top to down, a. the original document image, b. the output image

3. THE PROPOSED ALGORITHM
The flow chart of the proposed algorithm is demonstrated in figure 2.

As the chart indicates, in this algorithm, first, the image is binarized (black as background and white as foreground) by means of the threshold extracted from the Otsu algorithm, so that the text components of the image are indicated. Then, the bounding boxes of the words are extracted. In
the next step, based on the height of the bounding boxes of all words in the text, a histogram is calculated. The maximum value of the histogram corresponds to the average character height $M$. Those histograms whose heights are more than $aM$ or less than $M/b$ are removed. In addition, those with a width less than $M/c$ are also removed, so that in the next stage of the algorithm, we do not face a difficulty. In fact, at this stage, small letters and segments are eliminated. Empirically, $a$, $b$, and $c$ are selected in a way that undesired text components and noises are removed and only the main words remain.

Further in the procedure, two low-pass filters are used in order to horizontally smooth the words within the bounding boxes. The thresholds of these filters are determined empirically. If the thresholds are considered lower than the determined desirable values, the noisy areas and the redundant letters within the bounding boxes that have a small width and length, will not be removed. In addition, if the determined thresholds are increased, then some of the words that are, in fact, the main components of the texts, will be missed. After the horizontal smoothing, once more, the noisy areas are removed. Then, the remained words are detected. In this stage, through a top-down scanning, the word in the highest point of the page is detected and is labeled as $K$, to which, this to the first text line $L$ is assigned. Next, the words are scanned from right to left and the first word, the word that neighbors at a small distance in the left side of word $K$, is detected. Furthermore, it is assumed that these two words which are closest to each other horizontally, should have something in common vertically too, therefore the word which is detected as the closest one is not selected from the following line. This closest word is labeled as $K_f$. Continuing our scanning, we got to the last word on the left. The same procedure is followed for all the words on the right side of the first word and label all words found in a left to right scanning order and assign them to the first text line. Furthermore, a flag is enabled for these components to indicate that they will not participate to further calculations and labeling. Subsequently, all of the above procedures were repeated for the remained words till we got to the last word of the image. In this way, all of the words of the image were detected and for each word, the corresponding lines were also determined, which, in turn, are used for detection and correction of the skew of the words, as is explained bellow.

The second stage of the proposed algorithm, includes the determination of the upper and lower baselines for each word which delimit the main body of the words (see Fig. 3), by which, we are able to find the slope of each word. For each word, the upper and lower baseline is defined via a simple linear equation as is shown in equation (1), (2).

\[
y = a_{ij}x + b_{ij} \\
y = a'_{ij}x + b'_{ij}
\]

(1)  
(2)

**FIGURE 3:** Example of upper and lower baseline estimation.

In these equations, the $a_{ij}, b_{ij}, a'_{ij}, b'_{ij}$ coefficients are obtained based on the characteristics of the word. Due to the atypical written forms of the Persian words, and because of the fact that the height of the words does not follow a specific order, it is not possible to estimate the upper and lower baselines for each word correctly, thus it is necessary to consider a number of successive words as one phrase and find the upper and lower baselines for that phrase. This is done through transforming the bounding box of a single word to a bigger one, which encloses a sequence of words. Experimentally, we came up with the conclusion that if we consider each word together with its two preceding words and three following words as a phrase, and regard them in a common bounding box, the baselines will be estimated with better accuracy.
In the next stage, the skew of the words was estimated and also rotated. Here, the slope of each word is derived from the corresponding baseline slopes. Upper and lower baseline slopes of word $Kij$ are denoted as:

$$\theta'_{ij} = \arctan(a_{ij}), \theta''_{ij} = \arctan(a'_{ij})$$  \hspace{1cm} (3)

Using the estimated slope for each word, the angle of that word in relation to the horizontal line was also determined through equation 4. This angle, of course, derived from the comparison we drew between the estimated angles of the upper and lower baselines. This procedure was carried out through equation 4, for the first word of each line, and equation 5, for the other words.

$$\theta_{io} = \begin{cases} \theta''_{io}, & \text{if } |\theta''_{io}| < |\theta'_{io}| \\ \theta'_{io}, & \text{otherwise} \end{cases}$$ \hspace{1cm} (4)

$$\theta_{i} = \begin{cases} \theta''_{i}, & \text{if } |\theta''_{i} - \theta_{i-1}| < |\theta'_{i} - \theta_{i-1}| \\ \theta'_{i}, & \text{otherwise} \end{cases}$$ \hspace{1cm} (5)

Then we re-formed the bounding box of each word and in each bounding box, we transformed those pixels that were translated in relation to the horizontal line, using the following formula (6).

$$\begin{align*}
x_{out} &= x \\
y_{out} &= \max(1, \text{round}(x - x_{out})*\sin(-\theta_{i}) + y*\cos(\theta_{i}))
\end{align*}$$  \hspace{1cm} (6)

Estimation and correction of the slope of each word, was carried out based on the slope of previous word in the same line, and when the words in a line finished, this procedure also is ended, and for the new line, the correction of the skews was performed based on the words of the same line and their estimated slopes.

The final stage of the proposed algorithm, consists of transformation of the warped words which was corrected in terms of their slopes. This stage is of paramount importance and, in fact, the main part of the proposed algorithm is related to the transformation of the words with a corrected angle, and sequencing the words in a line, so that all the words in a line are in the same direction and on a horizontal line.

In this part, the criterion is not the maximum value of the bounding box of each word. In fact, here, first the geometric center of all bounding boxes of the words are found, then a polynomial curve of degree two or three is fitted to these centers, using an MMSE scale. In the present study, experiments indicated that the most desirable results will be gained if a quadratic curve is used. As figure 4 indicates, after fitting the curve, the difference between the centers of the bounding boxes with the curve, symbolized as $d$ (see Fig. 4), should be estimated and recovery should be carried out with regard to the horizontal line, through the following formula(7).

$$\begin{align*}
y_{io} &= \max(1, \text{round}(y + d)) \\
x_{io} &= x
\end{align*}$$  \hspace{1cm} (7)

FIGURE 4: Words alignment model.
4. EXPERIMENTAL RESULTS

In this section, the implementation of the proposed algorithm on the Persian document images and the resulting findings are examined. Then a comparison is done between the original algorithm and the one proposed in this paper with regard to their application for the same samples. The samples are captured by a Sony digital camera (S950), with a resolution of 10 megapixels. Totally, a sum of 8 samples were provided and the suggested algorithm is implemented on all of them, the result of which are presented bellow. Figure 5(a) & 6(a) & 7(a) show three Persian warped samples.

In figure 5, part a, the original document image containing geometric distortion is presented, in b, the noisy areas and the small words are removed, in fact, the points and symbols such as slash, comma, etc. are removed, however, as it can be observed, in the end of second line, a main word is also removed. In part c, for each phrase within a bounding box, its slope is determined and based on the formulas presented in the previous part, the slopes are recovered. In d, the words, for which skew correction was conducted, were transformed. As presented by the figure, this stage was successful for all the three lines, but the dot of the last word of the second line is not places where it should.

FIGURE 5: from top to down – a. the original image, b. elimination of the noisy areas, determination of the boxes and the text lines, c. estimation and correction of the skews of the boxes, d. transformation of the boxes and the output image of the algorithm.
FIGURE 6: from top to down- a, the original image, b. elimination of the noisy areas- determination of the boxes and the text lines, c. estimation and reformation of the skews of the boxes, d. transformation of the boxes and the final output of the algorithm.

In figure 6, part b, which is related to elimination of the noisy areas, a limited number of words in the end of the second line as well as those at the end of the last line are missed. In c, the slopes of the phrases are recovered accurately and in d, the transformation process was also successfully conducted.
FIGURE 7: from top to down- a. the original image, b. final output of the algorithm
<table>
<thead>
<tr>
<th>Sample</th>
<th>Figure 5</th>
<th>Figure 6</th>
<th>Figure 7</th>
<th>Average of the total samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy of the original algorithm</td>
<td>5%</td>
<td>3%</td>
<td>5%</td>
<td>4%</td>
</tr>
<tr>
<td>Accuracy of the proposed algorithm</td>
<td>95%</td>
<td>90%</td>
<td>92%</td>
<td>92%</td>
</tr>
</tbody>
</table>

**TABLE 1:** A comparison between the proposed and the original approaches.

Table 1 indicates the results of applying the suggested algorithm on 8 samples. Greater efficiency of the proposed method is also presented numerically. The results reveal the high applicability of the proposed algorithm presented in this paper.

References should be indicated in the text by consecutive numbers in square brackets, as [1], [2] etc.

5. CONCLUSION & FUTURE WORK

The suggested algorithm is of much efficiency with regard to Persian texts. This algorithm can be implemented on the Persian document images captured by cameras, which have dramatic geometric distortions, as well as photometric distortions. The results of our studies support the effectiveness of this algorithm. This algorithm is generalizable to texts containing formulas and figures as well, about which, researches are being conducted. Besides, reduction of photometric distortions is another area, which can play a complementary role to the practically applications of this algorithm.
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Abstract

High Resolution images can be reconstructed from several blurred, noisy and
aliased low resolution images using a computational process know as super
resolution reconstruction. Super resolution reconstruction is the process of
combining several low resolution images into a single higher resolution image. In
this paper we concentrate on a special case of super resolution problem where
the wrap is composed of pure translation and rotation, the blur is space invariant
and the noise is additive white Gaussian noise. Super resolution reconstruction
consists of registration, restoration and interpolation phases. Once the Low
resolution image are registered with respect to a reference frame then wavelet
based restoralion is performed to remove the blur and noise from the images,
finally the images are interpolated using adaptive interpolation. We are proposing
an efficient wavelet based denoising with adaptive interpolation for super
resolution reconstruction. Under this frame work, the low resolution images are
decomposed into many levels to obtain different frequency bands. Then our
proposed novel soft thresholding technique is used to remove the noisy
coefficients, by fixing optimum threshold value. In order to obtain an image of
higher resolution we have proposed an adaptive interpolation technique. Our
proposed wavelet based denoising with adaptive interpolation for super
resolution reconstruction preserves the edges as well as smoothen the image
without introducing artifacts. Experimental results show that the proposed
approach has succeeded in obtaining a high-resolution image with a high PSNR,
ISNR ratio and a good visual quality.

Keywords: Adaptive Interpolation, DWT, Denoising, Super Resolution, Thresholding.
1. INTRODUCTION

Super Resolution Reconstruction (SRR) is a process of producing a high spatial resolution image from one or more Low Resolution (LR) observation. It includes an alias free up sampling of the image thereby increasing the maximum spatial frequency and removing the degradations that arises during the image capture, Viz Blur and noise. An image is often corrupted by noise during acquisition and transmission. For instance in acquiring images with a CCD camera, light levels and sensor temperature are the major factors affecting the amount of noise in the resulting image. Images are also corrupted during transmission due to interference in the channel [3][6]. Viewing low resolution images limits many tasks, for example, one might have difficulty identifying, resolving or reading notices in front of a building, features or objects carried by someone in an image. Image quality is also limited by a sensors native resolution or other factors caused by under sampling images. Many low cost visible and thermal sensors spatially or electronically under sample an image. Under sampling results in aliased imagery in which the high frequency components are folded into low frequency components in the image, high frequency components is corrupted in these images[4].

Many approaches have been developed to increase image resolution, one of which uses ‘micro dither’ a special sensor or scanner captures multiple images, where each image is captured by displacing the sensor a known fraction of a pixel. The individual frames are combined into a higher resolution image [4]. An alternative approach employs super resolution image reconstruction, this software technology produces high resolution images using low cost, low resolution video equipment on the basis of a very small number of digital input frames, and resolution can be doubled or even quadrupled. Image quality can thus be improved using sensors without the need for hardware upgrades [4]. Super resolution reconstruction can increase image resolution without changing the design of optics and the detectors, by using a sequence of low resolution images.

Super resolution imaging has proved to be useful in many practical cases where multiple frames of the same scene are obtained. Some of the applications of super resolution imaging are for example in Astronomical imaging where it is possible to obtain different looks of the same scene, in satellite imagery when there is need to obtain higher resolution pictures then what is available, super-resolution imaging is a good choice. Medical imaging is a very important application area for image super-resolution, in medical imaging it is easier to obtain many different “looks” of the same scene with sub-pixel shifts in a controlled manner. CCD size limitations and shot noise prevents obtaining very high resolution images directly [3][5]. Super-resolution reconstruction can be used to get desired high resolution image.

The flow of the topics is as follows, In section II Mathematical Formulation for Super Resolution Model is created, section III presents Wavelet Transforms and Wavelet based Decomposition, section IV presents the proposed super resolution reconstruction of low resolution images, section V provides the proposed Super Resolution Reconstruction Algorithm, in VI simulation results and discussion of super resolution reconstruction is presented, and finally section VII consists of conclusion.

2. MATHEMATICAL FORMULATION FOR THE SUPER RESOLUTION MODEL

In this section we give the mathematical model for super resolution image reconstruction from a set of Low Resolution (LR) images. LR means that the pixel density with an image is less, offering fewer details. The CCD discretizes the images and produces a digitized noisy image. Imaging systems do not sample the scene according to Nyquist criterion. As a result of this the high frequency contents of images are destroyed and appear as LR.

In this section we give the mathematical model for super resolution image reconstruction from a set of Low Resolution (LR) images.

Let us consider the low resolution sensor plane by $M_1 \times M_2$. The low resolution intensity values are denoted as \( y(i, j) \) where \( i = 0 \ldots M_1 - 1 \quad \text{and} \quad j = 0 \ldots M_2 - 1 \); if the down sampling parameters are
Given \( \{z(k,l)\} \) the process of obtaining down sampled LR aliased image \( \{y(i,j)\} \) is

\[
y(i, j) = \frac{1}{q^2} \sum_{k=qi}^{(q+1)i-1} \sum_{l=qj}^{(q+1)j-1} z(k, l)
\]

i.e. the low resolution intensity is the average of high resolution intensities over a neighborhood of \( q^2 \) pixels. We formally state the problem by casting it in a Low Resolution restoration frame work.

There are \( P \) observed images \( \{Y_m\}_{m=1}^P \) each of size \( M_1 \times M_2 \) which are decimated, blurred and noisy versions of a single high resolution image \( Z \) of size \( N_1 \times N_2 \) where \( N_1 = qM_1 \) and \( N_2 = qM_2 \).

After incorporating the blur matrix, and noise vector, the image formation model is written as

\[
Y_m = H_m D Z + \eta_m \quad \text{Where } m=1\ldots P
\]

Here \( D \) is the decimation matrix of size \( M_1M_2 \times q^2M_1M_2 \), \( H \) is PSF of size \( M_1M_2 \times M_1M_2 \), \( \eta_m \) is \( M_1M_2 \times 1 \) noise vector and \( P \) is the number of low resolution observations.

Stacking \( P \) vector equations from different low resolution images into a single matrix vector

\[
\begin{bmatrix}
y_1 \\
\vdots \\
y_p
\end{bmatrix} =
\begin{bmatrix}
DH_1 \\
\vdots \\
DH_p
\end{bmatrix} Z +
\begin{bmatrix}
\eta_1 \\
\vdots \\
\eta_p
\end{bmatrix}
\]

The matrix \( D \) represents filtering and down sampling process of dimensions \( q^2M_1M_2 \times 1 \) where \( q \) is the resolution enhancement factor in both directions. Under separability assumptions, the matrix \( D \) which transforms the \( qM_1 \times qM_2 \) high resolution image to \( N_1 \times N_2 \) low resolution images where \( N_1 = qM_1 \), \( N_2 = qM_2 \) is given by

\[
D = D_1 \otimes D_2
\]

Where \( \otimes \) represents the kronecker product, and the matrix \( D_1 \) represents the one dimensional low pass filtering and down sampling. When \( q=2 \) the matrix \( D_1 \) will be given by

\[
D_1 = \frac{1}{2}
\begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
0 & 1 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1
\end{bmatrix}
\]

and
The square matrix $H$ of dimensions $\times$ represents intra channel and inter channel blur operators, i.e. 2D convolution of channel with shift-invariant blurs. The blur matrix is of the form

$$
H = \begin{bmatrix}
H_{(0)} & H_{(1)} & \ldots & H_{(M-1)} \\
H_{(M-1)} & H_{(0)} & \ldots & H_{(M-2)} \\
\vdots & \vdots & \ddots & \vdots \\
H_{(1)} & H_{(2)} & \ldots & H_{(0)} \\
\end{bmatrix}
$$

(6)

and it is circulant at the block level. In general each $H_{(i)}$ is an arbitrary $P \times P$, but if shift invariant circular convolution is assumed $H_{(i)}$ becomes

$$
H_{(i)} = \begin{bmatrix}
H_{(i,0)} & H_{(i,1)} & \ldots & H_{(i,M-1)} \\
H_{(i,M-1)} & H_{(i,0)} & \ldots & H_{(i,M-2)} \\
\vdots & \vdots & \ddots & \vdots \\
H_{(i,1)} & H_{(i,2)} & \ldots & H_{(i,0)} \\
\end{bmatrix}
$$

(7)

which is also circulant at the block level $H_{(i,j)}$. Each $P \times P$ sub matrix (sub blocks) has the form.

$$
H_{(i,j)} = \begin{bmatrix}
H_{11(i,j)} & H_{12(i,j)} & \ldots & H_{ip(i,j)} \\
H_{21(i,j)} & H_{22(i,j)} & \ldots & H_{2p(i,j)} \\
\vdots & \vdots & \ddots & \vdots \\
H_{p1(i,j)} & H_{p2(i,j)} & \ldots & H_{pp(i,j)} \\
\end{bmatrix}
$$

(8)

Where $H_{i(i,m)}$ is intra channel blurring operator, $H_{y(m,i)} \neq j$ is an inter channel blur i.e. $P \times P$ non circulant blocks are arranged in a circulant fashion, it’s called Block Semi-Block Circulant (BSBC); which can be easily solved using blind deconvolution or regularization.
3. Wavelet Transforms and Wavelet based Decomposition

Wavelet transforms decomposes a signal into a set of basis functions. Unlike Fourier transforms whose basis functions are sinusoids, wavelet transforms are based on small waves called wavelets of varying frequency and limited duration[6][7].

The Discrete wavelet transform of function f(x,y) of size MxN is

$$W_\phi(j_0, mn) = \frac{1}{\sqrt{MN}} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y) \phi_{j_0, mn}(x,y)$$  \hspace{1cm} (10)

$$j \geq j_0$$

$$W_\psi(j, m, n) = \frac{1}{\sqrt{MN}} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y) \psi_{j, mn}(x,y) \quad i = [H, V, D]$$  \hspace{1cm} (11)

$j_0$ is an arbitrary starting scale and $W_\phi(j_0, m, n)$ coefficients define an approximation of $f(x, y)$ at scale $j_0$. The $W_\psi(j, m, n)$ coefficients add horizontal, vertical and diagonal details for scales $j \geq j_0$. Given the $W_\phi, W_\psi$ of Eq.10 and Eq.11, $f(x, y)$ is obtained via the inverse DWT.

$$f(x, y) = \frac{1}{\sqrt{MN}} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} W_\phi(j_0, m, n) \phi_{j_0, m, n}(x, y)$$

$$+ \frac{1}{\sqrt{MN}} \sum_{i=H, V, D} \sum_{j=0}^{\infty} W_\psi(i, m, n) \psi_{j, m, n}(x, y)$$  \hspace{1cm} (12)
The discrete wavelet transform uses low-pass and high-pass filters, $H(x)$ and $G(x)$, to expand a digital signal. They are referred to as analysis filters. These filters correspond to $\phi(t)$ and $\psi(t)$ of Eq. 10. and Eq.11. The dilation performed for each scale is now achieved by a decimator. The coefficients $c_k$ and $d_k$ are produced by convolving the digital signal, with each filter, and then decimating the output. The $c_k$ coefficients are produced by the low-pass filter, $H(x)$, and called coarse or approximate coefficients. The $d_k$ coefficients are produced by the high-pass filter and called detail coefficients. Coarse coefficients provide information about low frequencies, and detail coefficients provide information about high frequencies. Coarse and detail coefficients are produced at multiple scales by iterating the process on the coarse coefficients of each scale. The entire process is computed using a tree-structured filter bank as shown in Fig.3.

The choice of filter depends on the type of applications we are using biorthogonal filter based wavelet transform. In biorthogonal case, there are two scaling functions which may generate different multiresolution analysis and accordingly two different wavelet functions.

4. Proposed Super Resolution Reconstruction of Low Resolution Images

The Low Resolution observation model of Eq. 2 is considered. The undersampled low resolution images are captured by natural jitter or some kind of controlled motion of the camera. Our proposed super resolution algorithms work in three phases: registration, restoration and interpolation.
4.1 Image Registration
For super resolution reconstruction, image registration is performed first in order to align the LR images as accurately as possible. It is a process of overlaying two or more images of the same scene taken at different times, from different viewpoints and or by different sensors. Typically one image called the base image is considered the reference to which the other images called input images are compared. The objective is to bring the input image into alignment with the base image by applying a spatial transformation to the input image. Spatial transformation maps locations in one image into a new location in another image. Image registration is an inverse problem as it tries to estimate from sampled images $Y_m$, the transformation that occurred between the views $Z_m$ considering the observation model of Eq 2. It is also dependent on the properties of the camera used for image acquisition like sampling rate (or resolution) of sensor, the imperfection of the lens that adds blur, and the noise of the device. As the resolution decreases, the local two dimensional structure of an image degrades and an exact registration of two low resolution images becomes increasingly difficult. Super resolution reconstruction requires a registration of high quality.

Different methods exist for estimating the motion or sub pixel shift between the two images\cite{8}. The registration technique considered in our research is based on Fast Fourier Transform proposed by Fourier Mellin and DeCastro \cite{9}.

The transformation considered in our research is rotation, translation and shift estimation. Let us consider the translation estimation, the Fourier transform of the function is denoted by $F\{f(x, y)\}$ or $\hat{f}(w_x, w_y)$. The shift property of the Fourier transform is given by

$$F\{f(x+\Delta x, y+\Delta y)\} = \hat{f}(w_x, w_y)e^{i(w_x\Delta x + w_y\Delta y)}$$  \hspace{1cm} (13)

Eq. 13 is the basis of the Fourier based translation estimation algorithms. Let $I_1(x, y)$ be the reference image and $I_2(x, y)$ is the translated version of the base image, i.e.

$$I_1(x, y) = I_2(x + \Delta x, y + \Delta y)$$  \hspace{1cm} (14)

By applying the Fourier transform on both the sides of Eq. (14). We get

$$\hat{I}_1(w_x, w_y) = \hat{I}_2(w_x, w_y)e^{i(w_x\Delta x + w_y\Delta y)}$$  \hspace{1cm} (15)

or equivalently,

$$\frac{\hat{I}_1(w_x, w_y)}{\hat{I}_2(w_x, w_y)} = e^{i(w_x\Delta x + w_y\Delta y)}$$  \hspace{1cm} (16)

$$corr(x, y) \equiv F^{-1}\left(\frac{\hat{I}_1(w_x, w_y)}{\hat{I}_2(w_x, w_y)}\right) = \delta(x + \Delta x, y + \Delta y)$$  \hspace{1cm} (17)

For discrete images we replace the FT in the computation above with FFT, and $\delta(x + \Delta x, y + \Delta y)$ is replaced by a function that has dominant maximum at $(\Delta x, \Delta y)$ as

$$(\Delta x, \Delta y) = \text{arg max}\{corr(x, y)\}$$  \hspace{1cm} (18)

Calculate the cross power spectrum by taking the complex conjugate of the second result. Multiplying the FT together element wise, and normalizing this product element wise.
\[ \text{corr}(w_x, w_y) \equiv \frac{\hat{I}_1(w_x, w_y)}{\hat{I}_2(w_x, w_y)} \cdot \frac{\hat{I}_1(w_x, w_y)}{\hat{I}_2(w_x, w_y)} \]  \hspace{1cm} (19) \\
\[ \text{corr}(w_x, w_y) = R \equiv \frac{\hat{I}_1(w_x, w_y) \hat{I}_2^*(w_x, w_y)}{||\hat{I}_1(w_x, w_y)|| \cdot ||\hat{I}_2^*(w_x, w_y)||} = e^{j(\omega_0 x + \gamma_0 y)} \]  \hspace{1cm} (20)

where \( * \) denotes the complex conjugate. Obtain the normalized cross correlation by applying the inverse FT. i.e. \( r = F^{-1}\{\mathbf{R}\} \), determine the location of the peak in \( r \). This location of the peak is exactly the displacement needed to register the images.

\[ (\Delta x, \Delta y) = \arg \max_r \{r\} \]  \hspace{1cm} (21)

The angle of rotation is estimated by converting the Cartesian coordinates to log polar form. We observe that the sum of a cosine wave and a sine wave of the same frequency are equal to a phase shifted cosine wave of the same frequency. That is if a function is written in Cartesian form as

\[ v(t) = A \cos(t) + B \sin(t) \]  \hspace{1cm} (22)

Then it may also be written in polar form as

\[ v(t) = c \cos(t - \varphi) \]  \hspace{1cm} (23)

We may write the Eq (23) in polar form as

\[ Y = y(x) = \frac{a_0}{2} + \sum_{k=1}^{N} m_k \cos(2\pi f_k x - \varphi_k) \]  \hspace{1cm} (24)

Where

\[ m_k = \sqrt{a_k^2 + b_k^2} \ldots \text{(magnitude)} \]

\[ \varphi_k = \tan^{-1}\left( \frac{b_k}{a_k}\right) \ldots \text{(Phase)} \]  \hspace{1cm} (25)

The Shift is estimated by finding cross power spectrum and computing Eq. (20). We obtain the normalized cross correlation by applying the inverse FT. i.e., \( r = F^{-1}\{\mathbf{R}_2\} \), determines the location of the peak in \( r \). This location of the peak is exactly the shift \( I(x_0, y_0) \) needed to register the images. Once we estimated the angle of rotation and translation and shift, a new image is constructed by reversing the angle of rotation, translation and shift.

Reference image  
Shifted rotated image  
Registered image  

**FIGURE 4:** Registered Image
In the second phase the low resolution registered images are fused using fusion rule, then restoration is performed using our proposed novel denoising technique. In the final phase proposed adaptive interpolation is performed to obtain an image with double, quadrupled the resolution of the original.

### 4.2 Wavelet based Restoration

Images are obtained in areas ranging from everyday photography to astronomy, remote sensing, medical imaging and microscopy. In each case there is an underlying object or scene we wish to observe, the original or the true image is the ideal representation of the observed scene. Yet the observation process is never perfect, there is uncertainty in the measurement occurring as blur, noise and other degradations in the recorded images. Image restoration aims to recover an estimate of the original image from the degraded observations. Classical image restoration seeks an estimate of the true image assuming the blur is known, whereas blind image restoration tackles the much more difficult but realistic problem where the degradations are unknown.

The low resolution observation model of Eq. (2) is considered. We formally state by casting the problem in multi channel restoration format, the blur is considered as between channels and within channel of the low resolution images. In order to remove the blur and noise from the LR images, we have proposed an efficient wavelet based denosing using thresholding, our proposed approach performs much better when compared to other approaches.

#### 4.2.1. Proposed Efficient wavelet based Denoising for SRR using Thresholding

Image denoising techniques are necessary to remove random additive noises while retaining as much as possible the important image features. The main objective of these types of random noise removal is to suppress the noise while preserving the original image details [6]. Statistical filter like average filter, wiener filter can be used for removing such noises but wavelet based denoising techniques proved better results than these filters. The wavelet transforms compresses the essential information in an image into a relatively few, large coefficients which represents image details at different resolution scales. In recent years there has been a fair amount of research on wavelet thresholding and threshold selection for image denoising [10] [11] [12].

Let \( Z \) be an \( M \times M \) image from Eq. (2), during transmission the image \( Z \) is corrupted by zero mean white Gaussian noise \( \eta \) with standard deviation \( \sigma \). At the receiver end the noisy observation \( Y \) of Eq. (2) is obtained. The goal is to obtain the image \( Z \) from noisy observation \( Y \) such that the MSE is minimum. Wavelet Transforms decomposes the image into different frequency subbands. Small coefficients in the subbands are dominated by noise while coefficients with large absolute value carry more image information than noise. Replacing noisy coefficients by zeros and an inverse wavelet transform may lead to reconstruction that has lesser noise. Normally hard thresholding and soft thresholding techniques are used for denoising.

**Hard Thresholding**

\[
D(X,T) = X \text{ if } |X| > T \\
= 0 \text{ if } |X| < T
\]

**Soft Thresholding**

\[
D(X, T) = \text{Sign}(X) \cdot \max\left(0, |X| - T\right)
\]

Where \( X \) is the input subband, \( D \) is the denoised band after thresholding and \( T \) is the threshold level. The denoising algorithms which are based on thresholding suggests, that each coefficient of every detail subband is compared to threshold level and is either retained or killed if its magnitude is greater or less respectively.

In wavelet decomposition of an image we obtain one approximate (LL) and three details (LH, HL and HH) subbands. The approximate coefficients are not submitted in this process. Since on one
hand they carry the most important information about the image, on the other hand the noise mostly affects the high frequency subbands. Hence the HH subband contains mainly noise. For estimating the noise level we use the Median Absolute Deviation (MAD) as proposed by Donoho [13].

$$\sigma = \frac{\text{Median} |Y_{ij}|}{0.6745}, Y_{ij} \in LH, HL, HH$$  \hspace{1cm} (28)

The factor 0.6745 in the denominator rescales the numerator, so that $\sigma$ is also a suitable estimator for standard deviation for Gaussian white noise.

Selecting an optimum threshold value ($T$) for soft thresholding is not an easy task. An optimum threshold value should be selected based on the subband characteristics. In wavelet subbands as the level increases, the coefficients of the subband become smoother. For example when an image is decomposed into 2 level DWT using Daubechies 4 tap or bio-orthogonal wavelet transform, we get 8 subbands Fig.3, the HH subband of first level contains large amount of noise, hence the noise level is estimated for the HH subband of level1 using equation (28). Once the noise level is estimated, we select the threshold value $T$. The Threshold value $T$ is

$$T = \sigma - (\text{|HM - GM|})$$  \hspace{1cm} (29)

Here $\sigma$ is the noise variance of the corrupted image. As given in [6], the Harmonic mean and geometric mean are best suited for the removal of Gaussian noise, hence we use the absolute difference of both the Harmonic Mean (HM) and Geometric Mean (GM) or either of the means can also be considered for denoising the image corrupted by Gaussian noise. The harmonic mean filter is better at removing Gaussian type noise and preserving edge features than the arithmetic mean filter. Hence we have considered harmonic mean than arithmetic mean. The process is repeated for LH and HL bands and threshold is selected for all the three bands once threshold is estimated, soft thresholding of Eq.27, is performed to denoise the image.

$$HM = \frac{M^2}{\sum_{i=1}^{M} \sum_{j=1}^{M} \frac{1}{g(i,j)}}$$  \hspace{1cm} (30)

$$GM = \left[ \prod_{i=1}^{M} \prod_{j=1}^{M} g(i,j) \right]^{1/M^2}$$  \hspace{1cm} (31)

4.3. Proposed Adaptive Interpolation for Super Resolution reconstruction

The algorithm works in four phases: In the first phase the wavelet based fused image is expanded. Suppose the size of the fused image is $n \times m$. The image will be expanded to size $N (2n-1) \times (2m-1)$. In the Fig.5 solid circles show original pixels and hallow circles show undefined pixels. In the remaining three phases these undefined pixels will be filled.

The second phase of the algorithm is most important one. In this phase the interpolator assigns value to the undefined pixels.

**FIGURE 5** : High Resolution Grid

The second phase of the algorithm is most important one. In this phase the interpolator assigns value to the undefined pixels.
The undefined pixels are filled by following mutual exclusive condition.

Uniformity: select the range \((X_1, X_2, X_3, X_4)\) and a Threshold \(T\).

\[
\text{if } \text{range } (X_1, X_2, X_3, X_4) < T \text{ Then }
\]

\[
C = (X_1 + X_2 + X_3 + X_4)/4
\]  

(32)

\[
\text{if } \text{there is edge in NW-SE Then}
\]

\[
C = (X_1 + X_2)/2
\]

\[
\text{if } \text{there is edge in NS Then}
\]

\[
T = (X_1 + X_2)/2 \text{ and } B = (X_3 + X_4)/2
\]

\[
\text{if } \text{there is edge in EW Then}
\]

\[
L = (X_1 + X_3)/2 \text{ and } R = (X_2 + X_4)/2
\]  

(33)

In this phase, approximately 85% of the undefined pixels of HR image are filled. In the third phase the algorithm scans the magnified image line by line, looking for those pixels which are left undefined in the previous phase.

In the third phase, the algorithm checks for the layout as shown in Figure(7).
if there is edge $c_1c_2$ then $a = (c_1 + c_2) / 2$

else if there is edge $X_1X_2$ then $a = (X_1 + X_2) / 2$

In the fourth phase all the undefined pixels will be filled. If there are any undefined pixels left then the median of the neighboring pixels is calculated and assigned. We call our interpolation method adaptive as the interpolator selects and assigns the values for the undefined pixels based on mutual exclusive condition.


Our proposed novel super resolution reconstruction consists of following consecutive steps:

Step 1: Three input low resolution blurred, noisy, under sampled, rotated, shifted images are considered.

i.e. $I_1(i, j), I_2(i, j), I_3(i, j)$ where $i=1...N$, $j=1....N$ (35)

Step 2: The images are first preprocessed, i.e. registered using FFT based algorithm, as explained in section(4.1).

Step 3: The registered low resolution images are decomposed using DWT to a specified number of levels. At each level we will have one approximation i.e. LL sub band and 3 detail sub bands, i.e. LH, HL, HH coefficients.

Step 4: The decomposed images are fused using the fusion rule i.e. Maximum Frequency Fusion: “fusion by averaging for each band of decomposition and for each channel the wavelets coefficients of the three images is averaged”. That is maximum frequencies of approximate and detail coefficients are fused separately

$$A_j^I = \max(A_j^I_1 + A_j^I_2 + A_j^I_3)/3 \quad D_j^I = \max(D_j^I_1 + D_j^I_2 + D_j^I_3)/3$$

Step 5: The fused image contains LL, LH, HL and HH subbands.

a) Obtain the noise variance ($\sigma$) using Eq.(28) for LH, HL and HH subbands of level one.
b) Compute Eq. (29) and select the threshold (T) for LH, HL and HH subbands of level 1.
c) Denoise all the detail subband coefficients of level one (except LL) using soft thresholding given in Eq. (27) by substituting the threshold value obtained in step (5b).

Step 6: Most of the additive noise will be eliminated during the fusion process by denoising using our proposed soft thresholding approach as explained in section (4.2.1), where as the image is deblurred using Iterative Blind Deconvolution Algorithm (IBD)[14].

Step 8: Inverse DWT is applied to obtain a high resolution restored image.

Step 9: Finally in order to obtain a super resolved image, an image with double the resolution as that of the original image, our proposed adaptive interpolation as explained in section (4.3) is applied.
6. Simulation Results and Discussions

In computer simulations, three LR (256x256) images are considered. We have tested using both motion blur with an angle of (10, 20 and 30) and Gaussian blur of 3x3, 5x5 and 7x7 is considered. Gaussian white noise with SNR (5, 10, 15 and 20 dB) is added to the blurred low resolution images. A Super Resolution image of size 512 x 512 and 1024x1024 is reconstructed from three noisy, blurred, under sampled, mis–registered images.

Case 1: Abudabi SAR grayscale Low resolution Images with a Super resolution factor of 2 (enlarged from 256x256 to 512 by 512)
Case 2: Logo grayscale Low resolution Images with a Super resolution factor of 4 (enlarged from 128x128 to 512 by 512)

FIGURE 8: (a) Low Resolution Images (b) Proposed wavelet SRR  
(c) Projection on to Convex Sets (POCS) SRR  
(d) Papoulis Gerchberg SRR  
(e) Iterative Back Propagation (IBP) SRR  
(f) FFT based SRR
Simulations are carried out to verify noise and blur removing capability of the proposed super resolution reconstruction and the results are compared with several existing state of art techniques. A quantitative comparison is performed between proposed wavelet based super reconstruction and several existing techniques in terms of Improvement in Signal to Noise Ratio(ISNR), Peak Signal to Noise ratio (PSNR), Mean Square Error(MSE), Super Resolution Factor (SRF) and Mean Structural Similarity (MSSIM) Index. Our method produced results are superior to other methods in both visual image quality and quantitative measure. Simulations were made on several gray scale and color images corrupted with Gaussian noise and motion blur.

The performance of the algorithm for various images at different blur and noise levels is studied and the results from two cases are shown in Fig.8 and Fig.9. The quantities for comparison are defined as follows and Table I and II display the quantitative measures.

1) Improvement in Signal-to-Noise Ratio (ISNR)

For the purpose of objectively testing the performance of the restored image, Improvement in signal to noise ratio (ISNR) is used as the criteria which is defined by

$$\text{ISNR} = 10 \log_{10} \frac{\sum_{i,j} [f(i,j) - y(i,j)]^2}{\sum_{i,j} [f(i,j) - g(i,j)]^2}$$  \hspace{1cm} (37)

Where \( j \) and \( i \) are the total number of pixels in the horizontal and vertical dimensions of the image; \( f(i,j) \), \( y(i,j) \) and \( g(i,j) \) are the original, degraded and the restored image.

2) The MSE and PSNR of the reconstructed image is

$$\text{MSE} = \frac{\sum_{i,j} (f(i,j) - F(I,J))^2}{N^2}$$

Where \( f(i,j) \) is the source image \( F(I,J) \) is the reconstructed image, which contains \( N \times N \) pixels.
\[
PSNR = 20 \log_{10} \left( \frac{255}{RMSE} \right)
\]  

3) Super Resolution Factor

\[
SRF = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} (F(i, j) - f(i, j))^2}{\sum_{i=1}^{M} \sum_{j=1}^{N} (y(i, j) - f(i, j))^2}
\]  

4) MSSIM

The structural similarity (SSIM) index is defined in [29] by equations

\[
SSIM(f, F) = \frac{(2\mu_f \mu_F + C_1)(2\sigma_{fF} + C_2)}{(\mu_f^2 + \mu_F^2 + C_1)(\sigma^2_f + \sigma_F^2 + C_2)}
\]  

\[
MSSIM(f, F) = \frac{1}{G} \sum_{p=1}^{G} SSIM(f, F)
\]

The Structural SIMilarity index between the original image and reconstructed image is given by SSIM, where \( \mu_f \) and \( \mu_F \) are mean intensities of original and reconstructed images, \( \sigma_f \) and \( \sigma_F \) are standard deviations of original and reconstructed images, \( f \) and \( F \) are image contents of \( p \)th local window and \( G \) is the number of local windows in the image.

The simulation results show that our approach provides a visually appealing output. The proposed wavelet based super resolution reconstruction with efficient denoising can reconstruct a super resolution image from a series of blurred, noisy, aliased and downsampled low resolution images, which is demonstrated by two cases as shown in Fig. 8 and Fig. 9.

In case 1, Fig 8, three LR SAR images of Abu Dhabi stadium are considered which are corrupted by Gaussian noise of standard deviation \( (\sigma = 10, 15 \& 20) \) and motion blur of angle \( (10, 20 \& 30) \). The results of the proposed SRR are compared with Projection on to Convex Sets (POCS) [21], Papoulis Gerchberg algorithm [23] [24], Iterative Back Propagation (IBP) [22] and FFT based SRR [26] [27].

Table I and II gives the quantitative measures of abudhabi.gif, logo.tif, lean.jpg and baboob.png images. Fig10, a, b, c & d shows the comparison graph of various quantitative measures for the LR test images. When compared with standard state of art techniques, it is clear that the proposed wavelet based SRR with efficient denoising and adaptive interpolation can eliminate the noise and blur while preserving the edges and fine details, and can reconstruct a super resolution image with a super resolution factor of 2, 4 times than the original image.

The results show that fig 8b and 9b has more sharp edges and less noise when compared to state of art techniques.
Table I: MSE and PSNR comparison of our proposed approach with other approaches

<table>
<thead>
<tr>
<th>Source Image</th>
<th>MSE PSNR</th>
<th>MSE PSNR</th>
<th>MSE PSNR</th>
<th>MSE PSNR</th>
<th>MSE PSNR</th>
<th>MSE PSNR</th>
<th>MSE PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AbudaiSAR</td>
<td>50.62 31.08</td>
<td>48.9 31.23</td>
<td>60.51 30.31</td>
<td>59.83 30.36</td>
<td>0.002 41.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log</td>
<td>40.63 30.06</td>
<td>45.1 30.04</td>
<td>45.78 29.95</td>
<td>46.08 30.86</td>
<td>0.035 37.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baboon</td>
<td>58.64 30.44</td>
<td>56.28 30.62</td>
<td>66.46 29.9</td>
<td>68.04 29.8</td>
<td>0.086 42.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lena</td>
<td>82.015 28.99</td>
<td>79.52 29.12</td>
<td>87.21 28.72</td>
<td>82.48 28.96</td>
<td>0.061 45.95</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table II: ISNR and MSSIM comparison of our proposed approach with other approaches

<table>
<thead>
<tr>
<th>Source Image</th>
<th>ISNR</th>
<th>MSSIM</th>
<th>ISNR</th>
<th>MSSIM</th>
<th>ISNR</th>
<th>MSSIM</th>
<th>ISNR</th>
<th>MSSIM</th>
<th>ISNR</th>
<th>MSSIM</th>
<th>ISNR</th>
<th>MSSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>AbudaiSAR</td>
<td>3.392</td>
<td>0.6783</td>
<td>3.96</td>
<td>0.625</td>
<td>3.35</td>
<td>0.761</td>
<td>3.39</td>
<td>0.68</td>
<td>6.49</td>
<td>0.833</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log</td>
<td>3.58</td>
<td>0.723</td>
<td>4.61</td>
<td>0.76</td>
<td>3.69</td>
<td>0.79</td>
<td>3.94</td>
<td>0.73</td>
<td>5.05</td>
<td>0.871</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baboon</td>
<td>2.8</td>
<td>0.671</td>
<td>3.09</td>
<td>0.663</td>
<td>2.13</td>
<td>0.711</td>
<td>2.51</td>
<td>0.702</td>
<td>6.87</td>
<td>0.778</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lena</td>
<td>3.58</td>
<td>0.683</td>
<td>3.43</td>
<td>0.617</td>
<td>3.04</td>
<td>0.786</td>
<td>4.08</td>
<td>0.711</td>
<td>6.01</td>
<td>0.858</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) MSE vs Methods
(b) PSNR vs Methods
7. CONCLUSION

In this paper we have proposed a novel and robust wavelet based super resolution reconstruction of low resolution images using efficient denosing and adaptive interpolation. Wavelet transforms are suitable for achieving a high super resolution reconstruction image. The proposed wavelet based denoising is based on threshold estimation and analysis of statistical parameters like harmonic mean, geometric mean and standard deviation of the detail sub band coefficients. Harmonic mean filter performs better when compared to arithmetic mean filters and preserve the edges which are most significant for super resolution reconstruction. Experiments are conducted on different natural images corrupted by various noise levels to access the performance of the proposed thresholding method in comparison with other methods. The advantage of using wavelets and adaptive interpolation for super resolution reconstruction is blocking artifacts are reduced and we are able to obtain very high PSNR and ISNR value when compared to the state of art super resolution reconstruction. With our proposed Adaptive interpolation technique we are able to obtain a very high super resolution image with super resolution factor of 2, 4 times than that of the original image. Experimental results show that our proposed method performs quite well in terms of robustness and efficiency.
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Abstract

In the field of mixed scanned documents separation, various studies have been carried out to reduce one (or more) unwanted artifacts from the document. Most of the approaches are based on comparison of the front and back sides of the documents. In some cases, it has been proposed to analyze the colored images; however, because of the calculation complexity of the approaches, they are not well applicable in practical applications. Furthermore, none of them are tested on Farsi/Arabic documents. In this paper, an applicable approach to large size images is presented which is based on image block segmentation (mosaicing). The advantages of this approach are less memory usage, combining of the simultaneous and ordinal blind source separation methods in order to increase the algorithm efficiency, reducing calculation complexity of the algorithm into about twenty percents of the basic algorithm, and high stability in noisy images. In noiseless conditions, the average signal to noise ratio of the output images is reached up to 30.26 db. All of these cases have been tested on Farsi official documents. By applying the proposed ideas, considerable accuracy is achieved in the results, at minimum time. In addition, various parameters of the proposed algorithm (e.g. the size of each block, appropriate initial point, and the number of iterations) are optimized.

Keywords: Blind source Separation, Independent component Analysis, show-through, feed-through, background removing, scanned documents processing.
1. INTRODUCTION

In many cases, there is some additional information on scanned or photographed documents in addition to the main document image. Some of this extra information may or may not visually detectable. Depending on the user's goal, it may be interesting to highlight or remove them.

Generally, the noise affected on the documents, could be appeared as two following cases. One of them is pervading the color or no-color-equilibrium in the document, and another is the effects of the existed information behind of the document or another document on the under process document. In the scanning procedure, due to blazing radiation of light, the image of the back side of the document may be mixed with the front side in the resulted image. In this effect, if the back side ink affects the front side image of the document, the effect is named “bleed-through”, and if the document is two-sided or there are consecutive thin documents in the imaging procedure, the effect is called as “show-through” effect. Sometimes, it may be required to separate the various layers of the scanned image in order to focus on each of them. Background removing is a remarkable example in document analysis [1, 2]. Undesired effects on background of a document consists of the various elements such as optical blurring and noise caused by scanning, dots, under writings and over writings [3, 4, 5]. These cases are strictly important in restoring the document images and retrieving data from the ancient documents.

The ideas which are proposed in this paper can be used in decoding of the security documents, in addition to the OCR application, electronic archives and libraries, handwritings and subscript detection, and generally, improvement of image quality.

Various techniques are available to increase the quality of the documents. The earliest methods for the document quality enhancement are binarization and image retrieving approaches which produce acceptable results in the case that one source is accompanied with noise [6]. Some researchers have tried to reduce the show-through effect by using blind source separation (BSS) approach. Although this approach requires registering the documents of both sides of the paper; however, the detection of this one by one correspondence is a hard and time-consuming task [7, 8]. A competing approach is employing Markov model for bleed-through removing, which has caused more readability in the resulted document [9, 10, and 11]. In addition, Markov model has been useful in enhancing the reconstructed image resulted BSS procedure [12].

In [13], a comparison has been performed between independent component analysis (ICA) and diffusion methods, and the advantages of the diffusion method are illustrated. In addition, in [14], various approaches among ICA has been compared, in order to evaluate the quality enhancement of the document based on providing a colored scan of the document, then analyzing it to RGB components, and finally testing on ancient documents containing watermark effect and hidden text. In the mentioned study, by analyzing the RGB components, the need to scan and register the both sides of the document has been removed.

In [15], this procedure has been used by focusing on show-through, ink-bleed, and palimpsests affected documents. In this way, sources have been separated by analyzing the colored image into the three RGB components. In the next step, ICA has been used to solve the equations set containing three equations (colored components) and three unknown elements (background, body text, foreground). In addition, instead of using only RGB components as the three sensors, invisible bands such as infra-red or ultra-violet may be used to gain more independent components [15].

Heretofore, image blocking (mosaicing) idea has been employed in few algorithms. However, the use of this idea has not been dynamic. In fact, they have selected the initial parameters of each block from a constant default values set. Therefore, they calculate each block notwithstanding neighboring blocks again and again. Hence, all respective activities, in this field, are time-consuming. Here, an important point is their less stability against noise. Furthermore none of them has been tested on Farsi documents.
The main proposed idea in this paper is based on mosaicing of the input colored document image, processing of each block separately using BSS algorithm by considering RGB components as the three sensed signals, and finally applying the results of each block as the initial values of the parameters of the next block. The method is inspired from ordinal blind source separation algorithm, while all of these are obtained at the least time and calculation complexity. The algorithm has applied to the two main categories. One of them is the real official documents. In this category, the goal of this paper is separation of the background effect from the body text, and separation of the information on front and backside of the documents from the body text, at least time and higher quality. Another category is the synthesized documents. In this category, the goal of this paper is full separation of the sources which has been synthesized and noise has been added to their combinations. These goals have been satisfied at the least time and high signal to noise ratio comparing with the basic algorithm. Of course, it should be considered that one of the important parts of the text extraction is the binarization procedure which is a complement process in order to gain the final version of the reconstructed document sources.

The structure of the paper is as follows. In the second section, the proposed method for separation of the mixed documents by conjointly use of simultaneous and ordinal BSS is explained and mathematically formulated. In section three, experimental results of applying the proposed method on Farsi official and synthesized documents is presented; and finally, the paper is concluded in the forth section.

2. PROPOSED MODEL FOR SEPARATION OF THE MIXED DOCUMENTS BASED ON BLIND SOURCE SEPARATION

Generally, there are two main methods for blind source separation named simultaneous and ordinal BSS. In simultaneous method, all sources would be separated from each other at the same time, while in ordinal method, the extraction of the sources is performed one by one in a greedy manner and the extraction of each source, improves the system for extracting the other sources.

In this paper, a combination of two mentioned methods has been proposed which on one hand, optimizes the calculation complexity and the separation accuracy of the mixed images, and on the other hand, reduces the defects of the each method. This approach uses simultaneous BSS method to process the each block of the mixed image, while optimally utilizes the knowledge gained in the previous block for the current block, due to data correlation of the various sections of the image. Equation (1) shows the formulation of the problem.

\[ x(k) = H.s(k) + v(k) \]  
(1)

In this equation, "x" is the vector of observed signals, "H" is the mixing matrix, "s" is the sources which should be reconstructed, and "v" is the noise vector.

In the noiseless system, equation (1) could be written as equation (2).

\[ X = H.S \]  
(2)

\[ X = [x(1), x(2), ..., x(N)]^T \in \mathbb{R}^{m \times N} \]  
(3)

\[ S = [s(1), s(2), ..., s(N)]^T \in \mathbb{R}^{n \times N} \]  
(4)

In order to blind source separation two cases could be defined. One of them is based on exactly extraction of the source signals with high computational complexity, and another is based on iterative operations with less computational complexity. In the first case, by assuming statistical independency of the original sources and linear independency of the columns of matrix H, generally, the ICA technique, could estimate all sources and their quantity, or recognize mixing
matrix (H) or the pseudo inverse matrix \( \omega = H^T \). So, by multiplying the pseudo inverse matrix at the sensed signals, the source signals could be estimated as follows.

\[
s(X) = w \cdot x(X)
\]  

(5)

Here, \( s(X) \) is the vector of the reconstructed signals. The exact response of the reconstructed sources will illustrate later. If the number of the independent components is great and its distribution is sparse, it is better to use the following form.

\[
S^T = S^T \cdot H^T
\]  

(6)

In this case, the rows of the S and the columns of the H should as independent as possible, and both of them should approach to similar statistical attributes (sparse presentation or laplacian distribution). In this way, the vectors of the matrix \( H^T \) can be considered as the independent components, the matrix \( S^T \) matrix as the mixing matrix and vice versa.

Now, instead of estimating the sources directly, the information should be gathered about the mixing system at first. Since \( w \) is the pseudo-inverse of \( H \), the rows of \( H \) are corresponded with the columns of \( w \). In most of cases, the sources have been mixed and filtered, linearly and simultaneously. In fact, the mutual vectors \( h_j \) of the mixing matrix \( H \) or pseudo inverse of it \( (\omega_j) \), should be recognized.

Basically, in blind source separation, it is desired to minimize the average square error between output signals and original sources. In other words, the following cost function should be minimized.

\[
J_p(\omega) = ||X - H \cdot s||_p = ||s(X) - s||_p, \quad (p \geq 1)
\]  

(7)

In this equation, \( p \) is the geometric norm and the error vector could be defined as the following equation.

\[
e_s(\omega) = x_j - h^T j \cdot s = x_j - \sum_{i=1}^m h_{ij} \cdot s_i
\]  

(8)

In order to minimize the cost function, by use of least linear squares approach, and considering norm 2, the equation (7) could be transformed as below.

\[
J(\omega) = \frac{1}{2} ||X - H \cdot s||_2^2 = \frac{1}{2} (X - H \cdot s)^T (X - H \cdot s) = \frac{1}{2} s^T \cdot e = \frac{1}{2} \sum_{i=1}^m s_i^2 e_i^2
\]  

(9)

If the gradient of the cost function be equaled to zero, the exact response for reconstructed sources could be achieved as following.

\[
\nabla J(s) = H^T (X - H \cdot s) = 0
\]  

\[
\nabla J(s) = H^T (H \cdot H)^{-1} X = H^T \cdot X, \quad J(s) = 0
\]  

(10)

(11)

In this case of BSS, because of unknown quantity of the pseudo inverse matrix, difficulty of finding it, inversion of the large matrixes and as the result more computational complexity, reconstructing the sources is very difficult. So, using an iterative equation could be applicable. By using gradient based approaches, the problem could be reformulated as below [14].

\[
\frac{ds}{dt} = -\mu \cdot \nabla J(s) = \mu \cdot H^T (X - H \cdot s) = \mu \cdot H^T \cdot s
\]  

(12)
In this equation, \( \mathbf{\mu} = \begin{bmatrix} \mu_0 \end{bmatrix} \) is a positive definite \( n \times n \) matrix which usually is diagonal. In order to the source estimation, this differential equation could easily and directly be converted to an iterative equation, as following.

\[
\hat{s}(k+1) = \hat{s}(k) + \eta_s \mathbf{H}^T [\mathbf{K} - \mathbf{H} \hat{s}(k)]
\]

(13)

Generally, since the input signals applied to ICA should be independent, regardless of the inherent independency of the observed signals, the operation called whitening should affect on them. So, in order to provide independent signals, the correlation of the observed signals should be removed. The problem could be modeled as equation (14), which therein \( \mathbf{y}(k) \) is the whitened vector, and \( \mathbf{W} \) is a \( n \times m \) whitening matrix [14, 15]. Here, in order to prevent be mistaken for the pseudo inverse matrix, the whitening matrix has been indicated with upper case \( (W) \).

\[
\mathbf{y}(k) = \mathbf{W} \mathbf{x}(k)
\]

(14)

After whitening, usually ICA or BSS approaches converge better [14]. This occurs because of describing the secondary separation system (non-mixing system) by the orthogonal matrix for real signals, and an identity matrix for weights of mixed signals.

In the whitening process, the selection of matrix \( \mathbf{W} \) follows the following procedure. The covariance matrix of the whitened signals \( \mathbf{R}_{yy} = \mathbf{E}[\mathbf{y} \mathbf{y}^T] = \mathbf{E}[\mathbf{W} \mathbf{x} \mathbf{x}^T \mathbf{W}^T] = \mathbf{W} \mathbf{R}_{xx} \mathbf{W}^T \) should become the identity matrix \( (I_n) \). In this manner, the whitened vectors \( \mathbf{y}(k) \) will be mutually independent [14].

\[
\mathbf{R}_{yy} = \mathbf{E}[\mathbf{y} \mathbf{y}^T] = \mathbf{E}[\mathbf{W} \mathbf{x} \mathbf{x}^T \mathbf{W}^T] = \mathbf{W} \mathbf{R}_{xx} \mathbf{W}^T = \mathbf{I}_n
\]

(15)

In order to achieve an iterative equation, Similar to equation 13, based on gradient approaches, whitening operation could be illustrated as following [16].

\[
\mathbf{W}(k+1) = \mathbf{W}(k) + \eta_w \mathbf{I} - \mathbf{y}(k) \mathbf{y}^T(k) \mathbf{W}(k)
\]

(16)

In this equation, \( \mathbf{W}(k) \) is the quantity of matrix \( \mathbf{W} \) at \( k^{th} \) iteration, \( \mathbf{y}(k) \) is the whitened vectors at \( k^{th} \) iteration, and \( \eta_w \) is the convergence rate of the equation. This equation will converge, if the general matrix as \( \mathbf{G} \) (in equation 17) could be founded to satisfy either equations (18) or (19).

\[
\mathbf{G} = \mathbf{W} \mathbf{H}
\]

(17)

\[
\mathbf{G} \mathbf{G}^T = \mathbf{G}^T \mathbf{G} = \mathbf{I}_n
\]

(18)

\[
\mathbf{G}^{-1} = \mathbf{G}^T
\]

(19)

In this situation, matrix \( \mathbf{G} \) will be orthogonal. Furthermore, by multiplying equation (16) at the mixing matrix \( (\mathbf{H}) \) from right side, equation (20) would be obtained [16]:

\[
\frac{d\mathbf{f}}{dt} = \mathbf{G} \mathbf{f}(k) = \mathbf{G} \mathbf{f}(k) + \eta_w \mathbf{I} - \mathbf{G} \mathbf{f}(k) < \hat{s}(k), \hat{s}^T(k) > \mathbf{G}^{-1} \mathbf{f}(k)
\]

(20)

In this equation, \( \mathbf{G} \mathbf{f}(k) \) is the quantity of matrix \( \mathbf{G} \) at \( k^{th} \) iteration, \( \hat{s}(k) \) is the reconstructed sources at \( k^{th} \) iteration, and \( \eta_w \) is the convergence rate of this equation.

Without loss of generality, by assuming that self correlation matrix of the estimated sources (equation 21) is an identity matrix, it is clear that a learning algorithm which uses above equation is stable and converges, if the matrix \( \mathbf{G}(k) \) is orthogonal \( (\mathbf{G}^{-1} = \mathbf{G}^T) \).

\[
\Pi_{ss} = < \hat{s}(k) \hat{s}^T(k) >
\]

(21)
Finally, by considering the equations 14, 17 and applying them at equation 13, the basic equation for estimation of sources could be achieved as the following equation.

\[ s(k+1) = s(k) + \eta_s [G^T (s(k) + \eta_w \sum_{i=1}^{N} y_i (k) - (G^T s(k) + \eta_y s(k))] \]  \hspace{1cm} (22)

In this equation, \( \eta_s \) as the learning rate should be a positive constant to guarantee the stability of the algorithm. In addition, the learning rate, \( \eta_s \), should satisfy \( 0 < \eta_s < 1/\lambda_{\text{max}} \) constraint, where \( \lambda_{\text{max}} \) is the maximum eigenvalue of \( HH^T \). In summary, if \( \eta_s \) is near the upper boundary, the algorithm converges rapidly. In order to effectively apply the algorithm, the largest eigenvalue of \( HH^T \) should be estimated to specify the upper boundary.

Fig. 1 shows the overall block diagram which is used for reconstruction of the sources. The goal of this paper is to utilize the BSS approach into blind separation of the image sources resulted from several records on the document such as show-through and background effects in official documents and full separation of the sources in synthesized images, with minimum computational complexity. The first idea is based on partitioning of image or “mosaicing”. In most of the cases, because of much length of the signals, a large amount of the memory is needed to apply BSS algorithm. Therefore, it requires the systems with large amount of the memory. On the other hand, in order to keep the correlation of the neighboring pixels, it is better to divide the image into the smaller blocks and process each block separately.

Of course, the choice of the block size is very important. The block size should be as small as possible to keep the correlation between neighboring pixels, and on the other hand, the desired block size should contain textual data. In other words, it should not be so small which its textual data could not be read. For final decision, the output signal to noise ratio and computational complexity of the algorithm should be evaluated.

Fig. 2 shows the block diagram of the proposed algorithm in this paper. It should be mentioned that the algorithms and equations which are expressed in this paper, are quite different from the other available algorithms in blind source separation for document separation [12]. As it is shown in the block diagram, in the first step, the colored scanned image of the document is decomposed into three red, green, and blue components [15]. These components are processed as three independent observed sensed signals \( (x_1, x_2, x_3) \). After mosaicing the images, the corresponding mosaics of each sensor have to be applied to the separation algorithm. Before employing the main separation algorithm, each of the applied blocks should be changed to a one dimensional signal [13]. Then, in order to reduce the correlation between the elements of the obtained three one dimensional signals, whitening operation is unavoidable.
FIGURE 2: Block Diagram of Proposed BSS Approach and Optimization Ideas.

To select the initial values of the whitening and mixing matrixes, they should be assumed in the manner that in each row and column, only one element is dominant. This causes the algorithm converge faster. Then, the source estimation procedure is performed by using the reconstructed sources of each block as the initial values of the next block's estimation (equation 22). This procedure obtains a good initial point for the main algorithm, in order to have less computational complexity.

According to tests performed in the next section, most of the calculations occur in the estimator process, although after applying the proposed ideas, in addition to keep high visual quality and quantitative accuracy, the run time of the algorithm is considerably reduced. In this study, all of the proposed ideas, are examined on the synthesized and Farsi official documents, and as the good results, the stability of the proposed algorithm in noisy environments is demonstrated.

3. EXPERIMENTS AND RESULTS

3.1 Experiments Setup
In this section, the results of applying the proposed ideas are presented. All of the templates which are used in this section are selected from Farsi official documents. In this paper, the quantitative evaluation is performed on the synthesized images. The performance criterion is the ratio of the average SNR of the output images to the average SNR of the input images. It is possible to post-process the output image such as binarization and filtering operations. The dimensions of the synthesized images which are used in all of these experiments are 384*384 pixels and the mixing matrix is as following.

$$H = \begin{bmatrix} 0.4 & 0.3 & 0.3 \\ 0.3 & 0.4 & 0.3 \\ 0.3 & 0.3 & 0.4 \end{bmatrix}$$

In the synthetic experiments, three textual sources have been mixed by above mentioned mixing matrix and three gained mixtures have been applied to the algorithm as the three sensors. The original images are prepared by scanning Farsi official documents in 300 dpi resolution and 24 bits color depth, while their dimensions is 512*896 pixels. After exploring and selecting the optimum size of the mosaics in the next section, for other experiments, the block size is considered as 64*64. The experiments are conducted on a Personal Computer 2.0 GHz Dual Core Due Intel processor. The simulation environment is Matlab R2008.

3.2 Optimizing the size of mosaics
In order to select the optimum size of the mosaics, various experiments based on the different mosaic sizes such as 4*4, 8*8, 16*16, 32*32, 64*64, 128*128, has been performed. It has been observed that for 64*64 block size, the reconstructed signals would be more acceptable than the other sizes. In this experiment, the base of the block size selecting, is the high separation accuracy with the minimum computational complexity. As it is observable at TABLE 1, for 4*4 block size, the operation time of algorithm is 1109 seconds, and average SNR of the output...
The maximum SNR is obtained for 16*16 block sizes by amount of 30.58 db. As it will be presented in the next section, the operation time of the separation algorithm for 16*16 blocks mosaicing is 299 seconds while this time for 64*64 block size is 206 seconds. The average SNR of these two situations differs only about 0.25 decibel. Considering all aspects, 64*64 block size is selected as the best choice. Figure 3 shows the visual comparison between the results of considering 4*4, 16*16, and 64*64 block sizes. As it is observable, the results of 4*4 block size have low quality because of dot effects on them. The results of the 16*16 and 64*64 block sizes do not differ visually, because their SNR is very close together.

<table>
<thead>
<tr>
<th>Block size</th>
<th>SNR of first output</th>
<th>SNR of second output</th>
<th>SNR of third output</th>
<th>Average SNR of outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>4*4</td>
<td>27.82</td>
<td>22.99</td>
<td>23.67</td>
<td>24.82</td>
</tr>
<tr>
<td>8*8</td>
<td>31.66</td>
<td>29.18</td>
<td>30.12</td>
<td>30.32</td>
</tr>
<tr>
<td>16*16</td>
<td>32.46</td>
<td>28.96</td>
<td>30.32</td>
<td>30.58</td>
</tr>
<tr>
<td>32*32</td>
<td>31.85</td>
<td>28.68</td>
<td>29.68</td>
<td>30.07</td>
</tr>
<tr>
<td>64*64</td>
<td>31.06</td>
<td>30.45</td>
<td>29.28</td>
<td>30.26</td>
</tr>
<tr>
<td>128*128</td>
<td>31.57</td>
<td>27.62</td>
<td>27.87</td>
<td>29.02</td>
</tr>
</tbody>
</table>

TABLE 1: Variations of Average SNR of Reconstructed Sources in Terms of Different Block Sizes in Noiseless System.

FIGURE 3: a, b, c) original sources. d, e, f) three synthetic mixtures in noiseless system. g, h, i) reconstructed sources using BSS by 4*4 mosaic size. j, k, l) reconstructed sources using BSS by 16*16 mosaic size. m, n, o) reconstructed sources using BSS by 64*64 mosaic size.
3.3 Computational Complexity of the proposed algorithm

Figure 4, depicts the operation time of the each block versus the various block sizes. As it can be observed, by increasing in the mosaic sizes, the processing time of the each mosaic increases, while as it is observable in Figure 5, the processing time of the entire image decreases. In Figure 5, the maximum point of curve is assigned to the 4*4 block size which the related operation time is obtained as 1109 seconds. The operation time of 64*64 block size, has been calculated 206 seconds that is the minimum point of the curve. Considering these curves and visual results, presented in section 3.2, the best block size as the trade off point of visual quality, computational complexity, and SNR aspects is 64*64 block size.

Figure 4: Computational Complexity of the each block versus the various block sizes

Figure 5: Total Computational Complexity of the typical image versus the various block sizes
3.4 Effect of the Number of the Iterations on the Computational Complexity

In BSS approach, computational complexity increases linearly with the number of iterations (in $O(g, s)$). Thus, by optimizing the number of iterations, the computational complexity and operation time could be reduced. The convergence characteristic of the proposed algorithm is very good. In fact, after specific iterations, the results will not have considerable improvement. Before applying the results of previous block to the under process block, to achieve an acceptable output results, these iterations were as follows: 4000 iteration for whitening algorithm, and 200 iterations for G matrix and source estimator algorithms (Figure 6).

For a typical image, the operation time of the basic BSS is calculated as 750 seconds. After applying the proposed idea, the operation time reduced to 154 seconds, and the required number of iterations for convergence, except first block, decreased to 5 iterations for G matrix, and 100 iterations for whitening and source estimator algorithms (Figure 7). The operation time has decreased to 20 percent of the basic algorithm.

![Figure 6: Effect of the Number of the Iterations on Computational Complexity in Basic BSS Algorithm](image)

![Figure 7: Effect of the Number of the Iterations on Computational Complexity after Applying Optimization Ideas](image)
3.5 Separation of the Background Affected Documents

To investigate the ability of the proposed algorithm in the separation of the background effect of the image, the method is applied to the document that the watermarked logo of the owner corporation was on the background. The results of this experiment are shown in Figure 8. The operation time of the basic BSS, for this document is 825 seconds, with 4000 iterations for whitening and 200 iterations for G matrix and estimator algorithms, while after applying the optimization ideas, the operation time reduced to 136 seconds, with 10 iterations for whitening, 5 iterations for G matrix and 100 iterations for estimator algorithm (except first block). As it is observable in the output images of the algorithm (b, c, d), the algorithm has focused on one component at each output. After BSS operation, the main text could be extracted using binarization (e) and the background effect could be extracted using complementation and binarization of the first output (f). In this manner, the background effect and the main text are fully separated from each other, after post-processing.

Figure 8: a) Colored scan of a typical official document. b, c, d) results of the extracting RGB components of the original image as three sensed signals. e, f) separated main text and background effect after post-processing operations.
3.6 Robustness of the Proposed Algorithm in Separating the Show-Through Effect

The proposed algorithm was applied to the colored image of the scanned official document with the show through effect. The original image has been demonstrated in Figure 9-a. The front of the document contains signature and main text, while there are some written information and stamp effect in behind. It is cleared that in this test, there are four sources, while only three RGB sensors would be available for applying to the algorithm. As it is observable in Figure 9-g, one of the sources might not been extracted singular. For this document, the operation time of the basic BSS, is 602 seconds, with 3000 iterations for whitening and 200 iterations for G matrix and estimator algorithms, while after applying the optimization ideas, the operation time reduced to 136 seconds, with 20 iterations for whitening, 5 iterations for G matrix and 100 iterations for estimator algorithm (except first block). Figures 9-b,c,d, are the outputs of the algorithm which in each of them, it has been focused on one (or more) component(s). After carrying out the algorithm, the stamp effect has been extracted using binarization, complementation, and median filter (Figure 9-e), the signature effect has been extracted using binarization and median filter (Figure 9-f), and finally, the written information behind of the document, has been extracted using binarization (Figure 9-g). All of these have been occurred at the least computational complexity.

![Figures 9](image-url)

**Figure 9:** a) The Colored Scan of an Official Document containing show-through effect. b, c, d) The Three Results of Proposed BSS Algorithm. e, f, g) Extraction the Desired Data by Post Processing Operations Such as Binarization and Filtering.
3.7 Robustness of the Proposed Algorithm in Presence of the Additive Noise

This section has focused on the stability of the algorithm in noisy conditions. It should be considered that the noise has been added to the three synthetic mixtures, that is very dangerous kinds of the additive noises. In Figure 10, it is observable that in noiseless system, the SNR of the reconstructed sources has been increased up to 30.26 db that in comparison with the basic BSS, the amount of the improvement is about 2 decibel. In the proposed algorithm, the output signals with the SNR up to 15 decibel have been achieved versus the input signals with the zero decibel SNR. By increasing in the SNR of the input images, the saturation effect will occur. Table II, presents the SNR of the input and output signals, in terms of the different salt and pepper noise energies. While 50% salt and pepper added to the mixtures, the SNR of the output signals has been obtained up to 4 decibel. In Figure 11, a visual example has been given in the presence of 10% salt and pepper noise. It is observable that after binarization of the output signals of the algorithm, the original sources are fully separated.

![Figure 10: SNR of the Reconstructed Sources versus SNR of the Original Sources with Different Values of the Salt and Pepper Noise applied to the mixture sensed images](image)

<table>
<thead>
<tr>
<th>Noise (%)</th>
<th>SNR IN_1</th>
<th>SNR IN_2</th>
<th>SNR IN_3</th>
<th>SNR IN_Ave</th>
<th>SNR OUT_1</th>
<th>SNR OUT_2</th>
<th>SNR OUT_3</th>
<th>SNR OUT_Ave</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>+∞</td>
<td>+∞</td>
<td>+∞</td>
<td>31.06</td>
<td>30.45</td>
<td>29.28</td>
<td>30.26</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-5.2</td>
<td>-5.15</td>
<td>-5.15</td>
<td>-5.16</td>
<td>14.19</td>
<td>13.87</td>
<td>13.99</td>
<td>14.01</td>
</tr>
<tr>
<td>20</td>
<td>-11.21</td>
<td>-11.09</td>
<td>-11.17</td>
<td>-11.15</td>
<td>7.44</td>
<td>7.17</td>
<td>7.29</td>
<td>7.3</td>
</tr>
<tr>
<td>30</td>
<td>-12.92</td>
<td>-12.9</td>
<td>-12.9</td>
<td>-12.9</td>
<td>5.88</td>
<td>5.45</td>
<td>5.65</td>
<td>5.66</td>
</tr>
</tbody>
</table>

**TABLE II:** SNR comparison of the input and output images
4. CONCLUSION & FUTURE WORK

In this paper, an optimization procedure on classic approaches for blind source separation is proposed that could be extended into many similar procedures in the field of the image processing. In this approach, by segmenting the colored image to the equal-sized mosaics and optimizing the algorithm for each mosaic, a considerable reduction in the computational complexity and run time of the algorithm has been achieved. In this approach, the results of the each block are used as the initial point of the separation algorithm in the next block. Therefore, both of the computational performance and accuracy of the algorithm are well increased. This algorithm could successfully separate the background effect from the body text and show-through effect. Of course, in most of the cases, it may be unavoidable to use the post processing operations for gaining desired results. In this approach, no registration operation is required. In addition, the high stability against noise is another considerable property of the proposed algorithm. The study is now continued on proposing better approaches to guarantee the stability of algorithm against other kinds of the image noises. In addition, by deriving a two dimensional BSS algorithm, to consider the spatial correlations of the pixels, more than available one dimensional algorithms, the results may become better.
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Abstract

Advances in digital imaging techniques have made possible the acquisition of large volumes of Trans-rectal Ultrasound (TRUS) prostate images so that there is considerable demand for automated segmentation of these images. Prostate cancer diagnosis and treatment rely on segmentation of TRUS prostate images. This is a challenging and difficult task due to weak prostate boundaries, speckle noise, and narrow range of gray levels which leads most image segmentation methods to perform poorly. Although the enhancement of ultrasound images is difficult, prostate segmentation can be potentially improved by enhancement of the contrast of TRUS images. Anisotropic diffusion has been used for image analysis based on selective smoothness or enhancement of local features such as region boundaries. In its conventional form, anisotropic diffusion tends to encourage within-region smoothness and avoid diffusion across different regions. In this paper we extend the anisotropic diffusion to multiple directions such that segmentation methods can effectively be applied based on rich extracted features. A preliminary segmentation method based on extended diffusion is proposed. Finally an adaptive anisotropic diffusion is introduced based on image statistics.

Keywords: TRUS Imaging, Deformable Models, Level Sets, Anisotropic Diffusion, Segmentation.

1. INTRODUCTION

As the most diagnosed cancer, prostate cancer is the second leading cause of the cancer death in North America [1]. Hence diagnosis of this cancer in its early stages is crucial. Prostate TRUS images, in comparison with the other modalities such as CT and MRI, are captured more easily, in real-time, and with lower cost, so they are widely used for the diagnosis of prostate cancer, cancer treatment planning, needle biopsy, and brachytherapy. The size and the shape of the prostate must be determined by prostate segmentation to diagnose the cancer stage. Although in the traditional approach, an expert infers this information manually from the TRUS images, such a manual method is tedious, expensive, time consuming, and subjective. Given the increasing amount of TRUS data being collected, automated methods of TRUS prostate segmentation are in high demand and different segmentation methods have been proposed [2, 3, 4, 5, 6, 7, 8, 9]. These methods include boundary segmentation, deformable models, and region segmentation approaches.
The prostate region in TRUS prostate images usually maintains a very weak contrast against the background. Because of the speckle noise, short range of gray levels, very weak prostate region texture, and shadow regions the conventional image processing and analysis techniques are not capable to effectively capture, discriminate, and segment the prostate region based on its intensity, texture, and gradient. There have been some attempts by employing the Gabor filter bank for prostate texture segmentation [10, 5], however prostate has a very weak texture and has not yet been investigated seriously.

Anisotropic diffusion [11] was introduced by Prona and Malik to perform edge preserving and within-region smoothing based on the differential structure of the image [12, 13]. Anisotropic diffusion considers no prior information about the regions and boundaries, and does selective diffusion based on local computation of a conduction term. Moreover, anisotropic diffusion computes group diffusion as a single diffusion value for each spatial location by summation of diffusions in four directions in each time step. There are some weak radial and angular features in ultrasound images which potentially can be used to reveal weak structures and textures. Our goal in this paper is extending anisotropic diffusion to multiple directions which are computed independently for contrast enhancement of TRUS images. Therefore, eight anisotropic diffusion values will be computed independently for each spatial location. This can provide a rich feature space with potential use in image analysis and segmentation.
Moreover, considering a semi-supervised segmentation such as deformable models to initialize a seed, we introduce an adaptive anisotropic diffusion in which the estimated statistics extracted from the region of interest can be used to adaptively switch between different conduction functions leading to better within-region smoothness while preserving the region boundaries.

2. The Proposed Method

Strong region boundaries are desired for image segmentation, however image denoising tends to smooth sharp boundaries of the image and reduces the image contrast. To overcome this drawback of image denoising methods, anisotropic diffusion method, as an alternative to linear-filtering was introduced by Perona and Malik [11]. Anisotropic diffusion considers a conduction term that is locally computed and depends on the differential structure of the image. Anisotropic diffusion filter was used by Gerig et al. [12] to enhance MR images. To perform edge preserving and within region smoothing of MR images, Sapiro and Tannenbaum [13] used a similar approach.

Anisotropic Diffusion

Perona and Malik [11] presented the anisotropic diffusion filter as a diffusion process that encourages intra-region smoothness while inhibits inter-region smoothness. Mathematically, the process is defined as follows:

$$\frac{\partial}{\partial t} I(\bar{x}, t) = \nabla \cdot \left( c(\bar{x}, t) \nabla I(\bar{x}, t) \right)$$ (1)
where $I(x,0)$ is the initial unprocessed image, $x$ is the image coordinate and $t$ is the iteration step. $c(x,t)$ is the diffusion function and is a monotonically decreasing function of the image gradient magnitude. To encourage smoothing within a region and discourage it across different regions, the conduction coefficient $c$ must be set to one inside the region (smooth conduction) and set to zero otherwise. For edge estimation to locate the region boundaries, the gradient of intensity image is first obtained:

$$\hat{E}(\vec{x}, t) = \nabla(I(\vec{x}, t))$$  \hspace{1cm} (2)

The conduction coefficient of diffusion is then computed locally as a gradient magnitude of local image intensities:

$$c(\vec{x}, t) = f(\| \nabla(\vec{x}, t) \|)$$  \hspace{1cm} (3)

By the proper selection of function $f$, not only region boundaries can be preserved but also edges maybe sharpened. Any monotonically decreasing continuous function of $\nabla I$ could be selected as a diffusion function. Two functions for local computation of the conduction to satisfy selective edge smoothness and enhancement were suggested by Perona and Malik [11]. The first one

$$c(\vec{x}, t) = \exp\left( - \left( \frac{\| \nabla(\vec{x}, t) \|}{\kappa} \right)^2 \right)$$  \hspace{1cm} (4)

encourages high contrast edges over low contrast ones while the second function

$$c(\vec{x}, t) = \frac{1}{1 + \left( \frac{\| \nabla(\vec{x}, t) \|}{\kappa} \right)^2}$$  \hspace{1cm} (5)

encourages wide regions over smaller regions where $k$ is the diffusion coefficient. The differential relation in (1) can be discretized and be numerically implemented as

$$I_{i,j}^{t+1} = I_{i,j}^t + \eta \left( N_c \cdot \nabla N I + S_c \cdot \nabla S I + W_c \cdot \nabla W I + E_c \cdot \nabla E I \right)$$  \hspace{1cm} (6)

where $N_c$, $S_c$, $W_c$, and $E_c$ are conduction in north, south, west, and east directions respectively and $\Box$ is the step size.

**Extended Diffusion**

We extended anisotropic diffusion to multiple directions to be used to reveal weak radial and angular features in ultrasound images. This rich feature set can be used for contrast enhancement, image analysis, and segmentation. We apply anisotropic diffusion in eight directions, generating four diffused images computed independently regarding four directional pairs for each spatial location. Thus the anisotropic diffusion is computed for North-South and East-West directions separately and is extended by introducing two new directions as North-East.
Figure 3: (a) Unprocessed TRUS image. (b) Extracted maximum diffusion over all diffused images. (c) Deformations of different contours over specific diffusion directions. (d) Application of adaptive anisotropic diffusion and extraction of maximum diffusion over all diffused images.

to South-West, i.e., 45 degree, and North-West to South-East, i.e., 135 degree. Recalling (1), considering the gradient in a specific single direction, diffusion can be simplified as

$$ \nabla \cdot \left( c(\vec{x},t) \nabla I_R(\vec{x},t) \right) = \frac{\partial}{\partial R}(c(\vec{x},t)I_R) $$  \hspace{0.5cm} (7)

where $R$ is any of four direction pairs, i.e., horizontal, vertical, 45 degree, and 135 degree. By definition, $c(x,t)I_R$ is called flux in $R$ direction, $\Box(\theta)$. One dimensional diffusion can be decomposed to the four independent fluxes as:

$$ \frac{\partial}{\partial R}(\Phi(I_R)) = \Phi'(I_R) \cdot I_{RR} $$  \hspace{0.5cm} (8)

where $c(x,t)$ is replaced with $\int(\nabla(\vec{x},t))$.

**Adaptive Anisotropic Diffusion**

Most often a semi-supervised method is used for region segmentation for example by initializing a seed or initiate a contour. We propose an adaptive anisotropic diffusion such that the estimated statistics which are extracted from the region of interest can be used to adaptively select the conduction function which potentially may lead to a better within-region smoothness while could preserve the region boundaries. Therefore, to encourage the smoothness and discourage the diffusion based on image statistics and image features more effectively, an adaptive conduction is introduced.
otherwise,
\[ c(\bar{x}, t) = C \quad \forall \bar{x} \notin G \]  
(10)

where \( C \) is a constant conduction factor and \( G \) is some definition of the region, for example
\[ \bar{x} \in G \text{ if } I_{b}^{t} \in [\mu - \sigma, \mu + \sigma] \]

for some region mean and standard deviation. Diffusion is encouraged within the region based on constant conduction factor. However, outside the region, diffusion will follow the formal conduction function (4).

**Level Sets**
A level set contour will be initialized and deformed toward prostate boundary. External force that controls the deformations of the zero level set toward the prostate boundary is extracted by applying the anisotropic diffusion in four directional diffusion pairs. To generate the external force for each spatial location of the TRUS image, the maximum diffusion among directional diffusions is selected.

Starting contour which is the zero level set of a 3D volume will be initialized by user interactions. It could also be initialized as an elliptical level set by selecting the ellipse centre. The statistics of the region of the interest are estimated over the initialized contour to be used for adaptive anisotropic diffusion. Having the zero level set initialized as an elliptical contour, velocity function \( F \) is designed based on the extracted features from diffused images so that the interface evolves toward the prostate boundary and converges in its vicinity.

\[ F = -exp\{\epsilon \kappa - \alpha \times D_v\} \]  
(11)

where \( \kappa \) and \( \square \) are curvature and curvature coefficient respectively, \( D_v \) is velocity derived by external energy which is extracted from diffused images, \( \alpha \) is a velocity constant coefficient and

\[ \kappa = \nabla \cdot \left( \frac{\nabla \Phi}{|\nabla \Phi|} \right) = \left\{ \frac{\Phi_{xx} \Phi_y^2 - 2 \Phi_x \Phi_y \Phi_{xy} + \Phi_{yy} \Phi_x^2}{(\Phi_x^2 + \Phi_y^2)^{\frac{3}{2}}} \right\} \]  
(12)
3. Results

As depicted in Fig. 1, TRUS prostate images have very weak contrast, are corrupted with the speckle noise, have short range of gray levels, maintain very weak prostate region texture, and are defected by shadow regions. Although the segmentation of Fig. 1(Top) seems to be less challenging, Fig. 1(Bottom) is very difficult to be segmented. The ordinary image analysis methods perform very poorly for segmentation of prostate region in poor contrast TRUS images. The proposed extended anisotropic diffusion and its adaptive version are applied for image enhancement and feature extraction. Application of extended anisotropic diffusion in eight directions is depicted in Fig. 2. Fig. 3(b) shows the maximum diffusion obtained over independently computed directional diffusions. As we can observe, independent directional diffused images provide rich features to be used for segmentation and analysis. Deformations of different contours over specific diffusion directions are superimposed on the unprocessed image in Fig. 3(c).

As it is depicted in Fig. 3, not only the contrast is improved, but also some features of prostate region are recovered. Moreover, the directional diffusion features can be effectively used to segment the prostate region. For example, these features can be used in conjunction with structure tensor and vector flow to design the diffusion based velocity functions. The application of adaptive conduction to TRUS image is depicted in Fig. 3(d). The adaptive conduction is computed based on prostate region statistics where mean and standard deviation are computed over the level set contour. A sample segmentation of the TRUS image superimposed on the original image is depicted in Fig. 4.

4. Conclusions and Discussions

Prostate texture analysis is a very difficult and challenging task due to the poor contrast, weak texture structure, the speckle noise, and shadow regions. Hence the standard and conventional image processing methods are not capable of segmentation of the prostate region. In this paper we introduced an adaptive anisotropic diffusion method to improve the selective within-region image smoothness while preserving the region boundaries. Moreover, the anisotropic diffusion is extended to eight directions, i.e., four directional pairs such that diffusion in each direction is computed independently yielding a reach feature set for ultrasound image enhancement and analysis. The preliminary results are quite promising, leading to our future work to extend the method to be employed for multiple region segmentation.
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Abstract

This paper proposes algorithm to generate discrete wavelet transform from any orthogonal transform. The wavelet analysis procedure is to adopt a wavelet prototype function, called an analyzing wave or mother wave. Other wavelets are produced by translation and contraction of the mother wave. By contraction and translation infinite set of functions can be generated. This set of functions must be orthogonal and this condition qualifies a transform to be a wavelet transform. Thus there are only few functions which satisfy this condition of orthogonality. To simplify this situation, this paper proposes a generalized algorithm to generate discrete wavelet transform from any orthogonal transform. For an NxN orthogonal transform matrix T, element of each row of T is repeated N times to generate N Mother waves. Thus rows of original transform matrix become wavelets. As an example we have illustrated the procedure of generating Walsh Wavelet from Walsh transform. Since data compression is one of the best applications of wavelets, we have implemented image compression using Walsh as well as Walsh Wavelet. Our experimental results show that performance of image compression technique using Walsh Wavelet is much better than that of standard Walsh transform. More over image reconstructed from Walsh transform has some blocking artifact, which is not present in the image reconstructed from Walsh Wavelet. Similarly image compression using DCT and DCT Wavelet has been implemented. Again the results of DCT Wavelet have been proved to perform better than normal DCT.

Keywords: Wavelet Transform, Walsh Wavelet, DCT Wavelet, Image compression.
1. INTRODUCTION
In the past few years, the study of wavelets and the exploration of the principles governing their behavior have brought about sweeping changes in the disciplines of pure and applied mathematics and sciences. One of the most significant developments is the realization that, in addition to the canonical tool of representing a function by its Fourier series, there is a different representation more adapted to certain problems in data compression, noise removal, pattern classification and fast scientific computations [1, 2]. Wavelets are mathematical functions that cut up data into different frequency components, and then study each component with a resolution matched to its scale. They have advantages over traditional Fourier methods in analyzing physical situations where the signal contains discontinuities and sharp spikes [1-4]. Fourier analysis is a global scheme. While we can analyze the frequencies that make up a signal, the local properties of the signal cannot be easily detected from the Fourier coefficients. To overcome this difficulty STFT (Short Time Fourier Transform) [5] was introduced. However it gives only local properties at the cost of global properties. Wavelets overcome this shortcoming of Fourier analysis [6, 7] as well as STFT. They provide a way to do a time-frequency analysis simultaneously. Another advantage of wavelet is that they process data at different scales or resolutions. If we look at a signal with a large “window,” we would notice gross features. Similarly, if we look at a signal with a small “window,” we would notice local features. The result in wavelet analysis is to see both the forest and the trees [1, 3]. The wavelet analysis procedure is to adopt a wavelet prototype function, called an analyzing wave or mother wave. Other wavelets are produced by translation and contraction of the mother wave. By contraction and translation infinite set of functions can be generated. This set of functions must be orthogonal and this condition qualifies a transform to be a wavelet transform. Thus a transform is qualified to be a wavelet transform if and only if it satisfies the condition of orthogonality. Thus there are only few functions which satisfy these conditions. Principal advantage of wavelet is that they provide time-frequency localization. Temporal analysis is performed with a contracted, high-frequency version of the prototype wavelet, while frequency analysis is performed with a dilated, low-frequency version of the same wavelet. The exact shape of the mother wave strongly affects the accuracy and compression properties of the approximation. Because the original signal or function can be represented in terms of a wavelet expansion (using coefficients in a linear combination of the wavelet functions), data operations can be performed using just the corresponding wavelet coefficients. And if you further choose the best wavelets adapted to your data, or truncate the coefficients below a threshold, your data is sparsely represented. This sparse coding makes wavelets an excellent tool in the field of data compression. This paper presents a generalized algorithm to develop wavelet from any orthogonal transform. Purpose of this paper is to generate orthogonal discrete wavelet transform from existing orthogonal transform. In [8] Kekre’s wavelet transform is generated from Kekre’s transform [9]. We propose that the same algorithm can be used to generate wavelets from any orthogonal transform. As an example we have illustrated how Walsh Wavelet can be generated from standard Walsh transform. A necessary condition to generate a discrete wavelet transform from any transform is that the transform from which the wavelet is build must be orthogonal. For example Walsh, DCT, DST, Slant etc. are orthogonal transforms so we can generate Walsh Wavelet, DCT Wavelet, DST Wavelet, Slant Wavelet respectively. The paper is organized as follows. Section 2 discusses a generalized algorithm to generate Wavelet from an orthogonal transform; Section 3 illustrates generation of Walsh Wavelet from Walsh transform. Section 4 discusses properties of Walsh Wavelet. In Section 5 we have explored image compression technique using Walsh and Walsh Wavelet. In Section 6, experimental results of image compression using Walsh and Walsh Wavelet as well as DCT and DCT Wavelet are discussed. Finally in Section 7 the paper is concluded.

2. GENERATING WAVELET FROM ANY ORTHOGONAL TRANSFORM
From any NxN orthogonal transform T, we can generate wavelet transform matrix of size N^2 x N^2. For example, from orthogonal transform T of size 5x5, we can generate corresponding Wavelet transform matrix of size 25x25. In general M x M Wavelet transform matrix can be generated from
NxN orthogonal basic transform $T$ such that $M = N^2$. Consider any orthogonal transform $T$ of size NxN shown in FIGURE 1.

\[
\begin{array}{cccccccc}
T_{11} & T_{12} & T_{13} & \cdots & T_{1\,(N-1)} & T_{1N} \\
T_{21} & T_{22} & T_{23} & \cdots & T_{2\,(N-1)} & T_{2N} \\
T_{31} & T_{32} & T_{33} & \cdots & T_{3\,(N-1)} & T_{3N} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
T_{N1} & T_{N2} & T_{N3} & \cdots & T_{N\,(N-1)} & T_{NN}
\end{array}
\]

**FIGURE 1**: NxN orthogonal transform

\[
\begin{array}{cccccccc}
T_{11} & \cdots & T_{11} & \cdots & T_{11} & T_{12} & \cdots & T_{1N} \\
T_{21} & \cdots & T_{21} & \cdots & T_{21} & T_{22} & \cdots & T_{2N} \\
T_{31} & \cdots & T_{31} & \cdots & T_{31} & T_{32} & \cdots & T_{3N} \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
T_{N1} & \cdots & T_{N1} & \cdots & T_{N1} & T_{N2} & \cdots & T_{NN}
\end{array}
\]

**FIGURE 2**: MxM Wavelet transform matrix ($M = N^2$) generated from orthogonal transform $T$ of size NxN.
FIGURE 2 shows $M \times M$ Wavelet transform matrix ($M = N^2$) generated from $N \times N$ orthogonal transform $T$. First $N$ number of rows of Wavelet transform matrix is generated by repeating every column of transform $T$, $N$ times. To generate next $(N+1)$ to $2N$ rows, second row of transform $T$ is translated. To generate next $(2N+1)$ to $3N$ rows, third row of transform $T$ is translated. Like wise to generate last $((N-1)N + 1)$ to $N^2$ rows, $N^{th}$ row of transform $T$ is used. Note that by repeating every column of the basic transform $N$ times we are generating Mother wave. Other wavelets are generated by contraction and translation of the mother wave.

3. GENERATING WALSH WAVELET FORM WALSH TRANSFORM

In [8] Kekre’s Wavelet transform is generated from Kekre’s Transform [9]. From $N \times N$ Kekre’s transform matrix we can generate $2N \times 2N$, $3N \times 3N$, …, $N^2 \times N^2$ Kekre’s Wavelet transform. Similar technique can be applied to any orthogonal transform of size $N \times N$ to generate wavelet of size $N^2 \times N^2$. Since Walsh is an orthogonal transform, we can generate Wavelet from Walsh transform. Consider 4x4 Walsh transform matrix shown in FIGURE 3. Procedure of generating 16x16 Walsh Wavelet from 4x4 Walsh transform is illustrated in FIGURE 4.

![FIGURE 3: 4 x 4 Walsh Transform matrix $W_4$](image-url)
4. PROPERTIES OF WALSH WAVELET

4.1 Orthogonal
The transform matrix \( M \) is said to be orthogonal if the following condition is satisfied.

\[
[M][M]^T = [D]
\]

Where \( D \) is the diagonal matrix. \( N^2 \times N^2 \) Wavelet generated from any orthogonal transform of size \( N \times N \) satisfies this property and hence it is orthogonal.

4.2 Non Involutional
An involutionary function is a function that is its own inverse [7]. So involutionar transform is a transform which is inverse transform of itself. Walsh Wavelet is non involutional transform.

4.3 Transform on Vector
The Walsh Wavelet transform (WLT) on a column vector \( f \) is given by

\[
F = [\text{WLT}] f
\]

And inverse is given by

\[
F^{-1} = [\text{WLT}]^{-1} F
\]
\[ f = [\text{WLT}]^T [D]^{-1} F \]

### 4.4 Transform on 2D Image

Walsh Wavelet transform on 2D image \([f]\) is given by

\[ [F] = [\text{WLT}] [f] [\text{WLT}]^T \]

Obtaining Inverse:

Calculate Diagonal matrix \([D]\) (FIGURE 5) as,

\[ [D] = [\text{WLT}] [\text{WLT}]^T \]

\[
\begin{array}{cccccc}
D_1 & 0 & 0 & 0 & 0 & 0 \\
0 & D_2 & 0 & 0 & 0 & 0 \\
0 & 0 & D_3 & 0 & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & 0 & 0 & D_N \\
\end{array}
\]

**FIGURE 5**: Diagonal matrix \([D]\)

Inverse is calculated as

\[ [f] = [\text{WLT}]^T [F_{ij} / D_{ij}] [\text{WLT}] \]

Where \(D_{ij} = D_i * D_j \); \(1 \leq i \leq N\) and \(1 \leq j \leq N\)

### 5. IMAGE COMPRESSION USING WALSH AND WALSH WAVELET

Image compression is the process of converting image files into smaller files for efficiency of storage and transmission \([10-13]\). Thus a compression is the process of representing data in compact form. In this section, we discuss the algorithm to compress an image using Walsh transform and Walsh Wavelet.

#### 5.1 Image Compression using Walsh:

Step 1: Walsh transform is first applied on a full image. We get the transformed image.

Step 2: The transformed image is then divided into 64 equal non-overlapping blocks.

Step 3: Energy of each block is computed as summation of square of the coefficients within that block.

Step 4: Sort all 64 blocks in ascending order according to their energies. Thus the first block in the sorted list is the lowest energy block and the last block in the sorted list is the highest energy block.

Step 5: Input number of blocks to be compressed say \(M\).

Step 6: Compress first \(M\) blocks (of the transformed image) from the sorted list. Compressing an image is nothing but making coefficients of the selected block zero.
Step 7: Apply Inverse Walsh transform to reconstruct the image.

5.2 Image Compression using Walsh Wavelet

Step 1: Walsh Wavelet Transform (WLT) is first applied on full image f of size N x N. The resultant image F is,

\[ F = [\text{WLT}] [f] [\text{WLT}]^T \]

Step 2: The diagonal matrix D is computed as

\[ D = [\text{WLT}] [\text{WLT}]^T \]

Step 3: Compute \( G = [F_{ij} / D_{ij}] \) i.e. every element of transformed image F is divided by corresponding \( D_{ij} \) value.

\[ \text{Where } D_{ij} = D_i \times D_j \quad ; \quad 1 \leq i \leq N \quad \text{and} \quad 1 \leq j \leq N \]

Step 4: Calculate energy of each element of G as,

\[ E_{ij} = [F_{ij} / D_{ij}]^2 \times D_{ij} \]

Step 5: Divide the whole G image into 64 equal non-overlapping blocks. Compute energy of each block as summation of energy of each element within the block.

Step 6: Calculate percentage energy of each block.

Step 7: Sort the blocks in ascending order of their percent energy.

Step 8: Input number of blocks to be compressed say M.

Step 9: Compress first M number of blocks from the sorted list (Make all coefficients of the block zero)

Step 10: Apply inverse Walsh Wavelet transform to reconstruct the image.

\[ \text{Reconstructed}_f = [\text{WLT}]^T [G] [\text{WLT}] \]

6. RESULTS AND DISCUSSION

Algorithms discussed in previous section were implemented on a bitmap gray image of size 256x256. Image was compressed using both Walsh as well as Walsh Wavelet transform as explained in section 5. 256x256 Walsh Wavelet was generated from 16x16 Walsh transform and applied on to the image. TABLE1 compares the results of Data compression using Walsh and Walsh Wavelet.
Our experimental results clearly show that performance of Walsh Wavelet is far better than Walsh transform for compression. Compression using Walsh Wavelet achieves better PSNR and MSE values for all type of images. On an average MSE is reduced by factor of 5 to 8, 2 to 3 and 1.5 to 2.0 for compression ratio 0.625, 0.75 and 0.82 respectively. PSNR is increased by 7 to 9, 4 to 5 and 2 to 3 dB for compression ratio 0.625, 0.75 and 0.82 respectively.

FIGURE 6 shows the original and reconstructed image using Walsh and Walsh Wavelet.
Reconstructed Image (Walsh)  
Reconstructed Image (Walsh Wavelet)  

**FIGURE 6 (b):** Reconstructed Image (No. Of Blocks Compressed = 40)

Reconstructed Image (Walsh)  
Reconstructed Image (Walsh Wavelet)  

**FIGURE 6 (c):** Reconstructed Image (No. Of Blocks Compressed = 48)

Reconstructed Image (Walsh)  
Reconstructed Image (Walsh Wavelet)  

**FIGURE 6 (d):** Reconstructed Image (No. Of Blocks Compressed = 53)
Our results show that reconstructed image using Walsh has blocking artifact, where as image reconstructed from Walsh Wavelet is free from this type of blocking artifact.

Similarly we have implemented image compression using DCT and DCT Wavelet. Again DCT Wavelet of size 256x256 is generated from 16x16 DCT. TABLE 2 summarizes the results of image compression technique using DCT and DCT Wavelet.

<table>
<thead>
<tr>
<th>Image</th>
<th>Compression Ratio</th>
<th>No of Blocks compressed</th>
<th>DCT</th>
<th>DCT Wavelet</th>
<th>MSE Reduction factor</th>
<th>Increased PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PSNR</td>
<td>MSE</td>
<td>PSNR</td>
<td>MSE</td>
</tr>
<tr>
<td>Horse</td>
<td>0.625</td>
<td>40</td>
<td>31.21</td>
<td>49.2</td>
<td>40.66</td>
<td>5.58</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>48</td>
<td>31.19</td>
<td>49.33</td>
<td>36.68</td>
<td>13.95</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>53</td>
<td>31.07</td>
<td>50.78</td>
<td>33.9</td>
<td>26.44</td>
</tr>
<tr>
<td>Temple</td>
<td>0.625</td>
<td>40</td>
<td>27.74</td>
<td>109.32</td>
<td>38.02</td>
<td>10.24</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>48</td>
<td>27.73</td>
<td>109.58</td>
<td>33.67</td>
<td>28.52</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>53</td>
<td>27.65</td>
<td>111.56</td>
<td>30.66</td>
<td>55.85</td>
</tr>
<tr>
<td>Rose</td>
<td>0.625</td>
<td>40</td>
<td>38.83</td>
<td>8.51</td>
<td>52.23</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>48</td>
<td>38.83</td>
<td>8.51</td>
<td>47.57</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>53</td>
<td>38.75</td>
<td>8.66</td>
<td>42.24</td>
<td>3.87</td>
</tr>
<tr>
<td>Puppy</td>
<td>0.625</td>
<td>40</td>
<td>33.09</td>
<td>31.85</td>
<td>35.49</td>
<td>18.36</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>48</td>
<td>32.79</td>
<td>34.18</td>
<td>33.86</td>
<td>26.69</td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>53</td>
<td>32.37</td>
<td>37.64</td>
<td>32.69</td>
<td>34.96</td>
</tr>
</tbody>
</table>

TABLE 2: Results of image compression using DCT and DCT Wavelet

Again the image compression using DCT Wavelet is proved to be superior to image compression using DCT. FIGURE 7 (a) compares the MSE values obtained from Walsh, Walsh Wavelet, DCT and DCT Wavelet for four different gray images for 62.5% compression that is 40 out of 64 blocks are compressed.
FIGURE 7 (b): Comparison of Data compression technique using DCT, DCT Wavelet, Walsh and Walsh Wavelet with respect to MSE (For Compression ratio 0.75)

From FIGURE 7 it is clear that MSE value between original image and reconstructed image of data compression technique using DCT Wavelet and Walsh Wavelet is much lower than that of using DCT and Walsh.

7. CONCLUSION

The wavelet analysis procedure is to adopt a wavelet prototype function, called an analyzing wave or mother wave. Other wavelets are produced by translation and contraction of the mother wave. A transform thus formed qualifies to be a wavelet transform if and only if it satisfies the condition of orthogonality. Thus there are only few functions which satisfy these conditions. To simplify this situation, this paper proposes a generalized algorithm to generate discrete wavelet transform from any orthogonal transform. For an NxN orthogonal transform matrix T, element of each row of T is repeated N times to generate N Mother waves. Thus rows of original transform matrix become wavelets. As an example we have illustrated how Walsh Wavelet is generated from Walsh transform. Image compression using Walsh Wavelet has been implemented and the results are compared with image compression using Walsh transform. Compression using Walsh Wavelet achieves much better PSNR and MSE values for all type of images. On an average MSE is reduced by factor of 5 to 8, 2 to 3 and 1.5 to 2.0 for compression ratio 0.625, 0.75 and 0.82 respectively. PSNR is increased by 7 to 9, 4 to 5 and 2 to 3 dB for compression ratio 0.625, 0.75 and 0.82 respectively. Results of compression have been observed for DCT and DCT Wavelet as well. Again the image compression using DCT Wavelet is proved to be superior to image compression using DCT. Moreover the reconstructed image from Walsh Wavelet is free from blocking artifact which appears in reconstructed image from Walsh Transform.
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