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EDITORIAL PREFACE 

 
The International Journal of Image Processing (IJIP) is an effective medium for interchange of 
high quality theoretical and applied research in the Image Processing domain from theoretical 
research to application development. This is the Fourth Issue of Volume Six of IJIP. The Journal 
is published bi-monthly, with papers being peer reviewed to high international standards. IJIP 
emphasizes on efficient and effective image technologies, and provides a central for a deeper 
understanding in the discipline by encouraging the quantitative comparison and performance 
evaluation of the emerging components of image processing. IJIP comprehensively cover the 
system, processing and application aspects of image processing. Some of the important topics 
are architecture of imaging and vision systems, chemical and spectral sensitization, coding and 
transmission, generation and display, image processing: coding analysis and recognition, 
photopolymers, visual inspection etc.   

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 6, 2012, IJIP appears with more focused issues. Besides normal 
publications, IJIP intends to organize special issues on more focused topics. Each special issue 
will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 
 
IJIP gives an opportunity to scientists, researchers, engineers and vendors from different 
disciplines of image processing to share the ideas, identify problems, investigate relevant issues, 
share common interests, explore new approaches, and initiate possible collaborative research 
and system development. This journal is helpful for the researchers and R&D engineers, 
scientists all those persons who are involve in image processing in any shape.  
 
Highly professional scholars give their efforts, valuable time, expertise and motivation to IJIP as 
Editorial board members. All submissions are evaluated by the International Editorial Board. The 
International Editorial Board ensures that significant developments in image processing from 
around the world are reflected in the IJIP publications. 
 
IJIP editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  
 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJIP. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJIP provides authors with high quality, helpful reviews that are shaped to assist authors 
in improving their manuscripts.  
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A novel Super Resolution Algorithm Using Interpolation and LWT 
Based Denoising Method 
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Abstract  

 
Image capturing technique has some limitations and due to that we often get low resolution(LR) 
images. Super Resolution(SR) is a process by which we can generate High Resolution(HR) image 
from one or more LR images. Here we have proposed one SR algorithm which takes three shifted 
and noisy LR images and generate HR image using Lifting Wavelet Transform(LWT) based denoising 
method and Directional Filtering and Data Fusion based Edge-Guided Interpolation Algorithm. 
 
Keywords: Super Resolution, Interpolation, Wavelet Lifting Scheme 

 
 

1.  INTRODUCTION  
Processing power limitations and channel capabilities are some of the factors because of which 
images are transmitted at low bit rates and down sampled and due to this reason we get LR 
compressed images. Computational process known as super resolution(SR) image reconstruction is 
used to reconstruct HR image from one or more noisy, blurred and down sampled LR images.  
 
For the same scene we can have different images with different looks. Due to capturing technique 
images are aliased as well as shifted with sub pixel precision[14]. The basic idea for increasing the 
spatial resolution in SR image reconstruction technique is the availability of several LR images 
captured from the same scene. Many different methods like nonuniform interpolation, frequency 
domain approach, regularization and projection onto convex set [13,16] are available for doing Super 
Resolution.  
 
Related problem to SR called Image restoration is one of the famous area in image processing 
applications in which we recover degraded images(remove noise, blur etc. from source 
image)[2,3,15]. The main difference between SR technique and restoration is that restoration does 
not change size of the image while in SR we do restoration as well as increase the size of image. 
Super Resolution is very useful in many practical cases like video applications, medical imaging and 
satellite imaging. SR is also useful in Synthetic zooming of region of interest (ROI) which is used in 
surveillance, forensic, scientific, medical, and satellite imaging. 
  
In this paper we have presented one SR algorithm in which we have taken three LR images which 
are shifted and noisy. First we estimate shift between images using shift estimation algorithm, using 
these information next we align all three images and fuse them so we get single image. On this image 
we have applied LWT based denoising method for removing noise. Finally using Directional Filtering 
and Data Fusion based Edge-Guided Interpolation Algorithm we can get SR image. We have used 
wavelet lifting based denoising algorithm because implementation of lifting scheme is easy. It is fast 
as it can be computed in linear time and requires less memory. We can improve image quality by 
adding detail information and achieve high compression ratio too.  
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Paper is organized as follows. In section II we have briefly described shift estimation and fusion 
method, Section III provides wavelet lifting scheme for HAAR wavelet and denoising algorithm based 
on HAAR LWT, in section IV we have presented interpolation algorithm. We have presented our 
proposed algorithm and experiment results in section V. Finally section VI contain conclusion. 
 
2. SHIFT ESTIMATION AND FUSION METHOD 
Here we have considered RGB images. It is stored as [m,n,1:3] array of class double. Each color 
component contains floating-point values in the range of 0 to 1. Each row contains the red, green, 
and blue components of a single color. Array of RGB image can be of class uint16, uint8 or double. 
Pixel with color component (1,1,1) is displayed as white while (0,0,0) is displayed as black. The third 
dimension of the data array contains three color components for each pixel. As shown in figure, the 
red, green, and blue color components of the pixel (9,7) are stored in RGB(9,7,1),RGB(9,7,2), and 
RGB(9,7,3) respectively[5].  
 

 
 

FIGURE 1 : RGB image[5] 
 

2.1 Shift Estimation Method 
For doing super resolution, first we need to align LR images and for that we have to do image 
registration. We can align two or more images of the same scene using registration (Images are 
taken from different viewpoints or taken at different times)[4,8]. From available LR images, we 
consider one image as reference image (base image) to which we can compare other input images. 
Main goal of registration is to do alignment of input images with the reference image by applying a 
spatial transformation.  
 
We have considered three shifted images so our first task is to estimate shift between these images 
in both x and y coordinates. For shift estimation (here we have not consider rotation in images), we 
have used A Frequency Domain Approach to Registration presented in [9] by Patrick Vandewalle. In 
Fourier domain, shift between images can be expressed as 
  

F2(x) = ej2∏xT∆sF1(x) 
 
So we need to find out  ∆s only. Here we have briefly presented shift estimation algorithm.  
 
Step 1 : Make input images circularly symmetric.  
Step 2 : Compute Fourier transform of all LR images.  
Step 3 : Consider one image as reference image.  
Step 4 : Compute phase difference between reference image and other images.  
Step 5 : For all frequencies, write linear equation with unknown slope ∆s.  
Step 6 : Find shift parameter ∆s. 
 



Sapan Naik, Asst. Professor & Viral Borisagar, Asst. Professor 
 

International Journal of Image Processing (IJIP), Volume (6) : Issue (4) : 2012                                                  200 

2.2 Fusion Method  
For doing fusion of three images, we have consider each pixel of the images separately. We fetch R, 
G and B component of each pixel from all three images and fuse all R,G and B component 
separately. For example three images are i1, i2 and i3, then consider pixel (3,5) of all images. We find 
mean value of R component of i1(3,5),i2(3,5) and i3(3,5), Same way for G and B component. From all 
these three value we get single pixel (3,5) in fused image. Below we have shown the code for doing 
fusion of three images.  
 

for i=1:m  
for j=1:n  
 
R = [i1(i,j,1) i2(i,j,1) i3(i,j,1)];  
G = [i1(i,j,2) i2(i,j,2) i3(i,j,2)];  
B = [i1(i,j,3) i2(i,j,3) i3(i,j,3)];  

 
fused(i,j,1)= mean(R);  
fused(i,j,2)= mean(G);  
fused(i,j,3)= mean(B);  
end  

end  
 
we have used mean value for fusion as shown above(we can take median value also but it takes lot 
of time for computation) and we have taken care of shift between the images that we have found 
initially. 
 
3.  WAVELET LIFTING SCHEME 
Next we have to apply denoising method on fused image. For that we have used HAAR lifting wavelet 
Transform. For signal decomposition, we can use analysis filter bank which consist of low pass and 
high pass filters at each decomposition stage and split signal into two bands. The low pass filter fetch 
the coarse information(corresponds to an averaging operation) while high pass filter fetch detail 
information(corresponds to a differencing operation) of the signal. Finally the filtering operation’s 
output is decimated by two[6,11]. 
 
For two-dimensional transform, the image is filtered along the x-dimension using low pass and high 
pass analysis filters and decimated by two. Then it is followed by filtering the sub-image along the y-
dimension and decimated by two. Finally, the image has been split into four bands denoted by LL, 
HL, LH, and HH, after one level of decomposition[12,17]. The LL band is again subject to the same 
procedure. This process of filtering the image is called pyramidal decomposition of image. This is 
depicted in Fig. 2. The reconstruction of the image can be carried out by reversing the above 
procedure and it is repeated until the image is fully reconstructed. 
 

 

 

 

 

 

 

 

 

 
 

 
FIGURE 2 : One level Decomposition of image 

LL LH 

HL HH 

LH 

HL HH 
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3.1 Lifting Scheme Haar Transform[1] 
The wavelet lifting scheme is a method for decomposing wavelet transforms into a set of stages. The 
forward lifting wavelet transforms has three steps, split step, predicate step and update step. Split 
step divides the data set into odd and even elements. The predict step uses a function that 
approximates the data set. The difference between the approximation and the actual data replaces 
the odd elements of the data set. The even elements are left unchanged and become the input for the 
next step in the transform. The update step replaces the even elements with an average. The 
simplest version of a forward wavelet transform expressed in the lifting scheme is shown in figure 3. 
 
 

 

 

 

  

 

 

 

 

 

 
 

FIGURE 3 : Forward wavelet lifting Scheme[18] 
 

In HAAR forward wavelet lifting Scheme, odd elements are equal to even elements in prediction step. 
The odd element are replaced by the difference of predicted value and actual value of odd element. 
For iteration y and element x, the new odd element, y+1,x would be 
 

odd y+1, x = odd y, x – even y, x 
 
Even elements are replaced by average of even/odd pair in update step. 

 
even y+1,x = (even y,x + odd x,y ) / 2 

 
Value of oddy,x element has been changed by the difference between this element and its even 
predecessor. 

 
odd y,x = even y,x + odd y+1,x 

 
We get average by substituting above, 

 
even y+1,x = (even y,x + even y,x  + odd y+1,x ) / 2 

even y+1,x = even y,x + (odd y+1,x / 2) 
 
As in shown in below figure, for the next recursive step averages become the input. 
 

 

 

 

 

 

 

 

Split Predict Update 

+ 

Even 

Odd 

-
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FIGURE 4 : Two steps in Forward wavelet lifting scheme[18] 

 

Good thing in lifting scheme is that, inverse lifting is same as forward lifting. In HAAR wavelet lifting 
schemes what we have to do is, replace addition with substitution and visa versa and replace split 
step with merge step. 
 

 

 

 

 

 

 

 

 

 

 

 
 

FIGURE 5 : Inverse lifting scheme [18] 
 
3.2 Denoising using Lifting Wavelet Transform (LWT) 
Denoising techniques are necessary to remove additive noise at the same time maintain the 
important details of the image. LWT based denoising method gives good result as wavelet transform 
contain large coefficients of image which represent detail of image at different resolution. Two 
methods are available for denoising. i)Hard Thresolding ii) Soft Thresolding[1]. 
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Even value 
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-
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HARD THRESHOLDING : I(P,T) = P if |P| > T and I(P,T) = 0 if |P| < T 
SOFT THRESHOLDING : I(P,T) = sign(P) * max(0, |P| - T) 

 
Where T is the threshold level, P is the input subband and D is the denoised band. 
 
In LWT image is decomposed into four bands(LL,LH,HL,HH). For our denoising algorithm we only 
consider LH,HL and HH subbands because LL subband contains main information about the image 
while main noise is present in other three subbands. we have used the Median Absolute Deviation 
(MAD) to calculate noise level.   

σ  = median |Si,j| /0.6745 where Si,j  = LH,HL,HH 
 
Threshold value is calculated by 
 

T =  σ – (|Harmonic Mean – Geometric Mean|) 

Where Harmonic Mean = M2/  

And Geometric Mean =  [  (1/M2) 
 
So the procedure is, from LH subband calculate noise level(σ) than find threshold value(T) for that 
subband and finally apply soft thresolding method to get denoise LH subband. Apply same procedure 
for HL and HH subband. 
 
4.  INTERPOLATION ALGORITHM 
In interpolation method main issue is to find out information of missing pixels from neighboring pixels 
as shown in figure. 

 
 

FIGURE 6 : Interpolation Image Structure 

 

Interpolation method for HR image reconstruction suffers from aliasing problem if signal of LR image 
is down sampled and exceeds Nyquist sampling limit. In spatial locations our human visual system is 
very sensitive to the edges in image so it is important to suppress interpolation artifacts at the same 
time maintaining the sharpness and geometry of edges. 
 
For interpolation process edge direction is very important and that’s why we have use An Edge-
Guided Image Interpolation Algorithm via Directional Filtering and Data Fusion presented in [7]. We 
can use wavelet based Interpolation method presented in [10] also to do super resolution. For edge 
information they have partition pixels into two directional and orthogonal subsets. Directional 
interpolation is made for each Subset and two interpolated values are fused. Algorithm presented in 
[7] work for gray scale images only so we have done some modification so that it will work for RGB 
images. As shown below, We have stored each R,G and B components of one image into three 
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different images of two dimension (same as gray scale image) and give that as a input to original 
algorithm. Finally we have merged all three output arrays into single RGB image. 
 

for i=1:m 
for j=1:n 
R(i,j)=Input(i,j,1); 
G(i,j)=Input(i,j,2); 
B(i,j)=Input(i,j,3); 
end 
end 

 
 

for i=1: (2*m) 
for j=1: (2*n) 
RGB(i,j,1)=Output(i,j); 
end 
end       % same way RGB(i,j,2)and RGB(i,j,3)is achieved 

 

5. PROPOSED SUPER RESOLUTION ALGORITHM 
Here we have presented our proposed algorithm. 
 
1. Take three shifted, low resolution and noisy images. 
2. Apply shift estimation algorithm as explained above and find shift in x and y coordinates and       
align all three images. 
3. Apply Gaussian filter to remove some noise. 
4. Fused all three images using the fusion method explained and get a single image. 
5. Apply HAAR Wavelet Lifting Scheme on this single image(we will get four subbands LL,LH,HL 
and HH). 
6. Apply LWT based denoising method on LH,HL and HH subbands. 
7. Apply inverse lifting scheme to recover image with less noise. 
8. Get super resolution image by applying interpolation method explained in above section. 
 
For experiment, we have generated three shifted, low resolution and noisy images from single HR 
image. We have performed experiment on the computer with configuration of Intel i3 processor, 4GB 
RAM and 512MB NVidia graphics card. For performance evaluation of algorithm, we have considered 
PNSR ratio and visual quality as parameter. The PSNR is defined as: PSNR = 20 · log 10(MAX i / 
√MSE). We have shown single input image instead of three as other input images are same except 
little shift in x and y coordinates. 
 
6.  CONCLUSION 
SR image reconstruction is very important in many practical applications. We have taken LWT base 
denoising method as lifting schemes are easy to implement, fast ,require less memory and inverse 
lifting has same complexity as forward lifting. Interpolation method that we have taken is also gives 
good result as it works on edges as well. In our future studies, we would like to make this algorithm 
faster for practical use and want to use different lifting scheme and interpolation methods. 
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Figure 7 : Experiment Results 
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Abstract 

 
This paper focuses on the blind image separation using sparse representation for natural images.  
The statistics of the natural image is based on one particular statistical property called 
sparseness, which is closely related to the super-gaussian distribution. Since natural images can 
have both gaussian and non gaussian distribution, the original infomax algorithm cannot be 
directly used for source separation as it is better suited to estimate the super-gaussian sources. 
Hence, we explore the property of sparseness for image representation and show that it can be 
effectively used for blind source separation. The efficiency of the proposed method is compared 
with other sparse representation methods through Hessian evaluation. 
 
Keywords: Blind Source Separation, Infomax Algorithm, Sparseness, Hessian Evaluation. 

 
 
1. INTRODUCTION 

Blind source separation (BSS) is the process of extracting the underlying sources from the mixed 
images or observed signals, and since no a priori knowledge of the mixed sources is known or 
very little information is available, it is called blind. Independent component analysis (ICA) is most 
widely used technique to solve the blind source separation [1-7, 20] problem. BSS is based on 
the assumptions that source signals are independent and non gaussian. The problem of BSS can 
be stated as follows. 
 
Given M linear mixtures of N original images mixed via a M x N mixing matrix, these mixtures can 
be represented as a linear equation of the form  

X = AS        (1) 

S is the original sources to be extracted, X is the observation random vector, and A is a full rank 
M x N mixing matrix. The task is to estimate the mixing matrix A and then recover the source 
images S. The complexity of source separation is based on the dimensions M and N. If M=N, the 
mixing matrix A is a square matrix and the original sources can be estimated by a linear 
transformation. If M>N, the mixing matrix is a full rank over complete matrix and the original 
sources can be estimated using linear transformation involving pseudoinverse matrix. 
 
After estimating the matrix A using BSS algorithm, the inverse of A is computed, W=A

-1
 called 

separator and the independent sources are obtained simply by  
U = WX        (2) 
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There are several methods [5], [6] to separate the independent components from the original 
data. Bell and Sejnowski [7] developed a neural learning algorithm for separating the statistically 
independent components of a dataset through unsupervised learning. The algorithm is based on 
the principle of maximum information transfer between sigmoid neurons. The features obtained 
were not very interesting from a neural modeling viewpoint, and  the mixing matrix reduces the 
sparsity of the original images which motivates us to find better models like exploiting the property 
of sparseness, Zibulevsky et al.(2002).The advantage of this property is that, two or more 
sources being active at the same time is low. Thus, sparse representations provide good 
separability as most of the energy is confined to a single source, at a given time instant.  
 
Sparse coding is a method for finding suitable representation of data in which the components 
are rarely active. It has been shown [9, 10-17] that this sparse representation can be used to 
solve the BSS problem. ICA algorithms i.e., FASTICA uses kurtosis as a sparseness measure 
and since kurtosis is sensitive to the outliers as it applies more weight on heavy tails rather than 
on zero, the sparseness measure is mostly unreliable. When the sources are locally very sparse 
the matrix identification algorithm is much simpler. Sparse representation of image matrix can be 
performed using clustering algorithms [12, 13, 15], Gradient Ascent Learning [14], Laplacian Prior 
[16, 7], wavelet [17] , Finite difference method (FDM)[29] etc. 
 
In this paper, the sparsity representation of the image mixture is exploited using Hessian 
transformation and the sparseness is measured using l0 norm Donoho [26]. The Hessian 
transform method provides a powerful approach to solve differential equations, non-linear 
problems and is widely used in the field of applied sciences. The proposed BSS algorithm is more 
efficient and leads to improved separation quality which is measured in terms of Signal to Noise 
ratio (SNR), Mean squared error (MSE), Structural Similarity Index Measure (SSIM) and 
estimating the Mutual information (MI) of the separated images with original source images. 
 
The rest of the paper is organized as follows: Section 2 deals with the method used for sparse 
representation of data, sparse measure using l0 norm and the algorithm used for separation. 
Section 3 illustrates the results where we compare the separated images with original images and 
Section 4 gives the conclusion. 

 
2. SPARSE REPRESENTATION 
In order to represent the sparsity of the original images that solves the BSS problem, several 
methods are proposed [5, 6, 12, 13, 14, 15, and 21]. A simpler and efficient method to make the 
image sparse is by calculating the Hessian matrix of the image. The problem of estimating the 
Hessian matrix is to derive the second order derivative of a given image. The equation for the 
second order can be derived using Taylor series expansion [23]. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 1: Finite difference approximations to derivatives 

 
 



Jyothirmayi M, Elavaar kuzhali S & Sethu Selvi S 

International Journal of Image Processing (IJIP), Volume (6) : Issue (4) : 2012 209 

)()(
6

)(
2

)()()(
4

32

hOxy
h

xy
h

xyhxyhxy +′′′+′′+′+=+     (3) 

Finding the first derivative and second derivative  

h

xyhxy
xy

)()(
)(

−+
=′    

h

xyhxy
xy

)()(
)(

′−+′
=′′        

2

)()(2)2(
)(

h

xyhxyhxy
xy

−+−+
=′′         (4) 

Similarly, by replacing h by –h in the Taylor series of Equation (3) and deriving the second 
derivative, the backward difference equation is obtained as , 
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The average of the two Equations (4) and (5) results in a central difference approximation 
(Hessian), of the form   
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as represented in Figure 1.Hence for the given image matrix X, the Hessian matrix obtained will 
be of the form 
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The Hessian evaluation method can be used for sparse representation of the image since it acts 
as an edge detector which provides a two-level image, the edges and the homogeneous 
background. By using this method, the separation matrix estimated to separate the image mixture 
is similar to that of the method used (FASTICA) for image separation. In Figure 2, shows the 
natural image as well as the image obtained from the above method. Figure 3, represents the 
histograms of the original and the Hessian transformed image from which the sparsity of the latter 
can be inferred. 

 

 

             (a)                                                                                  (b) 
 

FIGURE 2: a) Original Image and b) Hessian Transformed Image 
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(a)                                                                                  (b) 

 
FIGURE 3:  (a)  Original Image Histogram and (b) Hessian Transformed Image Histogram 

 

2.1 Sparsity Measure 
Sparsity measures are used to calculate a number that describes the sparsity of an image 

vector [ ]
N

cccC ....
21

= . The most common sparsity measure is the ℓp norm defined by 
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= ∑

→

 for 10 ≤≤ p       (8) 

The simplest is the l0 norm that calculates the number of non-zero coefficients in the image vector 

{ }NjcC j ....1,0#
0

=≠=
→

 

Since this traditional method is unsuited for many practical scenarios [15,24,25],a modified 
approximation method suggested by Donoho [26]  is being used where a threshold is used . 

{ }NjcC j ....1,#
0

=≠=
→

ε ,        (9) 

where ε is some threshold value. 

Under this measure, the sparse solution is obtained by finding the number of non-zero elements 
in a block. Bronstein et al. [5], discusses that the use of block partitioning, which is the natural 
way of handling mixing coefficients in an image that vary spatially and also gives a better 
refinement to the sparseness. Hence the block having the maximum sparse is selected to 
estimate the separation matrix W Equation (2). Figure 4 shows sparseness measure values using 
l0 norm for different sparse functions. 
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FIGURE 4: Sparsity measure plot obtained for different functions  

 
2.2 Algorithm 
Figure 5 shows the flow diagram for the representation of sparse matrix using second order 
differentiation (Hessian) and the selection of the best block by evaluating the quality factor for the 
generation of the separation matrix. Infomax ICA algorithm [10] is used for solving BSS problem. 

Steps for Hessian Transformation and selection of best sparse block for BSS  
 

1. Normalize and mean removed data is formed from N images. 

2. Mixed images are obtained by linearly mixing with a random matrix. 

3.    The second order derivative (Equation 6) is applied for each of the mixed images 
to get sparse images. The component in the X direction and Y direction is 
considered.(Figure 5) 

4. The sparse images along X and Y directions are divided into blocks of equal size. 

5. The blocks having same spatial location are considered for evaluation of the 
sparseness (l0 norm). 

6. The blocks having maximum sparseness is considered for estimating the 
separation matrix using Infomax algorithm. 

 
2.3 ICA-BSS Algorithm 
The block having maximum sparseness can be represented as a linear equation of the form 

ASsaX
n

i

ii == ∑
=1

               (10) 

where A is the unknown fixed matrix M×N of full rank, called mixing matrix and its columns are 
known as ICA basis vectors. The fundamental problem of ICA is then to recover the underlying 
causes S from the mixture X. Since only X is observed the problem changes to estimating W. 
 

WXXAAAS
TT == −1

)(                 (11) 
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In order to determine W, we use the Sejnowski infomax algorithm [10] that maximizes the 
information for ICA. A feedforward neural network Figure 6 is used to train the weights of training 
images. As shown in the Figure 6, X is the input to the neural network, the output U is the 
summed output of the weights connected to neuron and the input X. 

∑
=

=
m

j
jiji xwu

1

 i.e   WXU =                (12) 

ICA works by adjusting the unmixing coefficients of W in order to maximize the uniformity 

(entropy) of the distribution Y = f(u) where f is cumulative density function (cdf). Therefore, if W is 
optimal, then Y will have maximum entropy and are therefore independent which ensures that the 
extracted sources are also independent. Hence the gradient update rule for the weight matrix, W 
used is as follows: 

W∆ α  WWYH
T

W )(∇  WUYI
T

)'( +=               (13) 

where    )21('
1

YY −=  

)(/)(
'"'

iiiii UU ffY = , 

e
f ui

u −+
=

1
1)(  

ICA finds a matrix W, such that the rows of ASX =  are statistically independent as possible. 

Hence we find the sources S=WX, where W = 1−
A . 

 

 

2
nd

 Order Differentiation (Hessian) 2
nd

 Order Differentiation (Hessian) 

Image Mixture 1 Image Mixture 2 

    

Evaluate Sparseness using l0 for  

the blocks 

ICA for BSS 

Select the best block 

 
 

FIGURE 5: Block schematic describing the algorithm for BS 
 



Jyothirmayi M, Elavaar kuzhali S & Sethu Selvi S 

International Journal of Image Processing (IJIP), Volume (6) : Issue (4) : 2012 213 

 

ym 

y2 

wm2 

x2 
w22 

w12 

wmm 

w2m 

w1m 

∑ u2 f(u2) 

xm ∑ um
f(um) 

y1 x1 

w m1 
w21 

w11 
∑ u1 f(u1) 

 
 

FIGURE 6:. Neural Network to train the weights 

 

3. SIMULATION RESULTS 
Simulation experiments are conducted to demonstrate the feasibility of the proposed BSS 
method. All simulations are carried on  natural images

1
 of dimension 256 x 512. The algorithms 

are developed on MATLAB environment.  The images are mixed with a random matrix 4 x 4 ( 
example Equation (14)) and the Hessian transform as in Equation (6) is applied on it to get 
sparse images. The resultant of Hessian derivative along the X direction and Y direction are 
considered.  

 



















=

0.23980.2655-0.1014-1.3914-

0.58010.8763-0.14720.6943-

1.1582-0.02810.59852.4146-

0.3276-2.6350-0.3296    0.0716-     

M   

   (14) 

The sparse images are then divided into blocks of equal size 64 x 128 for which the l0 norm, 
Equation (9), is applied to evaluate the sparseness measure. Figure 4 shows the sparseness 
measure values for different blocks and for different sparse representation methods. The blocks 
which has maximum value of the sparseness (e.g for hessian, block 15 from figure 4) is 
considered for evaluating the separation matrix. The separation matrix is obtained by using 
Infomax algorithm indicated in Equations (10-13). The results shown in Figure 7 and Figure 8 can 
be used as a subjective quality assessment. The histogram plot shows that the separated images 
are similar to original. Mean Squared Error (MSE), Signal to Noise Ratio (SNR) are used as 
objective image quality measures. The Structural Similarity Index Measure (SSIM) a well-known 
quality metric is used to measure the similarity between two images. It was developed by Wang 
et al. [16], and is considered to be correlated with the quality perception of the Human visual 
system (HVS). The Mutual Information between the extracted source and the corresponding 
original source is also considered as a quality metric. Here, 5000 samples (pixels) are randomly 
selected from the separated image and the original source to form pixel pairs. The Mutual 
Information between these 5000 pixel pairs was estimated using I

(1)
 estimator described by 

Kraskov et.al.(2004) with k=2, (k recommended can be between 2 and 4 which is the nearest 
neighbor order)[27,28]. 
 
A comparison of proposed method with other existing sparse representation methods such as 
Gradient, Laplace [5] and Finite Difference Method [29] for assessing the amount of separation 
achieved is tabulated in Tables 1 to 4. The lower value for MSE as in Table 1 indicates, better 
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quality separation. The higher values of SNR, SSIM, MI in Table 2, 3 and 4a implies that the 
separated images are closer to original source images, whereas Table 4b, the low values 
corresponds to the comparison of extracted image with the wrong source image. The values in 
the last column of the Tables 1-4 show clearly that the hessian representation method has an 
advantage over other sparse representation methods. 
1
 http://www.cis.hut.fi/projects/ica/data/images/ 
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TABLE 1: MSE values for the four separated images 

 

 
 
 
 

 
 
 
 
 
 

 
TABLE 2: SNR values (in dB) for the four separated images 

 
 
 

 

 

 

 

 

 
TABLE 3: SSIM values for the four separated images 

 
 
 

Figure FDM Laplace Gradient Hessian 

S1 1.82 7.96 2.65 1.49 

S2 0.83 0.009 2.32 0.065 

S3 4.58 65.18 6.76 3.53 

S4 0.38 18.87 1.25 1.31 

Figure FDM Laplace Gradient Hessian 

S1 38.54 23.10 36.89 39.37 

S2 41.23 60.79 36.77 52.32 

S3 34.82 23.29 33.12 33.28 

S4 44.45 27.54 39.30 39.76 

Figure FDM Laplace Gradient Hessian 

S1 0.8590 0.8570 0.9998 0.9979 

S2 0.9883 0.9884 0.9994 0.9999 

S3 0.9986 0.9986 0.9999 0.9981 

S4 0.8739 0.8744 0.9931 0.9993 
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TABLE 4a: MI values for the four separated images with corresponding source image. 

 
 
 

 

 
 

 
TABLE 4b: MI values for the four separated images with other source image 

 
4. CONCLUSIONS 
For the solution to source separation, natural images are considered, as the natural scenario 
provides various mixtures of images. The proposed sparse representation method using block 
partitioning approach is more suitable for both spatially variant and invariant images. Experiments 
conducted on the natural image data set shows the efficiency of this approach and its advantages 
over previously-proposed sparse representation methods. We observe that there is improvement 
in MSE, SNR, MI and SSIM values. These values can be considered as objective evaluation for 
the image quality. Figure 8 shows the histogram for the original and separated images which 
clearly show that separated images are equal to the original images.   

Figure FDM Laplace Gradient Hessian 

S1 5.33 2.9 5.15 5.4 

S2 5.46 4.39 4.60 5.73 

S3 4.63 2.85 4.13 4.97 

S4 5.4 2.07 5.03 5.59 
 

Figure FDM Laplace Gradient Hessian 

S1 0.31 0.18 0.28 0.18 

S2 0.13 0.09 0.11 0.10 
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Sources mixes Hessian evaluation

 

FIGURE.7:  Original images, Mixed and Separated images for the proposed Method 
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FIGURE 8: Histogram plot for original, mixed and separated images 
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Abstract 

 
Extraction of geospatial data from the photogrammetric sensing images becomes more and more 
important with the advances in the technology. Today Geographic Information Systems are used 
in a large variety of applications in engineering, city planning and social sciences. Geospatial data 
like roads, buildings and rivers are the most critical feeds of a GIS database. However, extracting 
buildings is one of the most complex and challenging tasks as there exist a lot of inhomogeneity 
due to varying hierarchy. The variety of the type of buildings and also the shapes of rooftops are 
very inconstant. Also in some areas, the buildings are placed irregularly or too close to each 
other. For these reasons, even by using high resolution IKONOS and QuickBird satellite imagery 
the quality percentage of building extraction is very less. This paper proposes a solution to the 
problem of automatic and unsupervised extraction of building features irrespective of rooftop 
structures in multispectral satellite images. The algorithm instead of detecting the region of 
interest, eliminates areas other than the region of interest which extract the rooftops completely 
irrespective of their shapes. Extensive tests indicate that the methodology performs well to extract 
buildings in complex environments. 
 
Keywords: PSMS Image, Rooftop Detection, Otsu’s Thresholding, Area Analysis. 

 
 
1. INTRODUCTION 

Cartographic feature extraction systems can be categorized by the type of sensor data used. 
Some of the researches concentrate on the fusion of more than one data sources. These 
methods usually use the advantages of height information in 3-d data set. One common approach 
is to use more than one aerial or satellite images and getting the height information using 
photogrammetric calculations [1, 2, 3, 4]. Also usage of new technologies such as LIDAR (Light 
Detection And Ranging), which provides high vertical accuracy and high point density, becomes 
popular. Some of these make use of the fusion of LIDAR and satellite image [5, 6]. Another 
important category of the Cartographic feature extraction systems extracts objects by using 
monocular aerial or satellite imagery. Wei and Zhao [7] introduce an approach, where they first 
cluster of the satellite image using an unsupervised learning method and used the shadow 
information to verify the existence of building. Then, for each building boundary, Canny operator 
is used for extracting edges and finally the system detects lines using Hough transform. 
Mayungaa [8] works on an active contour model which is commonly known as a snake algorithm 
for a semiautomatic building extraction method. In this method the user has to click to the 
approximate center of each building; then the algorithm generates the border of this building.  Jin 
and Davis [9] proposed an automated building-extraction strategy for high-resolution satellite 
imagery that utilizes structural, contextual, and spectral information. The system runs 
automatically without pre-classification or any training sets, although some initial algorithm 
parameters must be set by the user. 



Lizy Abraham & Dr.M.Sasikumar 

 

 

 International Journal of Image Processing (IJIP), Volume (6) : Issue (4) : 2                                          220 

Recent researches in this area focus on automatic and unsupervised extraction of buildings. 
Akçay and Aksoy [10] proposed a method for unsupervised segmentation and object detection in 
high-resolution satellite images but the system performance varies depending on different rooftop 
structures.  Aytekin and  Erener [11] proposed an algorithm for automatic and unsupervised 
building extraction from urban environments. Better performance is ensured by the method but 
the major drawback is over detection. Use of local feature vectors and a probabilistic framework 
for the extraction of buildings having diverse characteristics and appearance is also discussed 
[12, 13]. Though the method is efficient the algorithm is not strictly unsupervised. Recently, a 
novel approach for automatic detection of buildings with a gable roof from very-high-resolution 
aerial images, covering particularly rural areas is proposed [14]. The method can be modified for 
other rooftop structures but a single algorithm is not sufficient for detection of buildings 
irrespective of rooftop structures. 
 
Most of the works in the literature are either designed for specific applications or need some prior 
knowledge, such as human’s interaction for the extraction of buildings. Recent works which are 
focussed on unsupervised and automatic detection techniques are mostly restricted to specific 
types of shapes or surface features. A complex urban environment includes various shapes and 
surface materials which make the detection process complicated and in many cases pixels 
belonging to roof tops of buildings may wrongly identify as road pixels because both have linear 
features. Depending on roof top structure the system performance varies drastically and a single 
algorithm which is fully automatic and unsupervised which can be applied for any type of roof top 
structures with any complexity levels is difficult. A solution for this problem is proposed in this 
paper by eliminating inhomogeneities due to varying hierarchy. The algorithm, instead of 
focussing the region of interest, considers regions other than the areas having building features. 
The method is evaluated with various qualitative and quantitative measures which validates the 
superior performance of the proposed method. 
 
The paper is organized as follows: The methodology and the algorithm are discussed in Section 
2. Result analysis and performance evaluation are described in Section 3. Finally the paper is 
concluded in Section 4.  
 
2. THE METHODOLOGY 
In this paper, Quickbird satellite imagery is used to test the building extraction strategy. The input 
Pan sharpened multi-spectral satellite (PSMS) imagery is derived by  pan sharpening from a low 
resolution(2.4m) multi-spectral (R,G,B,NIR) bands and high resolution (0.6m) panchromatic band 
Quick bird image. Pan sharpening is a pixel level fusion technique used to increase the spatial 
resolution of the multi spectral image using spatial information from the high resolution 
panchromatic image while preserving the spectral information in the multispectral image.  Thus 
the input PSMS image obtained will have a resolution of 0.6m with multispectral (R, G, B, NIR) 
bands. This is done using Multispec32 which is a freeware multispectral image data analysis 
system. Multispec32 generates the .lan file of the PSMS image using high resolution 
panchromatic and low resolution multispectral satellite imagery.  The resultant PSMS image has 
the same resolution as that of PAN image (Figure 1).  
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High Resolution Panchromatic Imagery

Low Resolution Multispectral Imagery

PAN SHARPENING using

Multispec32

High Resolution Multispectral Imagery
 

FIGURE 1: Pan Sharpening of Satellite Image 

 
The method first calculates NDVI (Normalized Difference Vegetation Index) and chromaticity to 
intensity ratio for the initial level of segmentation. Next, rooftops and roads are detected and 
eliminated. Then principal component analysis and area analysis is done to get accurate results. 
The block diagram of the proposed system is shown in figure 2. 

 

 

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 2: Overall Flow of the System 

 
2.1. Calculation of Normalized Difference Vegetation Index 
The NDVI is a simple graphical indicator that can be used to analyze remote 
sensing measurements, typically but not necessarily from a space platform, and assess whether 
the target being observed contains live green vegetation or not. Healthy vegetation absorbs most 
of the visible light that hits it, and reflects a large portion of the near-infrared light. Unhealthy or 
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sparse vegetation reflects more visible light and less near-infrared light.  It is possible to measure 
the intensity of light coming off the Earth in visible and near-infrared wavelengths and quantify the 
photosynthetic capacity of the vegetation in a given pixel (one pixel is 0.6 square km in our 
concern) of land surface. Nearly all satellite Vegetation Indices employ this difference formula to 
quantify the density of plant growth on the Earth — near-infrared radiation minus visible radiation 
divided by near-infrared radiation plus visible radiation. The result of this formula is called the 
Normalized Difference Vegetation Index (NDVI). Written mathematically, the formula is: 
 

                                  
NIR R

NDVI
NIR R

−
=

+
                                                                              (1) 

where NIR is the reflectance value in the near-infrared channel, and R is the reflectance value in 
the red channel. Calculations of NDVI for a given pixel always result in a number that ranges from 
minus one   (-1) to plus one (+1); however, no green leaves gives a value close to zero. A zero 
means no vegetation and close to +1 (0.8 to 0.9) indicates the highest possible density of green 
leaves. 
 

IF (NDVI ≥ 0.06) THEN ASSIGN Vegetation region; 
              ELSE ASSIGN Building region;                                                  (2) 
 
The NDVI image can be obtained in MATLAB by reading the NIR data of the image from its .lan 
file generated using the software Multispec32. Thus vegetation can be eliminated by the 
comparison of obtained NDVI image and the original image. Regions are considered to be 
vegetation and the building hypotheses are rejected when the NDVI value is higher than 0.06. 
Figure 3 shows PSMS Quickbird image and corresponding vegetation masked image. 
 

            
 

FIGURE 3 (a): Quickbird PSMS Image (b) Vegetation masked Image 

 
2.1. Calculation of Chromaticity to Intensity Ratio 
To detect shadow in the PAN sharpened, vegetation masked image, the ratio chromaticity to 
luminescence has to be found [15]. For this RGB space is converted to YIQ space. As the 
shadow regions are comparatively darker compared to other regions they will have higher ratio of 
Q to I. A suitable threshold is determined by Otsu’s method [16] as the amount of shadows 
present in the high-resolution imagery will vary depending on the sun azimuth and elevation 
angles and the sensor azimuth angle. 
 
Otsu's thresholding method involves iterating through all the possible threshold values and 
calculating a measure of spread for the pixel levels each side of the threshold, i.e. the pixels that 
either fall in foreground or background. The aim is to find the threshold value where the sum of 
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foreground and background spreads is at its minimum. This can be achieved by finding a 
threshold with the maximum between class variance and minimum within class variance. This can 
be calculated by the following equations (3 and 4). 
 

   2 2 2
 Class Variance  = W  + Ww b b f fWithin σ σ σ                    (3) 

2 2 2

2 2

2

 Class Variance  = 

                                             = W ( - )  + W ( - )  (where  = W W )

                                             = W W ( - )                 

B w

b b f f b b f f

b f b f

Between σ σ σ

µ µ µ µ µ µ µ

µ µ

−

+

                                        (4)

 

where weight, mean and variance are represented by w, µ and σ. The foreground and 
background regions are distinguished as f and b. Figure below shows the result of shadow 
masking. 
 

 

 
FIGURE 4: Shadow masked Image 

 
2.2. Rooftop Detection 
For the detection of rooftops a segmentation algorithm is required. Most of the segmentation 
algorithms work only on gray scale images but our image is a 4-band multispectral image. In 
order to retain the spectral features even after segmentation a mean shift algorithm is used [17]. 
As for image segmentation, the aim is to cluster pixels sharing a similarity in pixel values. For this 
purpose, the filtering procedure is run and all convergence points are stored. The mean shift 
vector always points toward the direction of the maximum increase in the density. The mean shift 
procedure, obtained by successive computation of the mean shift vector mh (xt) and translation of 
the window xt+1 = xt +mh (xt) is guaranteed to converge to a point where the gradient of density 
function is zero. Coming to our concern, iterative calculation of mean shift vectors converges to a 
stationary point of the density, which corresponds to the modes of the image, i.e. homogenous 
structures in general. The pixel points converging to the same mode, are closer to each other in 
terms of spatial extend and color bandwidth. These pixels are segmented as the same cluster. In 
fact, mean shift vectors are aligned towards the similarity of colors incorporating spatial 
information. The algorithm for mean shift segmentation is as follows (Table.1): 
 
 
 
 
 
 



Lizy Abraham & Dr.M.Sasikumar 

 

 

 International Journal of Image Processing (IJIP), Volume (6) : Issue (4) : 2                                          224 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 1: Algorithm for mean shift segmentation 

 

 
 

FIGURE 5: Mean shift segmented Image 
 
2.3. Road Detection 
After segmentation, some noises seen with the buildings in segmented regions. The edges of 
these regions are irregular. Hole filling followed by morphological opening operation is used to 
remove pseudo pixels and smooth building’s edge. A hole may be defined as a background 

1. Convert the image from RGB space to LUV space. 

2. Select a data point (center pixel) from the image randomly (not  labeled). 

3. Set the value of that point as the mean. 

4. Find all the data points having the same value (a value within a specified range). 

5. Cluster those points.  

6. Select a point from the cluster. 

7. If it is within a window or specified bandwidth(radius) from the center pixel, 

  Yes-label it 

  No-no change 

8. Go to step 5 until all the points in the cluster are evaluated. 

9. Calculate the peaks of points having the same label. 
10. If distance between the peaks of two labeled segments is less than or equal to bandwidth/2, 

   Yes-merge them 

  No-no change 

11. Compute the mean shift vector of the clustered points mh(x). 

 
where h is the bandwidth parameter and g is the gradient density function. 

12. Translate the window to the next point . 

 
13. If    =   xt   
    Yes- go to step 14 

  No- go to step 2 

14. If all the points are labeled 

  Yes-end 

  No-go to step 1. 
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region surrounded by a connected border of foreground pixels. Let A denote a set of points 
whose elements are 8-connected boundaries, each boundary enclosing a background region (a 
hole). Given a point in each Xk defined by (5) as a hole, the objective is to fill all the holes with 
ones.  
 

   1X  =  (X B)  A         k=1,2,3,......  
k k

⊂

− ⊕ ∩         (5) 

 

Opening operation is of the form (6): 
 
                                                    ( )X B X B B= Θ ⊕o                                                                (6) 

 
That is, image X is eroded by structure element B (equation 7), then it is dilated by B. We define, 
 

    

1 1 1

 = 1 1 1

1 1 1

B

 
 
 
  

              (7) 

 

            

 
FIGURE 6 (a): Image after hole filling (b) Image after morphological opening 

 
Figure 6(a) and 6(b) show the results of hole filling and morphological opening. After 
morphological treatment, edges have become smooth, but there are still some discrete noise. 
Pixels belonging to rooftop of buildings may wrongly identify as road pixels because both have 
linear features. To eliminate this, skeletonise the image (figure 7(a)), as now our region of interest 
is main roads alone. 
 
For skeletonization, label pixel p if and only if the rules 1, 2, 3, 4 are all satisfied. 

Rule 1: The pixel under consideration must presently be black. If the pixel is already white, 
no action needs to be taken.  
Rule 2: At least one of the pixel's close neighbours must be white.  
Rule 3: The pixel must have more than one black neighbour.   
Rule 4: A pixel cannot be removed if it results in its neighbours being disconnected. 
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After each iteration the labeled pixels are deleted. The algorithm is performed until one pixel wide 
skeleton is obtained. 

For identifying whether a segment is road or not, find out the length of the segments which is 
equal to the number of pixels in skeleton. From the distribution of length of segments threshold is 
automatically estimated using Otsu's method.  If length is greater than this threshold then classify 
it as road. In the skeletonised image, there may be unwanted branches which are obviously non-
road segments. So end points of the skeletons, which have only one neighbor, are removed 
(figure 7(b)) for better result. Figure 8 is the road masked image after these operations. 
 

               

FIGURE 7 (a): Skeletonized Image (b) Skeletonized Image with end points removed 
 

 
 

FIGURE 8: Road masked image 
 

2.3. Elimination of Very Thin Segments 
Some small objects such as cars, trees on the side of roads can also be viewed as thin stripes 
after skeletonization. This can be eliminated by applying, principal component analysis (PCA) to 
each segment. Very thin segments show large variances along the first principal component 
whereas small variance along the second principle component. Therefore, the ratio of the 
corresponding eigenvalues, provides the variances along the corresponding eigenvectors, gives 
an idea of how thin the segment is. Higher ratios represent unreasonably thin segments. Then, 
this ratio is thresholded in order to detect whether the segment is road or not. The threshold is 
automatically determined by Otsu’s method. 
 
Principal component analysis (PCA) is a mathematical procedure that uses an orthogonal 
transformation to convert a set of observations of possibly correlated variables into a set of values 
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of uncorrelated variables, called principal components. The number of principal components is 
less than or equal to the number of original variables. This transformation is defined in such a 
way that the first principal component has as high a variance as possible, and each succeeding 
component in turn has the highest variance possible under the constraint that it be orthogonal to 
(uncorrelated with) the preceding components. PCA is the simplest of the true eigenvector-based 
multivariate analysis.  
 
PCA is done by calculating the mean of each co-ordinate X and Y of the segment and then 
finding the covariance matrix. Covariance matrix for a set of data with n dimensions is given by 
(8) and (9). 
 

                                             cov( , )m n
i jC Dim Dim× =                                                         

(8) 
             (9) 

                                                 (9) 

 

Then find the eigen values λ1,λ2 of Cx using (10). 

                                      |Cx-λI|=0             (10) 
 

The eigen vector with the highest eigen value is the principal component. The eigen vectors are 
ordered by eigen value from highest to lowest. This gives the components in the order of 
significance. Form the feature vector as (11). 

     Feature vector = (eig1 eig2 eig3 …. eign )                     

(11) 

The final data is derived by the following equation (12). 

  Final data= Row feature vector x Row Data Adjust      
(12) 

 
Row Feature Vector is the matrix with the eigenvectors in the columns transposed so that eigen 
vectors are now in the rows, with the most significant eigenvector at the top. Row Adjust Data is 
the mean adjusted data transposed. The data items are in each column, with each row holding a 
separate dimension. 
 
2.4. Area Analysis  
After these operations, there are still a lot of regions which are similar to building areas. The size 
of these areas is very small compared to buildings and can be eliminated by connected 
component labelling. To verify the hypothesized connected components as building regions, area 
analysis is performed. For that, the minimum enclosing rectangle (MER) [18] of each and every 
connected component is found. Then rectangular fit is calculated as the area of the component 
divided by the area of its MER. If the rectangular fit is lower than a threshold, the connected 
component is rejected which reduces the percentage of over detection. The results of PCA and 
area analysis for the PSMS image are shown in figure 9. 
 

1

( ) ( )

cov (X,Y) = 
( 1)

n

i i

i

X X Y Y

n

=

− −
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FIGURE 9 (a) : Image after PCA (b) Image after Area Analysis 

 
3. RESULTS & DISCUSSION 
An algorithm for fully automatic and unsupervised building extraction is presented. Figure 10 
shows the extracted results compared with the manually labelled buildings used as reference. It 
can be seen that irrespective of shape, most of the buildings are detected without fail. 
 

       
 

FIGURE 10 (a): Extracted buildings (b) Manually labelled buildings 
     

Within the test area, 49 buildings were manually delineated. As seen from the output image the 
same number of buildings is detected but many of the scattered points can also be considered as 
buildings. The manually delineated buildings were used as a reference building set to assess the 
unsupervised building extraction accuracy. For performance evaluation, we use the evaluation 
measures widely accepted for building extraction [19, 20]. The extracted buildings and the 
manually detected buildings are compared pixel-by-pixel. The pixels in the image are categorized 
into four types: 
 
(1) True positive (TP): Both manual and unsupervised methods label the pixel belonging to the 
buildings. 
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(2) True negative (TN): Both manual and unsupervised methods label the pixel belonging to the 
background. 
(3) False positive (FP): The unsupervised method incorrectly labels the pixel as belonging to a 
building. 
(4) False negative (FN): The unsupervised method does not correctly label a pixel belonging to a 
building.  
Based on these categories the system performance is evaluated using the following measures: 
 

Branching Factor =
FP

TP
            (13) 

Miss Factor =
FN

TP
                                                                      (14) 

Detection Percentage =100
TP

TP FN
×

+
                                                    (15) 

Quality Percentage = 100
TP

TP FP FN
×

+ +
                                                 (16) 

 
The detection percentage is the percentage of building pixels correctly labelled by the proposed 
method. The quality percentage measures the quality of the extraction process. Performance 
evaluations for three different images of various complexity levels are shown in Table 2. fig. 12 
and fig. 13 show the building extraction results compared with the manually detected reference 
for image-2 and image-3 which are shown in fig. 11. 
 

 
TABLE 2: Performance evaluation of extracted buildings 

 

     
 

FIGURE 11  (a) : Image-2 (b) Image-3 
 

 

Reference 

Images 

 

Branching factor 

 

Miss factor 

Detection 

percentage 

Quality 

percentage 

Image 1 0.12 0.09 95.3 81.5 

Image 2 0.24 0.31 83.7 70.6 

Image 3 0.38 0.47 74.6 60.3 
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FIGURE 12: Extracted results compared with manually labelled reference for Image-2 
 

       
 

FIGURE 13: Extracted results compared with manually labelled reference for Image-3 
 

The results of the performance evaluation show that the algorithm provides 81.5 % quality 
percentage for image 1 which is considerably good. The detection percentage for the same case 
is 95.3% which is very high compared to previous methods. 
 
In our work, masking is performed on areas other than the region of interest which helped to 
achieve improved performance of the algorithm. It became possible to incorporate both spatial 
and spectral properties of the image through the use of mean shift segmentation. Principal 
component analysis using statistical properties helped to achieve better adaptability for different 
complexity levels of urban areas. Finally extensive analysis with respect to area is done, which 
removes most of the unwanted pixels classified as buildings. In this approach, building extraction 
is completely automatic and unsupervised. Here we only provide an input which is the pan-
sharpened multispectral image and we get an output which is the candidate buildings. 
 
5. CONCLUSION & FUTURE WORK 
In this paper, a fully automatic and unsupervised system is designed for extracting high density 
urban area buildings irrespective of rooftop structures from satellite images. Though the variety of 
the type of buildings and shapes of rooftops makes the building extraction complicated, 
acceptable accuracy for the extracted buildings is obtained. Quantitative analysis of the work 
indicates that our method is better compared to existing methods. The output image includes 
scattered black points which may be detected as buildings. Also some roads and pavements are 
also detected as roads. Future work will include post processing algorithms to reduce these 
errors.  
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Abstract 

 
Change detection is the art of quantifying the changes in Synthetic Aperture Radar (SAR) images 
occurring over a period of time. Remote sensing has been instrumental in performing change 
detection analysis. The impact of applying the combination of texture features for classification 
techniques to separate water bodies from land masses is empirically investigated in this paper. 
First, the images are classified using unsupervised Principle Component Analysis (PCA) based 
K-means clustering for dimension reduction. Then, texture features like Energy, Entropy, 
Contrast, Inverse Difference Moment, Directional Moment and Median are extracted using Gray 
Level Co-occurrence Matrix (GLCM) and these features are utilized in Learning Vector 
Quantization (LVQ) and Support Vector Machine (SVM) classifiers. This paper aims to apply a 
combination of the texture features in order to significantly improve the accuracy of detection. The 
utility of detection analysis influences management and policy decision making for long-term 
construction projects by predicting preventable losses. 
 
Keywords: Change Detection, Classification, Learning Vector Quantization, Support Vector 
Machine, Texture Features 

 
 
1. INTRODUCTION 

Remote sensing and related techniques such as geographic information systems have a 
persistent impact on the conduct of realistic work. With satellite instruments, it is possible to 
observe a target repeatedly, thereby contributing effectively to perform change detection in areas 
of interest. 
 
This work mainly focuses on change detection, which happens because of many possible 
environmental and human actions. SAR images enable direct observation of the land surface at 
repeated intervals, allowing mapping, monitoring and assessment. Change detection analysis is 
effective in long-term planning. PCA based K-means clustering is a statistical technique widely 
used for dimensional reduction. Usually the clustering methods are developed for different 
purposes. Clustering algorithms used for unsupervised classification of remote sensing data vary 
according to the efficiency with which clustering takes place. The unsupervised clustering 
provides the cluster information about the water body in a relatively quick manner [5]. This lacks 
complete information about the region of interest and particularly subtle variations therein. To 
avoid unexpected groupings, supervised classification is recommended.  
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The mapping of classes is much more accurate in supervised classification but is heavily 
dependent on the input given. The researchers compared and analyzed SVD (Singular Value 
Decomposition) and Gray Level Co-occurrence Matrix (GLCM) as two methods for feature 
extraction [4, 2]. The comparison result shows that GLCM gives a better result than SVD. Hence, 
the texture features from the training data sets were extracted by using GLCM and then subjected 
to the LVQ.  

The classes of interest that is the coastal and non-coastal areas and the learning rate are 
determined to optimize the classification accuracy of the SAR images [1]. This paper aims to 
further improve the accuracy of classification by combining the six texture features instead of 
using a single or different combination of texture features. Like PCA, LVQ is also used in feature 
vector dimension reduction. Here is the chance to optimize training data through reducing the 
number of samples for this analysis. After achieving the desired accuracy by LVQ, the features 
were subjected onto SVM. In SVM, the two classes were identified and differentiated which 
helped in finding out the classes in target image. Once the images were classified using 
supervised classification the change map is constructed to depict the changes [8,13,14]. 

2. METHODOLOGIES USED FOR CHANGE DETECTION 
Figure 1 and Figure 2 depict the major steps in the nomenclature of water bodies and land 
masses region using unsupervised and supervised classification. 

 

 

 

 

FIGURE 1: Modules of Clustering 

 
 
 
 
 

 
 
 

FIGURE 2: Feature Extraction and Supervised Classification 

 
2.1 PCA based K-Means Clustering  
The most important aspect of image classification is finding groups in data [4, 5]. Pixels with 
similar intensities forms clusters in images. Gray values are specifically used for this purpose. 
The K-means algorithm has some further refinements for its applications on change detection, by 
splitting and merging of clusters. This is illustrated in Figure 1. First, the given image values are 
preprocessed by using PCA. Using the most important components of PCA, the image 
information is mapped into the new feature space. Then, the K-means algorithm is applied to the 
data in the feature space. The final objective is to distinguish the different clusters using eigen 
values. Clusters are grouped if the cluster standard deviation exceeds a threshold and the 
number of pixels is twice for the minimum number of pixels. The main intention of K-means 
algorithm is to reduce variability within clusters [5]. The objective function is the sum of square 
distances between cluster centre and its assigned pixel value. 
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where, N  indicates how many number of pixels, C  specifies the expected number of clusters. 

K-means is very responsive to initial values. It is often not obvious that the clustering with the 
lesser MSE is truthfully the better classification. Thus, the results obtained have aided in attaining 
this objective and thereby PCA based K-means classification has been efficiently applied for the 
change detection analysis.  

The unsupervised classification provides the cluster information about the water body in a 
relatively quicker manner [12]. This clustering lacks complete information about the region of 
interest and particularly subtle variations therein. Supervised classification gives the better 
results compared to the unsupervised classification. 
 
2.2 Texture Feature Extraction 
Texture portrays a rich source of data about the natural landscape. The ways of extracting the 
texture features have been performed through GLCM. It is a perfect and an efficient tool to 
perform the extraction of texture features [4, 6]. The basis of GLCM is assigning the relationship 
between two neighbouring pixels in one offset as the second order texture. The gray value 
relations in a target image are transformed into the co-occurrence matrix by a given kernel 

mask 33× . In the transformation from the image onto the co-occurrence matrix, the neighbouring 

pixels in 0
°
 direction can be used. It contains information of the position of pixels having similar 

gray level values.  

The texture features extracted for classification are Energy (E), Entropy (Ent), Contrast (Con), 
Inverse Difference Moment (IDM), Directional Moment (DM) and the Median (M). Energy can be 
defined as the measure of the extent of pixel pair repetitions. Entropy is the measure of 
randomness that is used to characterize the texture of the input image. Its value will be maximum 
when all the elements of the co-occurrence matrix are the same. The contrast is a measure of 
intensity of a pixel and its neighbour over the image. Contrast is 0 for a constant image. Inverse 
Difference Moment is a measure of image texture. IDM has a range of values so as to determine 
whether the image is textured or non-textured. Directional moment is a textural property of the 
image computed by considering the alignment of the image as a measure in terms of the angle 
[15-17]. There are four orientations namely 0°, 45°, 90° and 180°. The following defines the 
texture features subjected for classification. 
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where i  and j are the coefficients of co-occurrence matrix, ( )jiM ,  is the element in the co-

occurrence matrix at the coordinates i  and j , M  is dimension of the co-occurrence matrix. 

 
2.3 Learning Vector Quantization 
LVQ is a variation of the well-known Self Organizing Map (SOM) architecture. This has a feed-
forward network structure with a single layer of neurons arranged in rows and columns. Each 
neuron is fully connected to input layer source units. The different stages of LVQ are: 
 
Step 1: Initialization – Assign the initial weight vector wj by selecting the random values. 
Step 2: Sampling – Describe a sample input vector x from the input space. Here the network 
chooses five texture features as input to classify the two classes. 
Step 3: Matching – Find weight vector closest to the input vector named as winning neuron I(x), 
which is defined as, 
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Step 4: Updating – Apply the following weight update function to update the weights 

( ) ( )
jiixIjji wxTw −=∆ ,η                                                                       (10) 

where ( )xj IT ,  is a Gaussian neighbourhood and η  is the learning rate. 

Step 5: Continuation – Repeat the steps 2 to 5 to reach the best accuracy of input space. 

 
2.4 Support Vector Machine 
A support vector machine is a set of related supervised learning algorithms that analyze the 
inputs and recognize the classes, used for classification and regression.  SVM takes a set of input 
data; for each given input, it determines whether the input is a member of which of two classes. 
This makes SVM as a linear classifier [7]. The training algorithm of SVM constructs a model that 
assigns new data into one category or the other of two classes. Figure 3 depicts basic building 
blocks of SVM as follows, 
 
 
 
 

 
 

 
FIGURE 3: The working of SVM algorithm 

 

 
The goal is to separate the two classes without loss of generality by a function which is induced 
from available training data sets. The task is to produce a classifier that will work in a 
generalized manner [3, 9]. The experiment for handling the data set is tested on a change 
detection problem with a large set of data points [11]. The application of SVM for the desired 
problem is minimizing the error through maximizing the margin which means that it maximizes 
the distance between it and the nearest data point of each class [10]. Since SVM are known to 
generalize well even in high dimensional spaces under small training sample. This linear 
classifier is termed as the optimal separating hyper plane. Cover’s theorem states that if the 
transformation is non-linear and the dimensionality of the feature space may be transformed 
into a new feature space is high enough, then the input space may be transformed into a new 
feature space where the patterns are linearly separable with high probability. This non-linear 
transformation is performed in an implicit way is called kernel function [9,10]. 
 
SVM is known to generalize well even in high dimensional spaces under small training sample 
conditions and have shown to be superior to traditional neural networks. The experiment for 
handling the data set is tested on a change detection problem with a large set of data points. 
The support vector machine classifier uses large set of training and testing data for 
classification of coastal areas. 
 

3. RESULTS AND DISCUSSIONS 
 

3.1 Data Sets 
This paper deals with the Land Remote-Sensing Satellite (LANDSAT) images taken from different 
time frames of the coastal regions of the world. Some of the sample input study area imageries 

are shown in Figure 4 and 5. 
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Kochi Region Indonesia Region Kanyakumari Region 

 
FIGURE 4: Input Landsat images of coastal landscape taken during 2005 

 

  

Kochi Region Indonesia Region Kanyakumari Region 
 

FIGURE 5: Input Landsat images of coastal landscape taken during 2010 

 
3.2 Results of Classification Through PCA Based K-means Clustering 
The input SAR images have been subjected to unsupervised classification performed using a 
PCA based K-means classifier. Figure 6 and Figure 7 depict the result of classification which 
facilitates differentiation of water bodies from land masses. These results have been further 
utilized in calculating the percentage of coverage area to detect changes over a period of time.  
 
3.3 Results of Supervised Classification 
The six texture features are extracted using GLCM and subjected to LVQ to satisfy the necessary 
and sufficient conditions to achieve maximum accuracy. The training data has led to results with 
96% accuracy. 
 
Subjecting the combination of extracted texture features onto the SVM classifier resulted in 98% 
accuracy for classifying input data. The classified results are depicted in Figure 8.  
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Kochi Region Indonesia Region Kanyakumari Region 
 

FIGURE 6: PCA based K-means clustering performed on 2005 images 
 

  

Kochi Region Indonesia Region Kanyakumari Region 
 

FIGURE 7: PCA based K-means clustering performed on 2010 images 

 

 
     
 

 
FIGURE 8: The Classification Using SVM 

 
So it is possible to quantifiably depict the amount of increase of water body in 2010 when 
compared to 2005 as shown in Figure 9.  
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Kochi Region Indonesia Region Kanyakumari Region 
 

FIGURE 9: Change depicted over the Five Years 
 

 
TABLE 1: Coverage areas of water body and non-water body of different landscapes in percentage 

 

The percentage of changes in water bodies and land masses can be interpreted from the results 
shown in Figure 9. The count has been materialised by taking pixel values of the classified image 
into account as the input, and then pixels of the water region are counted first which leads to the 
count of the land mass. The change in coverage area of water body has recorded a significant 
increase over five years in the study region, as shown in Table 1. The increase in the coverage 
areas of water bodies due to global warming has been substantially proven through these results.  

 

4. CONCLUSION 
The images are classified using the unsupervised algorithms which do not need pre determined 
cluster definitions, namely the PCA based K-Means Clustering. In order to support these findings 
the supervised mechanisms, LVQ and SVM are employed. Instead of applying the texture 
features separately, the combination of textures from the training data sets are subjected to the 
LVQ to yield better results. After achieving the required accuracy, the features are subjected to 
SVM. In SVM, the two classes are identified and differentiated, which helped in finding out the 
classes in the target image accurately. This work will intend to define a mechanism to aid long-
term planning by predicting preventable losses and to generalise this scheme for supporting crisis 
management due to global warming. 
 
 
 
 

Area 
2005 2005 2010 2010 

Changes 
detected in 

the period of 
5 years  

Water Non-water water Non-water 

Kochi 26.1200 73.88 29.2 70.8 3.08% 
Kanyakumari 46.4966 53.5034 44.2856 55.7144 0.16% 
Indonesia 46.6476 53.3524 46.6599 53.3401 0.01% 
Kolkata 27.4445 72.555 31.7780 68.2220 4.333% 
Vishakhapatnam 62.8494 37.1506 63.5956 36.4044 0.74% 
Sydney 56.3477 43.6523 60.0342 39.9658 3.68% 
Bhubaneswar 62.8494 37.1506 63.5956 36.4044 0.74% 
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Abstract 
 
This paper proposes an algorithm based on sub image-partitioning strategy. The proposed 
scheme divides a grayscale (or color) image into overlapped 6×6 blocks each of which is 
partitioned into four small 3x3 non-overlapped sub-images. A new spatial approach for 
efficiently computing 2-dimensional linear convolution or cross-correlation between suitable 
flipped and fixed filter coefficients (sub image for cross-correlation) and corresponding input 
sub image is presented. Computation of convolution is iterated vertically and horizontally for 
each of the four input sub-images. The convolution outputs of these four sub-images are 
processed to be converted from 6×6 arrays to 4×4 arrays so that the core of the original 
image is reproduced. The present algorithm proposes a simplified processing technique 
based on a particular arrangement of the input samples, spatial filtering and small sub-
images. This results in reducing the computational complexity as compared with other well-
known FFT-based techniques. This algorithm lends itself for partitioned small sub-images, 
local image spatial filtering and noise reduction. The effectiveness of the algorithm is 
demonstrated through some simulation examples. 
  
Keywords: Spatial Convolution, Algorithm, Partitioning, Flipping, Simulation. 
__________________________________________________________________________ 
 

1. INTRODUCTION 

Convolution is a very useful tool to determine the response of a given system. For example, in 
a wavelet bank filter, bands are computed using convolution [1]. In image processing, 
convolution operation is useful for detecting the edges [2]. So far, several methods have been 
developed to compute 2-D system responses such as the circulant or Toeplitz matrices [3], 
sliding window method as a spatial filtering [4], which requires moving the center of a mask 
through an image and does not require folding a mask as in case of tabular method. 
However, the computation of responses using the above methods is a redundant one, so it 
has a global response computation, which causes beside noise amplification, spatially 
undesirable noise distribution on output image also. Thus, they are only suitable for 
computation of global signals and not applied for specific area of interest (inside the image). 
In other hand, convolution algorithms in principle are complex due to the number of 
operations. Block spatial convolutions help in implementing local convolution or short 
convolutions without using FFT, which only estimate the direct convolution.  
 
In some literature [3]-[5] it is noticed that the authors consider the filter size as a measure of 
the number of operations per output pixel (sample), for example an impulse response of M×N 
coefficients requires an M×N multiplications per sample. In contrary to this the authors in [6] 
conclude that the number of operations involved in a direct convolution is less for small arrays 
size and may take the form of a trapezoidal function. We have adopted this conclusion as a 
basis in our present work and have tested another function, namely a falling ramp. The 
advantage of the proposed algorithm in this paper resides in that it can be used also for 
measuring the degree of similarity between sub-images, which is not found in the previously 
mentioned literature. The algorithm integrates the convolution and correlation in one 
processing system. Partitioning(segmentation) of image to sub-images are applicable in 
techniques for hiding information and water marking where the spatial domain technique is 
the most common one [7], [8]. Available literature reveals a lack of details of partitioning and 
sequence of blocks. For this reason, the present work gains an importance. Exploiting image 
processing locality in cache pre-fetching [9] is one of the benefits of partitioning.  
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The authors in [10] propose a scheme of partitioning based on an anticlockwise division of a 
rectangular block image of size (64x512) for the iris ring into eight sub-images of size (64x64). 
A vector consisting of an ordered sequence of sub-image features are then extracted from the 
local information contained in the eight sub-images. 
 
In [11] a partition fusion technique for multi-focus images is developed for improving the 
image quality. It compares conventional partition fusion technique for image sub- blocks 
taking even sizes only, which might result in asymmetry and a modified partition fusion 
method where sub-blocks are selected of the fused image based on their clarity measures. 
The clarity measure of an image sub block was determined by second order derivative of the 
sub image. 
 
Algorithms [10],[11] are based on gray image. A gray image can provide enough information 
to identify different individuals, but the common in nature that colors are different. 
Moreover, block sizes used are large and need large processing filters, which result in 
increased distortion at borders of images in addition to processing complexity [6]. 
 
It is not necessary to use length of filters radix-2 as in [5],[11], some time we need symmetric 
filter with odd length. Length of the filters directly affects computation time of analysis and re 
synthesis; shorter filters are favored in more cases. Linear phase response can be achieved 
by using symmetric filters. In algorithm [5] step number seven computes the inverse 2-D FFT, 
which needs to keep quarter the output array only, this means loss of time used to compute 
other three quarters. 
 
Our scheme is expected to be clear in comparing it with a conventional convolution such as 
the sliding-window or double-circulant matrix [3],[12],[13]. It suggests a new block convolution 
where blocks are convolved independently with local filters for more reliable and fast 
processing. In our algorithm we, in advance compute desired parts (small sub-images), what 
we need only and without redundant operations. The rest of the paper is organized as follows: 
In Section 2, we provide the problem statement of this work, section 3 proposed design our 
algorithm, which consist of two steps partitioning and short convolution. The partitioning 
approach is described in subsection 3.1, short convolution is presented in sub section 3.2, 
while mathematical processing section is performed in section 3.3, experiment and 
performance evaluation of our approach are presented also. Section 4 deals with the 
evaluation results of simulation while section 5 represents discussion and conclusion. 
Appendix includes two-Matlab functions. 
 

2. PROBLEM STATEMENTS 
To realize short convolutions we need overlapping between sub-images to prevent 
discontinuity and to make real time processing. Extracting features such as point and edge 
detection and exploiting corner point in image alignment (registration) etc, needs local 
partitioning the entire image to sub-images. In other hand, short convolution helps to 
implement spatial and direct convolution with less operations, this gives exact solution rather 
than the FFT estimated solutions. 
 
Now the problem is how to design the three distinct steps of the algorithm: step 1 is the 
partitioning of the input image to overlapped sub-images followed by a second partitioning of 
the previous one into smaller sub-images. Step 2 is the block convolution after a suitable 
flipping. The double partitioning is also useful for the extraction of local features or any other 
desired operations. Finally, the increase of pixels resulting after the convolution of the 
overlapped sub-images is compensated by converting the 6x6 sub-images at the output of the 
four processors into 4x4 sub-images. The algorithm is tested experimentally using the Matlab 
software package to evaluate its performance. 

 
3. PROPOSED DESIGN ALGORITHM 
This paper explores a new method for computing the 2-D convolution that is based on the 
algorithm represented by Figs. 1 and 2 using two main steps: partitioning (partitioning) and 
filtering as well as similarity measuring. Discrete input image is applied to the splitter input. 
Splitter shows itself as primary filter or discretizer. It determines the sub image size of a 
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specified periodic deterministic function. The four sampled output periodic blocks with specific 
size are applied to four convolution processors. 
 
3.1 Partitioning 
Assume that an X×Y grayscale (or color image layers) image (indices x and y as I(x, y)) (Fig. 
1a) has to be partitioned into overlapped sub-images. Each has the dimension 6x6 as shown 
in Fig. 1b, X1×Y1= 6×6 and is a function of the indices x1 and y1; S1(x1, y1). As mentioned 
before, overlapping here reduces latency and prevents discontinuity resulting from 
partitioning, thus giving high efficiency. Each sub-image has to be partitioned to four small 
non-overlapped sub-images with indices x2 and y2; S2(x2, y2) the size of each of these sub-
images must be equal to that of the spatial filter sizes; M×M=X2×Y2=3×3.  
 

The first partitioning with overlap and non-overlap band (delta= ∆ ) is implemented using 
relations below:  

 

                                            LY1LX1∆ −=−=                     (1) 
 
 

                                          
 )L)/-(X…1,2,=i                          ,1)-(i+x1= x ∆∆                     (2) 

 
 

                                           
)L)/-(Y…1,2,=j                        ,1)-(j+= y1y ∆∆                 (3)

 
 
Where the indices i and j stand for the horizontal and vertical overlapped blocks, respectively. 

For example, Fig. 1a shows a partitioning with L = 2, ∆  = 4. 
 
The second partitioning is repeated in the same manner as before in order to give non-
overlapped small sub-images (indices x2 and y2) with parameters: 
 
 

                                           
  ..X1/M…1,2,=i1       , M 1)-(i1+x2= x1                              (4) 

 
 

                                           
..Y1/M…1,2,=j1      , M 1)-(j1+x2= y1                              (5) 

 
 
Where the indices i1 and j1 stand for the horizontal and vertical non-overlapped blocks, 
respectively, and (X-L)/(X1-L) = m and (Y-L) / (Y1-L) = n; m×n are the maximum number of 
overlapped sub-images, but X1/M=m1, Y1/M = n1; m1×n1 are the maximum number of non-
overlapped sub-images. It should be to note that in Eqs. 4 and 5 the non-overlapping 

enlarges the band ∆  to number M. 
 
The partitioning and convolution processes can be performed in the one of the following 
manners: 
 
1. Each time, a 6×6 overlapping block is subdivided into 4 small non-overlapping blocks each 
of 3×3 elements and the resulting four sub-blocks are then subjected to the convolution with 
the corresponding processors as shown in Figs. 1b, c and 2. This method is presented in this 
paper. The Matlab code for this method is given in Fig. 3. 
 
2. The entire image of size X×Y is first divided into overlapped 6x6 blocks. Then the resulting 
image is subdivided into non-overlapped blocks of the size 3×3. Then each 4 blocks of the 
size 3×3 are subjected to convolution. The advantage of this method resides in its simplicity 
however it requires more memory space. 
 
In many cases, partitioning helps to make processing implemented independently "in parallel 
"[5], [11]. In this paper, as we will see later on, the two points that need to be highlighted are: 
first, the four-processor banks in Fig. 2 are operating in parallel, and second, number of 
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operations is minimized by the factor of two. Taking into consideration these points, and in 
case of still image (single still picture), a fast image processing is expected. The issue of real 
time processing and video signal processing ' movie' requires further measures to ensure 
acceleration. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
            
 
 
 
 
 
 
 
 
 
 
                       

FIGURE 1: Layout of the Partitioning grid for the input Image Filtering pass. 
 

(a) Formed input Image I(x, y) (b) First sub-Image with size X1×Y1 (Eq. 8) 
 

              (c) Impulse Responses of the System [hf] Partitioned to four M×M=3×3 Coefficients 

  
3.2 Short Convolution Method 
 
3.2.1 Description of Algorithm 
The short convolution algorithm (length 3) as in Fig. 2 is used in this paper to develop an 
efficient implementation method for 2-D block processing. In our case each block filter inside 
the processor  takes a set of input samples, (e.g. [x1]) and produces one pixel after 
convolution, (e.g. P11). The size of the input set should coincide with the filter coefficients. It 
should be noted that an input samples set must decrease by one column from its preceding 
one and the same is applied to the filter coefficients. Referring to Fig. 2, the set [x1] is a 3×3-
array, the set [x1c] is a 3×2-array (one column less than [x1]), and the set [x2c] is a 3×1-array 
(one column less than [x1c]. Similarly, the filter coefficients are denoted by [h3c], [h2c], and 
[h1c]. The convolution results in an array that is a function of the size; e.g., P11 [3×3], P12 
[3×2], and P13 [3×1] (rows remain constant while columns change from 3 to1). These 
samples are returned as the first output row. The second output row is then obtained after 
omitting the first row from the original set [x1], and the third row from the original filter 
coefficient set [hf]. The new sets [x1r] and [h3r] are subjected to the convolution by repeating 
the previous processing method. The second row will be P21 [2×3], P22 [2×2], and P23 [2×1]. 
Finally, the third row is obtained after omitting the second row from the preceding input 
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samples set and coefficients set. Detailed description of the signal designation is illustrated in 
Table1 and Matlab function [y1] = newconv2DO(x1, hf). From the analysis of the processing, 
we observe that a change between output rows is obtained by decreasing the applied signal 
indices downwards and the system coefficients upwards. However, to get samples of the 
output row, the input signal decreases by a column from left to right and the system 
coefficients from right to left. In addition, it is seen that the number of operations per output 
pixel is varying with the output row. At the end of the process, the overall processor outputs 
are four sets each of 3x3 samples. Intermediate level samples, are concatenated to form 
convolved intermediate block of 6x6 samples. Finally the result is processed using Eq. 10 to 
obtain a 4x4 matrix sub-images (see Appendix for the Matlab function [yo] =calloutO (y1, y2, 
y3, y4)). 

 
Signal Description 
[I]      Input Image (size(X×Y), overlapped gray level sub-images 

(Sx1y1 size X1×Y1=6×6 Figs. 1 and 2) 
[x4], [x3], [x2], [x1] = Sx2y2                            Four 3×3 arrays resulted from X1xY1 sub image (see Eq. 6). 

[hf] Flipped filter impulse response 

[x2c], [x1c], … Matrices after omitting the second column, first column, …, 
respectively, from the preceding matrix, e.g. [x1]. 

[x2r], [x1r], … Matrices after omitting the second row, first row, …, 
respectively, from the preceding matrix, e.g. [x1] 

[h3c], [h2c], [h1c] Matrices after omitting the third column, second column, or first 
column, respectively, from hf. 

 
TABLE 1: Signals and Description 

 
3.2.2 Mathematical Processing  
The processor is ideally suited for real-time image processing applications, such as edge 
enhancement and edge detection.  
 
For the convolution-transform for each pixel shown in Fig. 2, the coefficients Pr, c is obtained 
by computing the two-dimensional dot product of [hf] and each 3×3 sub image. 
Convolution results as obtained from the first processor (y1) are as follows:
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In Eq. 6 the size of the filter ( )MM ×  and the input signal must change from a maximum M 

(maximum degree of overlapping) to a minimum one (minimum degree of overlapping). In Fig. 
2 the convolution blocks indicate that the size of arrays used for convolution decreases 
gradually from 3×3 to 1×1. This reflects that the number of operations is variable and follows 
a falling ramp function with the lag index, instead of a trapezoidal form as in [11]; i.e. 
processors work in one mode (decreasing) instead of three modes (increasing-constant-
decreasing). Eq. 7 shows that, in our case the output convolution samples are equal to the 
input samples (Fig. 2); this is not the case in [5] where only a quarter of the output samples, 
estimated by inverse FFT, are used. 
The remaining input sub-images are applied to the corresponding processors after 
appropriate flipping as given by Eq. 8 and require exactly the same operation steps as the 
first one. Flipping is applied differently in order to keep the algorithm applicable equally for all 
processors. Therefore, all processors perform same operation.  
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Here matrix J is the exchange matrix. 
 
 
   

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE2:  Algorithm for small Convolution 
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Similar operations as dictated by Eq. 8 are also performed with filter coefficients (Fig 1b).  
An intermediate stage is introduced according to Eq. 9. The external function yIT successively 
converts the results of the four processors (6x6 pixels) to the final processing level, which is 
saved as output of 4x4 blocks (Eq. 10). 
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From yIT we get first final sub image results as y1f  size 4×4. 
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Where C1, C2, C3 and C4 are the local corner convolved points of the four sub-images. Eq. 
10 points out that the increase in the number of pixels due to overlapping (Fig. 1) is 
compensated here horizontally then vertically or parallel after convolution takes place using 
function[yo]=calloutO(y1,y2,y3,y4) (see Appendix). This is similar to the methods, which apply 
operations after convolution methods such as overlap-add, or overlap-save methods [12]. It 
should be noted that corner points have an important particularity that they do not add to 
neighboring pixels of sub-images and maintain properties of their own convolved sub-images. 
For sub image of size X2×Y2, to be convolved with a filter whose impulse response has a 
support M×M=X2×Y2=3×3 (Figs. 1b and c), the number of multiplications as indicated in 
processor1 of Fig. 2 is 36. If we apply the doubly circulant matrix 2-D filtering technique given 
by Eq. 11 [7] in Fig. 1, the number of multiplications would be constant and equal to nine per 
output sample. For an output matrix of 5×5 it reach 225 operations and for our case the 
output matrix 3x3 requires 81 operations, so the gain in simplicity more than 2. 
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In Eq. 11 H0 to H4 are basic matrices of dimension 3×3, and.x0, x1, x2 are input column 
vectors of length 3 stacked to give column–ordered vector length 9. Output vectors y0 to y4 
are columns of length 5 and represent 2-D array size 5×5. 
 
Noise labeled with convolution can be reduced by well-known linear or nonlinear techniques. 
Nonlinear methods often provide good noise cleaning technique in which each pixel is 
compared to the average of its eight neighbors. According to Eq. 12. 
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Each core pixel C is compared to the average of its eight neighbors Si. If the level of the 
difference is greater than some threshold level T, the pixel is judged to be noisy, and it is 
replaced by its neighborhood average. 
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Pseudo code below (Fig. 3) shows how we exploit previous partitioning for implementation 
block -convolution. 
 
 

Clc; clear; 
[I]=imread ('original image'); 
Ip=I(control size of input image); 
A=double(Ip); 
[X,Y]=size(A); 
H=6;V=6;%size of sub-block1  
p=2;%overlap elements 
m=floor((X-p)/(H-p));%number of sub-blocks in horizontal 
n=floor((Y-p)/(V-p));%number of sub-blocks in vertical 
yot = cell(m, n); 
for(i=1:m) % Global search(for all) 
  for(j=1:n) 
     for(h=1:H) % making sub-image 6x6 (Local sub-block1-overlapped) 
         for(v=1:V) 
            x=h+(i-1)*H-p*(i-1); 
            y=v+(j-1)*V-p*(j-1); 
            z{i,j}(h,v)=A(x,y);  
            ss=z{i,j};%cell to array 
          end 
     end 
    hf=[1 1 1;1 1 1;1 1 1];%any system 
    x1=ss(1:3,1:3);A1 = newconv2DO(x1,hf);dad{1,1}=A1; 
    x2= ss(1:3,4:6);A2=newconv2DO(fliplr(x2),fliplr(hf));dad{1,2}=A2; 
    x3= ss(4:6,1:3);A3=newconv2DO(flipud(x3),flipud(hf));dad{2,1}=A3; 
    x4=ss(4:6,4:6);A4=newconv2DO(flipud(fliplr(x4)),flipud(fliplr(hf)));dad{2,2}=A4; 
    yo = calloutO(dad{1,1},dad{1,2},dad{2,1},dad{2,2});yot{i,j}=yo; 
   end 
end 
y=conv2(Ip,h);%Matlab conv 
L=cell2mat(yot);F=max(min(L));N=L/F;F2=max(min(y)); 
subplot(1,2,1), imshow(N);subplot(1,2,2), imshow(y/F2); 
 

 
FIGURE3: Partitioning and Convolution Matlab code 

 

4. EXPEREMENTAL RESULTS and PERFORMANCE EVALUATION 
Grayscale image (possibly color image layers) of size 1206×1206 is used in the experiments 
of this paper (see Fig. 3). An original image as shown in Fig. 4a is subjected after partitioning 
to filtering with folded impulse response hf=[1, 2, 1; 0, 0, 0;-1, -2, -1] and without partitioning 
(Matlab convolution using either double circulant matrix or sliding window) with impulse 
response hm=[-1, -2, -1; 0, 0, 0; 1, 2, 1]. For enhancing output image point, gray level 
modification is undertaken i.e. dividing output image by F=max (min (output image matrix)).  
The results of extracting horizontal Sobel high pass edge components of original image are 
shown in Figs. 4b and 4c. 
 
Fig.4c (right) results due to the conventional convolution, whereas Fig.4b results due to the 
proposed  block convolution.  Comparing the two results, it is observed, that the image in Fig. 
4b shows  better local features than that in Fig4.c where local edge detail (inner borders) has 

been lost, and a distortion as global features (outer borders) of yx ∆×∆ = hf -1×hf -1 has 

been introduced.  
 
Our aim here is to evaluate the results of both two-convolution methods shown before by 
using two objective evaluation criteria: spatial quality correlation coefficient [4,14]; the peak 
signal-to-noise ratio (PSNR) and the corresponding Mean Square Error (MSE), computed 
using Matlab functions below: 
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                      FIGURE4: Image with a Sobel Horizontal edge detector

b-Output image due to proposed method

                       

 

    c-Output image due to classical methods

a - Orignal input image

 
 
               c =corr2 (y1_n, y) and [psnr, mse] = psnr_mse_maxerr (y1_n , y)                  (13) 
 
Here y and y1_n are variables that represent images before addition of Gaussian noise (Fig4-
c) and after it, respectively. Same process is repeated for the results of the proposed 
algorithm (Fig4-b). For illustration, the results of evaluation are shown together in Table-2 and 
Fig. 5 . 
 
Higher PSNR of image means better quality of the measured image and vice versa to MSE. 
The PSNR results by the proposed method are higher than that by classical methods. The 
difference is around 7dB, this is why images resulted from proposed method are visually 
distinguishable better. Regarding this evaluation, we can say that there is a matching 
between objective and subjective evaluations. 
 
Spatial quality of the proposed method is higher than that of the conventional convolution 
techniques mentioned above this page. Under the effect of white Gaussian, SNR from 0 db to 
30 db, the performance of the proposed algorithm does not change and it preserves the same 
properties attained from noise free source. Moreover, the proposed technique could also 
generate high quality images when the noisy images de-noised with thresholding (see Eq, 
12).The proposed algorithm guarantees that the quality of the resulting convolved image is 
always satisfactory for noise free source, noisy and de-noised convolved images. 
The presented partitioning algorithm can be useful in many applications such as image 
classification, fusion [14] and identifications [9] and others. 
 

N 0 30 
psnr- conventional  method 19.61 19.63 
psnr-proposed method [db] 26.16 26.3 

   mse- conventional method 712.1 708.5 
   mse-proposed method 157.2 152.4 

 
TABLE2:  Evaluation results (min and max) from PSNR and MSE 

 

b c 
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FIGURE 5 : Correlation coefficient for conventional and proposed methods 

                
5. DISCUSSION and CONCLUSION 
In this paper, an algorithm has been designed for decreasing complexity and minimizing 
number of operations enough to reconstruct the input image. We have presented and 
implemented a 2-D algorithm for the sub-image (block) digital filtering or cross correlation 
measuring based on double partitioning of large 2-D image into smaller sub-images. 
Moreover, the decomposition of computation into parallel processing as depicted in 
processor1 has reduced the complexity. The spatial filtering has been used to implement 
filtering stage. Since the convolution and correlation are two related operations, so this 
algorithm is common for them except that in correlation a mask needs not to be rotated by 
180 degree prior correlations with the input image. 
 
Comparison of this algorithm with Matlab convolution function or cross-correlations functions 
gives zero error in gray-level values with small different in sizes. This algorithm is designed so 
that the side effects of convolution at the boundaries of image are reduced. This is 
accomplished by neglecting a surrounding frame of size 2x2, which is equal to the filter size 
minus one (M-1). A positive effect of this is translated by a reduction in complexity, which 
raises the advantages of this algorithm and gives an example of zooming-in of an entire 
image as shown in Fig. 4b of Appendix . This can be interpreted by the fact that a local scale 
reduction of each small sub-images results in a change of distance from the sensor. 
The proposed algorithm can be used in various applications as follows: 
 

- Hiding information and specially with hiding technology based on block-partitioning 
strategy.  
We can embed hiding process before or after convolution stage. Possibly, with some 
arrangement both convolution, hiding processes and geometric transformation may 
be implemented in parallel. It is possible to approximate complex geometric 
transformation by partitioning an image. 

- Image registration: corner points are specific points determined by all pixels of input 
sub image and have maximum number of operations, so they can be used as control 
points.  
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These above mentioned applications constitute the objects for future research work. 
 

6. APPENDIX  
 Matlab-Functions: new convolution (newconv2DO) and call out results of convolution           
(callout O). 
 
Function [y1] =newconv2DO(x1, hf) 
p11=sum (sum (x1.*hf)); %1st o/p convolved sample of 1st row 
xr=x1(1:3, 2:3); %omit 1st column [x1c] from [x1] (see Fig.2) 
hr=hf (1:3, 1:2); %omit 3ed column [h3c] from [hf] 
p12=sum (sum (xr.*hr)); %2ed o/p convolved sample 
xrr=xr (1:3, 2); %again omit column2 from previous matrix [xr] 
hrr=hr (1:3, 1); %again omit column2 from previous matrix [hr] 
p13=sum (sum (xrr.*hrr)); %3ed o/p convolved samples 
X1= [p11 p12 p13]; %call results row1 
xr2=x1(2:3, 1:3); %omit1st row [x1r] from original [x1] 
hr2=hf (1:2, 1:3); %omit 3ed row [h3r] from original [hf] 
p21=sum (sum (xr2.*hr2)); %1st o/p convolved sample of 2nd row 
xr3=xr2 (1:2, 2:3); %omit 1st column [x1c] from previous matrix [xr2] 
hr3=hr2 (1:2, 1:2); %omit 3ed column [h3c] from previous matrix [hr2] 
p22=sum (sum (xr3.*hr3)); 
xr4=xr3 (1:2, 2); 
hr4=hr3 (1:2, 1); 
p23=sum (sum (xr4.*hr4)); 
X2= [p21 p22 p23]; %call results row2 
xr5=xr2 (2, 1:3); %omit 2nd row [x2r] from previous matrix [xr2] 
hr5=hr2 (1, 1:3); %omit 2nd row [h2r] from previous matrix [hr2] 
p31=sum (sum (xr5.*hr5)); 
xr6=xr5 (1, 2:3); hr6=hr5 (1, 1:2); 
p32=sum (sum (xr6.*hr6)); 
xr7=xr6 (1, 2); hr7=hr6 (1, 1); 
p33=sum (sum (xr7.*hr7)); 
X3= [p31 p32 p33]; %call results row3 
y1=[X1; X2; X3]; %O/P of 1st processor 
End 
 

 
 
Function [yo] =calloutO (y1, y2, y3, y4) 
Yf=zeros (6, 6); 
Yf (1:3, 1:3) =y1; 
Yf (1:3, 4:6) =y2; 
yf (4:6, 1:3) =y3; 
yf (4:6, 4:6) =y4; 
yf(1:6,2)=yf(1:6,2)+yf(1:6,6);%hor 
Yf (1:6, 3) =yf (1:6, 3) +yf (1:6, 5); 
yf(2,1:4)=yf(2,1:4)+yf(6,1:4);%ver. 
Yf (3, 1:4) =yf (3, 1:4) +yf (5, 1:4); 
Yo=yf (1:4, 1:4); 
End 
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Abstract 

 
The aim of this work is edge detection by a deformable contour procedure, using 
an external force field derived from an anisotropic flow, with different external and 
initial conditions. By evaluating the divergence of the force field, we have 
generated a divergence map associated with it in order to analyze the field 
convergence. As we know, divergence measures the intensity of convergence or 
divergence of a vector field at a given point, so by means level curves of the 
divergence contour map, we have automatically selected an initial contour for the 
deformation process. The initial curve must include areas from which the vector 
field diverges pushing it towards edges. Furthermore the divergence map brings 
out the presence of curves pointing to the most significant geometric parts of  
boundaries corresponding to high curvature values, in this way it will result better 
defined  geometrical shape of the extracted object. 
 

Keywords: Edge Extraction, Active Contours, Anisotropic Flow, GGVF 

 
 

     1. INTRODUCTION  
Image segmentation and boundary extraction are diffusely handled topics of 
research in image processing. These problems have been dealt with in various 
forms [1], [2] [3], [4],[5],[6],[7] nevertheless the initial conditions and the ability to 
change the topology of the evolving curve are the main limitations for most of 
these methods. Edge detection may be realized by a deformable contour process 
with active contours or surfaces embedded within an image domain that move 
under the influence of internal and external forces [1],[6]. Internal forces, which 
are defined within the curve or surface itself, are designed to smooth the model 
during deformation. External forces, which are computed from image data, are 
used to move the model toward researched features in the image [8],[9],[10]. In 
this paper the external force field is derived from an anisotropic flow, in a more 
general framework respect to the GGVF [10],[11], in order to come to an overall 
view of the field flow, analyzed through its divergence values. A careful overview 
of divergence map, showing the divergence of the external force field, gives us the 
opportunity to circumscribe areas within which we can place an initial contour that 
may be subsequently deformed. 
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2. PRELIMINARIES  
In  the traditional parametric models an active contour or snake, expressed 
explicitly by parametric equations [ ]1,0,))(),(()( ∈= ssysxsx

r
, is defined within a 

given image I(x,y) and subjected to modifications under the action of forces, until 
the evolving curve fits well into the final contour [1],[7]. The final shape of the 
contour to be extracted will be such as to minimize an energy functional 
associated with it, so given: 
 

                   ( ) ( ) ( )∫ += dssxEsxEsxE ExtInt )()()(
rrr

     (1) 

                                                            
the first term is the internal energy that expresses a priori knowledge of the model 
in relation to the degree of flexibility of an active contour:  
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the term α(s) controls the contour tension, while β(s) regularises its rigidity. The 
second term ( ))(sxEExt

r
 represents the external energy related to a potential 

energy function ( ))(sxP
r

 deriving from the image I(x,y), whose local minima 

correspond to edges of the features to be extracted. By using a variational 
approach [12], the contour that minimizes the total energy must satisfy the Euler-
Lagrange equation:  
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where ∇  is the gradient operator. Through energy minimization we derive a 

resolution of a static problem. We could construct a deformable model able to 
create a  geometrical shape that evolves over time, by introducing a time-variable 

parametric equation )),(),,((),( tsytsxtsx =
r

. To this end, indicating with µ(s) and γ(s) 

the density of mass and the damping coefficient respectively, instead of equation 
(3) we obtain:                          
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The equilibrium is reached when internal and external forces are equal, this 
implies achieving a steady state in which time derivatives will become null. 
When the solution ),( tsx

r
 of  equation (4) stabilizes, we carry out the result of  

equation (3). Neglecting the inertial term and thus the second order derivatives, 
considering dumping, elasticity and rigidity as constant functions, the numerical 
solution of equation (4), can be reduced to that one of the dynamic equation: 
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where ( )sx0

r
 is an initial contour. In order to reduce the sensitivity of this model to 

the initial conditions, edge extraction may be realized using a different class of 
external forces, the GGVF force field or Generalized Gradient Vector Flow 
[10],[11],[13],[14] obtained by solving a diffusion problem. In the GGVF contour 
generation, the external force field  will be referred  as: 

( )xvF
GGVF

Ext

rrr
=    (6) 

 

Using the calculus of variations [12], the GGVF force field ),( yxv
r

 can be found by 

solving the following diffusion equation: 
 

( ) ( ) ( )fvfhvfgvt ∇−⋅∇−∇⋅∇=
rrr 2    (7) 

 

where 2∇  is the Laplacian operator, ),( yxf∇  is the gradient of the edge map 

f(x,y), derived from the gradient of brightness function I(x,y), that can be computed 

as ( )yxIyxf ,(),( ∇=  or using any other edge detector. The edge map gradient 

are vectors directed towards boundaries to detect with norms significantly different 
from zero in proximity of them. In equation (7) ( )fg ∇  and ( )fh ∇  are space 

varying weighting functions, being dependent on absolute gradient of edge map, 
generally not uniform. The function ( )fg ∇  will be monotonically non-increasing, 

since the vector field ),( yxv
r

 will be weakly variable far from edges to be extracted 

where image intensities are uniform. On the other hand, ( )fh ∇   should be 

monotonically non-decreasing, therefore, when f∇   is large, the vector field  

),( yxv
r

 should have a trend nearly equal to f∇ . 

The main shortcomings to be overcome in the generation of deformable contours 
are: 1) the initialization problem, i.e. the excessive sensitivity to shape and initial 
position of an initial curve 2) the  weak convergence of models towards edges, 
especially in regions with highly variable concavities 3) the capture range, i.e. the 
size of area inside which an active contour can be initialized to be able achieving 
the desired boundary. We would like to explore a method that tries to overcome 
one of the main drawbacks for most of the approaches that were introduced until 
now: the initialization problem. The convergence of arbitrary initial contours for the 
GGVF leads only partially to the expected results, giving seemingly 
incomprehensible outcomes, as we can see in Fig.1a, Fig1b and Fig.2a, Fig2b for 
two test images. This paper is concerned with the problem of identifying 
automatically [15],[16],[17] an initial contour using the divergence of a force field 
derived from an anisotropic vector flow. 
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                  FIGURE 1a: Initialization problem                 FIGURE 1b:  

Initialization problem 

 

               
 

                 FIGURE 2a: Initialization problem                 FIGURE 2b: Initialization problem 

                    

3. THE DIVERGENCE MAP OF AN ANISOTROPIC       VECTOR 
FIELD 
In this section we suggest a more general analysis of the diffusion process for an 
external force field. To this aim, we could see the solution of the GGVF equation 
(7) as the steady state of the following generalized parabolic equation: 
 

( )( ) ( )
( ) ( )

)8(
,0,, 0




=

+∇⋅∇=

yxvyxv

vFvfgdivv
t

rr

rrrr

 

 

where div is the divergence operator of the diffusion component and ( )vF
rr

 is a 

term generating an external force for the diffusion process of ( )yxv ,
r

, g(.) is the 

conduction coefficient that must be null or tend to zero at boundaries. So, in 
adiabatic condition hypothesis the vector flow is realized inside or outside the 
region. If the scalar-valued diffusivity function g(.) is monotonically non-increasing 
the  diffusion has been stopping across the edges to be extracted. We obtain the 
GGVF field [11] if         ( ) 0=∇⋅∇∇ vfg

r        ( ) ( ) ( )fvfhvF ∇−⋅∇−=
rrr

          

( ) k

f

efg

∇
−

=∇   ( ) ( )fgfh ∇−=∇ 1  
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with initial conditions fv ∇=0

r
and k as a constant positive value. If we consider an 

anisotropic flow for the vector field ( )yxv ,
r

 expressed as follows: 

 

( )( )
( )

)9(
0,,




∇=

∇⋅∇=

fyxv

vfgdivvt
r

rr

 

 

where ( ) 0=vF
rr

, we carry out results rather similar to those of the GGVF field, 

given that the term ( ) ( ) ( )fvfhvF ∇−⋅∇−=
rrr

 tends to zero whether near edges, for the 

chosen initial conditions, or far from them, since the function ( )fh ∇  is getting 

irrelevant, consequently the overall contribution of ( )vF
rr

 is not significant. But now 

considering the problem through the parabolic equation (9), we could interpret the 
process as a field flow from boundaries toward inside or outside without crossing 
edges and pointing to them because initially equal to the edge map gradient 
(Fig.3b). We could note from Fig.3a that the vector field can capture object 
boundaries from either sides. As we know, divergence is a measure of a field 
convergence or divergence at a given point by means signed scalar values. So if 
we compute the divergence of  ),( yxv

r
, we would obtain negative values 

corresponding to object boundaries towards which the vector field converges, 
sinks of the flow, whereas positive values would define regions from which the 
field flow springs out, the flow sources.  
 

           

 
 

          FIGURE 3a: The vector field ),( yxv
r

                      FIGURE 3b: The vector field 

),( yxv
r
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As a consequence, the analysis of divergence of the external force field ),( yxv
r

 

may be very useful to feature detection, since it allows to demarcate regions from 
which the flow has been originated. Furthermore in correspondence of long and 
narrow boundary indentations, the field convergence towards opposite very near 
sides gives rise to zones of high positive divergence (Fig.3a,3b), hence 
divergence values may well highlight them. An efficient numerical scheme to 
resolve the anisotropic diffusion equation (9) may be that one proposed by 
Perona-Malik [18] and realized recurring to the 4-neighbors discretization of the 
Laplacian operator: 
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with λ=
4

1 , and values of the edge-stopping function g(.) evaluated through a 

gradient approximation of f∇  along horizontal and vertical directions, such as: 
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The anisotropic vector field so obtained, from now on AVF, is partially shown in 
Fig.4a and Fig.4b for different  numbers of time iterations, it results very similar to 
that one evaluated with the GGVF approach already seen. At first we could note 
that the size and the shape of capture range vary with the number of iterations 
performed in equation (9). 
 

 



Giuliani Donatella 

 
 

International Journal of Image Processing (IJIP) Volume (6), Issue: (4) : 2012             261 

 

 

         FIGURE 4a: AVF field  from equation (9)          FIGURE 4b: AVF field  from equation 
(9)                                   

                       after  20 iterations                                            after 140 iterations                                 

 

If now we consider equation (8) with an external force ( )vF
rr

 significantly different 

from zero, the convergence of ),( yxv
r

 to the steady state will result faster than the 

GGVF solution. By using the diffusion equation: 
 

( )( ) ( )
( )




∇=

+∇⋅∇=

fyxv

vFvfgdivvt

0,,

)11(
r

rrrr

 

 
with, for example, an the external force ( ) ( ) ( )fvfgvF ∇−⋅∇=

rrr
 we will be able to 

speed up the convergence process, because ( )vF
rr

 is approximately null near 

edges but increases as moving away from them. This implies an extension of 
capture range for an equal number of time iterations. In Fig.5a and Fig.5b we 
could compare the AVF field derived from equation (11) with GGVF field obtained 
through equation (7). With the same number of iterations it has been realized an 
increase of capture range, the region inside of which must be placed any initial 
contour. Consequently the evaluation of the AVF vector field will be less time 
consuming respect to the GGVF because we could choose a reduced number of 
iterations to achieve similar results. In Fig.5c and Fig.5d we have compared the 
results obtained by AVF field with those of GGVF using the same number of 
iterations (in the case in point 80) and the same initial polygonal.  Recurring to 120 
iterations to research the solution of equation (7), the GGVF field has been able to 
detect edges completely. 
             

      
  

       FIGURE 5a: AVF field  from equation (11)          FIGURE 5b: GGVF field  from 
equation (7) 

                        after 80 iterations                                             after 80 iterations         
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FIGURE 5c: AVF field  from equation (11)         FIGURE 5d: GGVF field  from equation (7) 

                                    with the same initial contour after 80 iterations    
 

 
As an alternative approach we could evaluate the vector field ),( yxv

r
 using 

diffusion equation (11) but recurring to  different external forces and initial 
conditions, so we have: 
 

( )( ) ( )
( )




=

+∇⋅∇=

00,,

)12(

yxv

vFvfgdivvt
r

rrrr

 

 

where now ( )vF
rr

 is an external attractive force directed towards edges, for 

example of the type ( ) ( ) ( )fvfhvF ∇−⋅∇=
rrr

 that stops acting when the vector field, 

initially null everywhere, tends to the edge map gradient. Again, by a comparison 
between the AVF field generated with equation (12) and the GGVF field after the 
same number of iterations, we could verify an acceleration of the convergence 
process (Fig.6a,6b). Therefore the area, within which the field is able to act on a 
deformable initial contour pushing it towards edges, is larger with the AVF field of 
equation (12) than GGVF. As a consequence, we need a smaller number of 
iterations to obtain a vector field as effective as the GGVF.   
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 FIGURE 6a: AVF field  from equation (12)          FIGURE 6b: GGVF field  from equation (7)                           

                     after 140 iterations                                             after 140 iterations         

 
After these considerations, we may suggest a method to generate automatically 
an initial curve, that could be able to adequately reconstruct the final contour. 
Indeed the effects due to initialization problem and capture range extension are 
reduced using the divergence map of the normalized force field, defined as:  
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In the following figures it has been shown divergence maps corresponding to 
vector fields resulted as numerical solutions of equation (9) at different times t, i.e. 
for different numbers of iterations, referred to the first test image ( Fig.7a,7b,7c,7d) 
and to the second one (Fig.8a,8b,8c,8d) respectively:  
 

 
             

   FIGURE 7a: Divergence Map of AVF             FIGURE 7b: Divergence Map of AVF  

                from equation (9) after 0 iterations               from equation (9) after 30 iterations                                   
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              FIGURE 7c: Divergence Map of AVF             FIGURE 7d: Divergence Map of 
AVF  

                 from equation (9) after 100 iterations           from equation (9) after 240 iterations  

      
                

    FIGURE 8a: Divergence Map of AVF       FIGURE 8b: Divergence Map of AVF  

                    from equation (9) after 0 iterations         from equation (9) after 20 iterations                      

      
               

   FIGURE 8c: Divergence Map of AVF        FIGURE 8b: Divergence Map of AVF  

                 from equation (9) after 80 iterations        from equation (9) after 200 iterations     

By an accurate analysis of the shown figures, we may point out that each 
divergence map is characterized by a gray background with divergence values 
near zero, dark curves with negative divergence corresponding to edges, towards 
which the vector field converges, and a system of light curves with positive values, 
defining regions from which the vector field comes out. These regions are varying 
with the  number of iterations after which the flow process has been interrupted. 
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The zones between opposite values of divergence define the capture range size. 
Moreover, by increasing  the iteration number, the sides of areas that delimit parts 
of image inside which the field is null, collapse each other, especially in 
conjunction with deep and narrow concavities (see Fig.8b and Fig.8c). Thereby 
these curves, corresponding to positive divergence values, remain as traces of 
those edge sections with high curvatures and concur in forming the skeleton of the 
figure, as we can see in Fig.7d after 240 iterations for the solution of equation (9) 
or in Fig.9 only after 120 iterations for the solution of equation (11). In Fig.9 and 
Fig.10 we may compare divergence maps for AVF field evaluated by equation 
(11) and GGVF field respectively. 
 

       
       

  FIGURE 9: Divergence Maps of AVF field             FIGURE 10: Divergence Maps of GGVF 

from equation (11) for different iteration numbers              for different iteration numbers 

                                   

As a consequence shape and position of any initial contour also depends on the 
number of iterations performed in the numerical resolution. We have to take into 
account boundaries of areas with positive divergence, because within them the 
vector field is null, so the sections of an evolving curve remain entrapped in their 
interiors, as we can see in Fig.11a, where an arbitrary initial contour is 
superimposed to the divergence map of our image.  
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FIGURE 11a: Divergence Map of GGVF field with an arbitrary initial contour after 80 
iterations 

If we now review the results shown in Fig.5c and Fig.5d realized using AVF field 
and GGVF field respectively, after 80 iterations and we superimpose the initial 
polygonal with the corresponding divergence maps, we are able to understand the 
anomalous shape of the extracted edges of Fig.5d, apparently incomprehensible. 
Some portions of the initial contour fall within the areas where the GGVF field is 
null, thereby those traits remain trapped inside them (see Fig.11c). Instead after 
120 iterations, the capture range of the GGVF field is become more extended, so 
the evolving curve converges to right results 

 
   

 
      
FIGURE 11b: Divergence Map of AVF field      FIGURE 11c: Divergence Map of GGVF 
field     

        from equation (11)  after 80 iterations                from equation (7) after 80 iterations  
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FIGURE 11d: Divergence Map and active contour with GGVF field after 120  iterations 

We would remember that divergence will be zero either when the field is null or 
when the inward and the outward flux are equal. In the divergence map relative to 
the  second test image, composed by two disjoint boundaries, we may well see 
two closed curves corresponding to positive divergence values. Within the first 
curve the field is zero, instead inside the second, divergence values are near zero 
because the flux is null, whereas the vector field is rather uniform and changes its 
direction converging to the inner circle, as we can see in Fig.12a. Then the traits 
of an initial contour that fall inside this region are pushed towards the inner circle 
rather than the outer edge (Fig.12b,112c). 
 

 

 
 

                                     FIGURE 12a: AVF field after  80 iterations 
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   FIGURE 12b: Divergence Map of AVF field    FIGURE 12c: Divergence Map of AVF field  

                     with an arbitrary initial contour                     with an arbitrary initial contour 

 

Thereby it results much easier to understand the anomalous behaviour in the 
convergence of each polygonal sections of Fig.11a, Fig.11b, Fig.11c or Fig.12b, 
Fig.12c using maps of divergence associated with the GGVF or AVF field. The 
traits of an initial contour are pushed along the field lines that, according to the 
Divergence Theorem, start at sources, i.e. areas of positive divergence, and end 
at sinks with negative divergence. In addition we would like to make some 
observations about the capture range extension. Looking closely at the 
divergence map, we could note that the area enclosed between the external or 
internal curve with positive divergence, and the curve of negative divergence, 
corresponding to the object edge, delimits the capture range. As we may well see 
in Fig.7a, 7b, 7c, 7d and in Fig.8a, 8b, 8c, 8d,  shape and size of this area are 
varying with the number of iterations chosen. So we may conclude that 
divergence map, at any given time, is strictly related to the initialization problem 
and the capture range, because it allow us to clearly distinguish between sources 
and sinks for our image, enabling us to properly place an initial curve, as shown in 
Fig.13. Accordingly we suggest to generate a contour map of the field divergence 
in order to visualize it through level sets, i.e. the set of points in the image domain 
where divergence is constant.  In this way we could automatically extract an 
appropriate initial contour using level curves corresponding to high divergence 
values.  
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FIGURE13: Divergence Map with initial contours converging towards edges to detect 

 

Given an image I(x,y), it has been carried out ),( yxv
r

 resolving numerically 

equation (11). After evaluating its divergence map CRDID →⊂ 2
:  in the gray 

colour space C = [0;255], it has been generated a contour map concerning to it 
(Fig.14, Fig.15) and subsequently it has been selected as initial contour the level 
curve of intensity 153 for the two test images. In this way the chosen curve 
certainly encloses source areas from which the field diverges, pushing the active 
contour towards object edges. As we can see from Fig.16 to Fig.19, edges have 
been extracted correctly, establishing a quite good effectiveness of the proposed 
approach. 
 

 
      

FIGURE 14: Level curves of Divergence Map  FIGURE15: Level curves of Divergence Map 

 
   FIGURE.16: Initial contour automatically selected   FIGURE.17: Initial contour 
automatically selected 
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 FIGURE. 18: Initial contour automatically selected   FIGURE.19: Initial contour 
automatically selected 

                  

We have used real images for the validation of the proposed framework and 
promising experimental results were obtained with Gray Matter images derived 
from a data set of patients affected by Alzheimer disease (Fig.20) and subjects of 
a control group. This model doesn’t require the user to input manually an initial 
curve close to the edges, that may be fastidious to do for an application dealing 
with a large number of images. 
 

                              
 

FIGURE 20: Initial contour automatically selected for a GM image after 10 Iterations 

 

4. CONCLUSIONS 
In this work, we have analyzed edge extraction by a deformable contour 
procedure, using an external force field derived from an anisotropic vector flow, 
with different diffusion equations and initial conditions. We have suggested a new 
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approach to overcome some limitations of traditional parametric snakes, specially 
regarding to the initialization problem. The external force field, resolution of an 
anisotropic  diffusion problem, should be considered in relation to its divergence 
map, because the source areas, from which the vector field diverges pushing the 
deformable initial contour towards the edges to detect, are well defined and 
recognizable in it. We have observed that only if source areas are completely 
included inside the initial contour, the edge detection will turn out well. Moreover 
we have proposed as automatic initialization procedure the use of level curves of 
divergence contour map, in such a way it doesn’t be required a specification of an 
initial curve by the user. 

 
ACKNOWLEDGMENT 
I sincerely would like to thank Prof. Naldi Giovanni (Department of Mathematics 
“Federigo Enriques”, University of Milan – Italy) for the helpful contribution given 
for this study. 

 
REFERENCES 
[1]   M. Kass, A. Witkin, D. Terzopoulos, “ Snakes: active contour models” , Int. 

Jour. Comp. Vision, Vol. I, N.4, 1988, pp 321-331 
 
[2]  T. Mc Inerney, D. Terzopoulos, “T-snakes:Topology adaptive snakes” , 

Medical Image Analysis,4,2000,pp. 73-91. 
 
[3]   J. Liang,T.Mc Inerney, D. Terzopoulos, “United Snakes” , Medical Image 

Analysis,10,2006pp. 215-233 
 
[4]   S.J. Osher, J.A. Sethian, “Fronts propagating with curvature dependent 

speed: algorithms based on Hamilton-Jacobi formulations”, J. of 
Computational Physics, 79, 1988, pp 12-49 

 
[5]   S.J. Osher, R.P. Fedkiw, “Level set methods: an overview and some recent 

results”, J. of Computational Physics, 169, 2001, pp 463-502  
 
[6]   C. Xu, L.J. Prince, “Snakes ,shapes, and gradient vector flow”, IEEE Trans. 

on Image Processing, 7, 1998 
 
[7]    C. Xu, A. Yezzi, and J. Prince, “On the Relationship between Parametric and 

Geometric Active Contours,” Proc. Asilomar Conf. Signals, Systems, and 
Computers, pp. 483-489, 2000. 

 
[8]    B. Li, T.A Scott, “Active contour external force using vector field convolution 

for image segmentation”,. IEEE Transactions on Image Processing, 16, 
2007, pp.2096-2106 
[9] A. Kovács, T. Szirányi, “Improved force field for vector field convolution 
method”, 

         ICIP IEEE 2011, pp. 2909-2912. 
 



Giuliani Donatella 

 
 

International Journal of Image Processing (IJIP) Volume (6), Issue: (4) : 2012             272 

 

[10]   C. Xu, L.J. Prince, “Gradient Vector Flow: a New External Force for Snakes”, 
IEEE Proc. Conf. on Comp. Vis. Patt. Recogn., CVPR’97 

 
[11]   C. Xu, L.J. Prince, “Generalized gradient vector flow external forces for 

active contours”, Signal Proc., an Intern. Journal, 71, 1998 
 
[12]  R. Courant,D. Hilbert, “Methods of Mathematical Physics”, Vol I, Ed. 

Interscience, New York,1953 
 
[13]   J. Cheng, W.F. Say, “Dynamic Directional Gradient Vector Flow for Snakes”, 

IEEE Trans. on Image Processing, 15, 2006 
 
[14]  N. Paragios, O. Mellina-Gottardo, V. Ramesh, “Gradient Vector Flow Fast 

Geometric Active Contours”, IEEE Trans. on Pattern Analysis and Machine 
Intelligence, 26, 2004 

 
 [15]   C. Li, J. Li, M.D. Fox, “Segmentation of Edge Preserving Gradient Vector 

Flow: an Approach Toward Automatically Initializing and Splitting of 
Snakes”, IEEE Proc. Conf. on Comp. Vis. Patt. Recogn., CVPR’05 

 
[16]  C. Tauber, H. Batiata, A. Ayache, “A Robust Active Initialization and Gradient 

Vector Flow for Ultrasound Image Segmentation”, MVA2005 IAPR 
Conference on Machine Vision Applications, 2005 

 
[17]  F. Yabin, L. Caixia, Z. Bingsen, P. Zhenkuan, “An Improved Algorithm of 

Contour Initialization in Active Contour Model”,Image and Graphics,  ICIG 
2007 

 
[18]  P. Perona, J. Malik, “Scale-space and edge detection using anisotropic 

diffusion”  IEEE Trans. on Pattern Analysis and Machine Intelligence, 12, 
1990 

 
 



 
 

INSTRUCTIONS TO CONTRIBUTORS 
 
The International Journal of Image Processing (IJIP) aims to be an effective forum for interchange 
of high quality theoretical and applied research in the Image Processing domain from basic 
research to application development. It emphasizes on efficient and effective image technologies, 
and provides a central forum for a deeper understanding in the discipline by encouraging the 
quantitative comparison and performance evaluation of the emerging components of image 
processing.   
 
We welcome scientists, researchers, engineers and vendors from different disciplines to 
exchange ideas, identify problems, investigate relevant issues, share common interests, explore 
new approaches, and initiate possible collaborative research and system development. 
 
To build its International reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJIP. 
 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 6, 2012, IJIP will be appearing with more focused issues. Besides normal 
publications, IJIP intends to organize special issues on more focused topics. Each special issue 
will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 
 
We are open to contributions, proposals for any topic as well as for editors and reviewers. We 
understand that it is through the effort of volunteers that CSC Journals continues to grow and 
flourish. 

 
LIST OF TOPICS 
The realm of International Journal of Image Processing (IJIP) extends, but not limited, to the 
following: 
 

• Architecture of imaging and vision systems • Autonomous vehicles 

• Character and handwritten text recognition • Chemical and spectral sensitization 

• Chemistry of photosensitive materials • Coating technologies 

• Coding and transmission • Cognitive aspects of image 
understanding 

• Color imaging • Communication of visual data 

• Data fusion from multiple sensor inputs • Display and printing 

• Document image understanding • Generation and display 

• Holography • Image analysis and interpretation 

• Image capturing, databases • Image generation, manipulation, 
permanence 

• Image processing applications • Image processing: coding analysis and 
recognition 

• Image representation, sensing • Imaging systems and image scanning 

• Implementation and architectures • Latent image 

• Materials for electro-photography • Network architecture for real-time video 
transport 

• New visual services over ATM/packet network • Non-impact printing technologies 

• Object modeling and knowledge acquisition • Photoconductors 



• Photographic emulsions • Photopolymers 

• Prepress and printing technologies • Protocols for packet video 

• Remote image sensing • Retrieval and multimedia 

• Storage and transmission • Video coding algorithms and 
technologies for ATM/p 

 

CALL FOR PAPERS 
 
Volume: 6 - Issue: 5 
 
i. Submission Deadline : August 31, 2012  ii. Author Notification: September 30, 2012 
 

iii. Issue Publication: October 2012 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  



 
 

CONTACT INFORMATION 

 
Computer Science Journals Sdn BhD 

  B-5-8 Plaza Mont Kiara, Mont Kiara  

50480, Kuala Lumpur, MALAYSIA 

 
Phone: 006 03 6204 5627 

 
Fax:     006 03 6204 5628 

 
Email: cscpress@cscjournals.org 

 

 




