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EDITORIAL PREFACE 

 
The International Journal of Image Processing (IJIP) is an effective medium for interchange of 
high quality theoretical and applied research in the Image Processing domain from theoretical 
research to application development. This is the Third Issue of Volume Nine of IJIP. The Journal 
is published bi-monthly, with papers being peer reviewed to high international standards. IJIP 
emphasizes on efficient and effective image technologies, and provides a central for a deeper 
understanding in the discipline by encouraging the quantitative comparison and performance 
evaluation of the emerging components of image processing. IJIP comprehensively cover the 
system, processing and application aspects of image processing. Some of the important topics 
are architecture of imaging and vision systems, chemical and spectral sensitization, coding and 
transmission, generation and display, image processing: coding analysis and recognition, 
photopolymers, visual inspection etc.   

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 9, 2015, IJIP appears with more focused issues. Besides normal 
publications, IJIP intends to organize special issues on more focused topics. Each special issue 
will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 
 
IJIP gives an opportunity to scientists, researchers, engineers and vendors from different 
disciplines of image processing to share the ideas, identify problems, investigate relevant issues, 
share common interests, explore new approaches, and initiate possible collaborative research 
and system development. This journal is helpful for the researchers and R&D engineers, 
scientists all those persons who are involve in image processing in any shape.  
 
Highly professional scholars give their efforts, valuable time, expertise and motivation to IJIP as 
Editorial board members. All submissions are evaluated by the International Editorial Board. The 
International Editorial Board ensures that significant developments in image processing from 
around the world are reflected in the IJIP publications. 
 
IJIP editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  
 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJIP. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJIP provides authors with high quality, helpful reviews that are shaped to assist authors 
in improving their manuscripts.  
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Abstract 
 
The  use  of  visual  information  in  real  time  applications  such  as  in  robotic  pick, navigation, 
obstacle avoidance etc. has been widely used in many sectors for enabling them  to interact with 
its environment. Robotics require computationally simpler and easy to implement stereo vision 
algorithms that will provide reliable and accurate results under real time constraint. Stereo vision 
is a less expensive, passive sensing technique, for inferring the three dimensional position of 
objects from two or more simultaneous views of a scene and there is no interference with other 
sensing devices if multiple robots are present in the same environment. Stereo correspondence 
aims at finding matching points in the stereo image pair based on Lambertian criteria to obtain 
disparity. The correspondence algorithm will provide high resolution disparity maps of the scene 
by comparing two views of the scene under the study. By using the principle of triangulation and 
with the help of camera parameters, depth information can be extracted from this disparity .Since 
the focus is on real-time application, only the local stereo correspondence algorithms are 
considered. A comparative study based on error and computational costs are done between two 
area based algorithms. Evaluation of Sum of absolute Difference algorithm, which is less 
computationally expensive, suitable for ideal lightening condition and a more accurate adaptive 
binary support window algorithm that can handle of non-ideal lighting conditions are taken for this 
study. To simplify the correspondence search, rectified stereo image pairs are used as inputs. 
 
Keywords: Stereo Vision  Robotic, Correspondence Algorithm, SAD. 

 
 
1. INTRODUCTION 

Computer vision tries to copy the way in which the human beings perceive visual information. By 
means of pin hole cameras acting as eyes, computers process the information in an ‘intelligent 
way’ as does the human brain .The three dimensional information about the environment is 
essential for movement and object detection in robotic applications. One method of obtaining 
depth information is by using binocular stereo vision, for which two pinhole cameras are sufficient. 
The Greek word ‘stereos’ literally means firm or rigid. Stereo vision is a passive sensing 
technique which provides high resolution depth map- that is objects that are seen as 3D. In stereo 
vision, there is no interference with other sensor devices when multiple robots are present in the 
same environment. Stereo vision infer depth from two 2D images called left and right images 
taken from different viewpoints of a scene. Figure.1 shows an overview of stereo vision system. 

Stereo correspondence aims to find matching pixels (conjugate pair) of two given input images 
based on Lambertian surface assumption, i.e., to find out each point in left image and the 
corresponding best matching point in the right image. Based on accuracy and efficiency, the 
correspondence algorithms can be grouped two main categories-local and global[17]. Global 
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methods are accurate but time and computational demanding due to their iterative nature.  
Accuracy becomes important in applications such as precise 3D surface modeling, especially  

Left Image 

 

 
 

 

Right Image 
 

 

 
 

 
FIGURE 1: Overview of Stereo Vision System. 

 
when dealing with object surfaces with complex reflectance behavior and poor texture. Efficiency 
is the main concern when the stereo system is employed in real-time applications such as robot 
navigation, video surveillance, and civil protection. Performance of stereo algorithms depends on 
the cost aggregation function used for the dissimilarity or the similarity measure. Though the 
feature based algorithms are faster they give only sparse disparity maps. The need of 
computationally less expensive stereo algorithm in combination with accuracy in real time 
operations are in more demanded.Also for various outdoor robotic applications, the lighting 
conditions are far from ideal conditions. In such conditions typical local algorithms may not give 
accurate results. A comparative study based on error and computational costs are done between 
two area based algorithms.Implementation and evaluation of Sum of absolute Difference 
algorithm, which is less computationally expensive ,easy to implement and suitable for ideal 
lightening condition and a more accurate adaptive binary support window algorithm that can 
handle images taken under non-ideal lighting conditions are taken for this study. 

 
2. SUM OF ABSOLUTE DIFFERENCES (SAD) ALGORITHM 

Sum of Absolute Differences (SAD) is a wide spread simple block matching algorithm. It is faster 
and easier for hardware implementation as it only needs a subtraction, a comparison, and a 
possible sign change. This area based algorithm assumes that the image window centered at a 
pixel have similar grey level.The correspondence problem is done by comparing blocks of pixels 
in each image. The dissimilarity is the sum of differences in pixel intensities, therefore the name 
SAD.  
 
Computing the sum of differences between the pixel intensity values for a block around the 
pixel(x, y) is simple. Let f(i,j )be the intensity of the pixel at coordinates (i, j) in the reference 
image. For the second image ,intensity g(i, j) is used, N defines the extend of the block in either 
direction around the center pixel, the block has therefore width and height (2N+1). Here the 
rectified images are used as inputs. Therefore the 2-D stereo correspondence problem is reduced 
to a 1-D problem, means that the search is done along horizontal lines only as there is no vertical 
shift for the same pixels in the left and right images if the  images are rectified[1].The variable‘d’ is 
the disparity-the displacement of corresponding matching points from one image to the other. 
 

 
Each pixel in the left image is compared with every pixel on same epipolar line in right image.SAD 
values for all pixels are computed and the disparity is computed using winner-take-all (WTA) 
principle. The winner is simply the disparity associated with the smallest SAD value, in ideal case 
smallest SAD value will be zero.  
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The Eqn (2) describes the disparity for the block around the pixel(x, y),which varies from zero to 
dmax, where dmax represents the highest disparity value of the stereoscopic images called 
disparity range. Each block from the left image is matched to a block in the right image by shifting 
the left block over the search area of right image [2]. Difference in index values for the SAD 
minimum corresponds to disparity for that area. This is continued for each block until the disparity 
map is completely filled and the resulting image is known as Disparity Space Image (DSI). 
 
2.1 Performance Improvements 
By applying a simple sliding window scheme, the algorithm will speed up. This works in the 
horizontal as well as in the vertical direction. 
 
Horizontal sliding window:As shown in Fig.2 a window is moved from one column to next 
column ie., from left to the right across a horizontal scan line. The search rows are still the same, 
except for the pixel in the left and left and right. 
 

 
 

FIGURE 2: Horizontal Sliding Window: window slides across horizontal scan line. 

Vertical sliding window: The sliding window scheme is also being applied when moving to the 
next horizontal line as shown in Fig.3 After completing a pass on one horizontal line, the window 
moves to the line below. The search columns are still the same, except for the pixel above and 
below. 
The DSI obtained will be dense disparity map. 
 

 
FIGURE 3: Vertical Sliding Window- window slides across vertical scan line. 

2.2 Depth Computation 
From the disparity values obtained, depth (Z) can be estimated by using triangulation and camera 
parameters [4]. The depth Z is given by Eqn.[3] 
 

 
Where d is the disparity, f the focal length of the camera and b is the baseline distance between 
the centres of cameras. 
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2.3 Steps of SAD Algorithm 

 Read the rectified input images. 

 Select a square window from left image  

 Slide this window over right image and compute SAD minimum 

 Obtain the difference in index values corresponding to the SAD minimum  

 Aggregate this index values (disparity) for the entire image 

 Obtain depth value using triangulation. 

 
3. ADAPTIVE BINARY SUPPORT WINDOW APPROACH 

For real-time applications local and window based algorithms are suitable. They will produce 
decent depth maps. The size of the matching window strongly influences the performance of 
area-based algorithms. For high textured regions and object boundaries, small window size is 
good, but it fails in low textured image regions. Similarly, a large window size gives good results 
at low textured regions but it blurs the disparity edges. Therefore the selection of the ideal window 
size is important. The window size should be  large  enough  to  contain  distinguished  features,  
but  small  enough  to  keep  depth  discontinuities. When the local structures of image pixels are 
similar, it will be difficult to find their correspondences in other images without global matching. 
But global correspondence methods are computationally expensive and are not suitable for real-
time applications. When fixed window size is used for stereo correspondence it is implicitly 
assumed that all the pixels with in this window are of same depth. But this is not true for object 
edges where depth discontinuity occurs. 
 
Window-based stereo correspondence algorithms often exhibit a ‘foreground fattening effect’ near 
depth discontinuities between two objects. When this happens, samples from the far object are 
mistakenly measured as having the same disparity as samples on the near object. By using the 
local support windows, the depth ambiguity can be reduced efficiently and the discriminative 
power of the similarity measure is increased. 
 
Kanade and Okutomi [5] proposed an iterative stereo matching algorithm which selects window 
adaptively to minimise  the uncertainty in the disparity estimation. This method starts with an 
initial estimation of the disparity map and updates it iteratively. Hence the method is sensitive to 
the initial disparity estimation. Also the shape of support window is limited to a rectangle. Though 
the window can be expanded in chosen directions it is not suitable for pixels near arbitrarily 
shaped objects at depth discontinuities. This method is computationally expensive and not 
suitable for real time applications. 
 
Fusiello et al. [6] presented normalised SSD (Sum of Squared Differences) algorithm with multiple 
window scheme using left-right consistency to compute disparity. The correlation is done with 
nine different windows and the disparity profile selects proper window. But this limited number of 
windows is not enough to cover entire range of windows of required size and shape. 
 
Veksler [7] optimized window size by using minimum ratio cycle algorithm. This approach is the 
first window based algorithm using non rectangular window. Even though this correspondence 
algorithm performs well, it uses many user specified parameters for cost computation and is not 
suitable for real time systems. 
 
Correspondence methods [8], [9] used appropriate support-weights to the pixels in a support 
window. But the shape and size of a local support window are fixed. Also they do not have 
general criteria for choosing the shape of the support window for these approaches. 
 
The adaptive-weight algorithm proposed by Yoon [10] computes the support weight of each pixel 
inside a fixed sized square window. The support weights of pixels in a window are based on color 
similarity and geometric proximity to reference pixel. Their experiment indicates that a local based 
stereo matching algorithm can produce good depth maps similar to global algorithms. Though this 
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method gives accurate results at depth discontinuities and in homogeneous regions, it is 
computationally expensive and is also prone to image noise. 
 
Tombari [11] extends the adaptive-weight algorithm of Yoon’s concept of colour proximity as well 
as information from segmentation .Though it is an accurate local stereo correspondence the 
computational complexity remains the same. 
 
Leonardo De-Maeztu[12] presents a stereo correspondence using gradient similarity and locally 
adaptive support-weight. Here the matching measure relies on the gradient fields of 
neighbourhood of a pixel than the intensity of the pixel. Even though this approach improves on 
the accuracy of previous adaptive support-weight algorithms it needs extra computational stages 
by the addition of the gradient computation. 
 
 Lazaros Nalpantidis[13]  proposes an algorithm for robotic application incorporates biologically 
and psychologically inspired features to an adaptive weighted sum of absolute differences (SAD) 
for stereo matching to determine the accurate depth of a scene.  Though the algorithm exhibits 
good behaviour, its needs more computational time and it uses two user defined parameters. 
 
Lazaros Nalpantidis & Antonios Gasteratos [14] proposes a luminosity-compensated dissimilarity 
measure (LCDM). Though this method process contrast differentiations it does not exhibit the 
same behaviour for luminosity differentiations. This stereo algorithm which is based on the 
proposed LCDM measure is not fast enough to achieve the real- or near real-time frame rates 
demanded by robotic applications. 
 

This work presents simple stereo correspondence algorithm using binary adaptable window as 
support window which will meet the real time requirements. For each fixed size window a binary 
mask window is generated that can take any shape within the fixed window. The mask window 
selects the supporting pixels in the cost aggregation phase of the SAD algorithm. This selection is 
performed using color similarity and spatial distance metrics. The proposed method is composed 
of three parts: adaptive support window computation, dissimilarity computation based on the 
support-window and disparity selection. 
 
3.1 Support Weight Aggregation In The Human Visual System 
When aggregating support to measure the similarity between image pixels, the support from a 
neighboring pixel is valid only when the neighboring pixel is from the same depth. Visual grouping 
is very important to form a support window. There are many visual cues used for perceptual 
grouping. Among them, similarity and proximity are the two main grouping concepts in classic 
gestalt theory. The gestalt rule of organization based on similarity (or smoothness) and proximity 
is one of the most important ones and has been widely used in vision research. Gestalt is a 
German word which can be translated as ‘form, shape, or pattern’ in English. The similarity 
principle states that people tries to group similar elements together based on features such as 
colour or shape. The principle of proximity states that elements that are located close to each 
other will be grouped together [15]. The difference between pixel colors is measured in the CIE 
Lab color space because it provides three-dimensional representation for the perception of color 
stimuli. 
 
3.2 CIELAB  
The most  complete  color  space  specified  by  the  International Commission  on  Illumination is 
CIE  L*a*b*  (CIELAB).  It  describes  all  the  visible colors  of  the  human  eye  and was created  
as a device-independent model for reference. The three coordinates of CIELAB represent the 
lightness of the colour (L* = 0 indicates black and L* = 100 indicates white), its position between 
red/magenta and green .The negative values a* indicate green while positive values indicate 
magenta. Its position is between yellow and blue. Negative values, b* indicate blue and positive 
values indicate yellow. The asterisk (*) after L, a and b are  part of the full name,  since  they  
represent  L*,  a*  and  b*,  to  distinguish  them  from Hunter's  L,  a,  and  b.    The L*a*b*  model  
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is  a  three-dimensional  model, and hence it  can be represented properly in a three-dimensional 
space only.  
 
The nonlinear relations for L*, a*, and b* are intended to imitate the nonlinear response of the 
eye.  The uniform  changes  of  components  in  the  L*a*b*  color  space  aim  to correspond  to  
uniform  changes  in  perceived  color. The relative perceptual differences between any two 
colors in L*a*b* can be approximated by treating each color as a point in a three-dimensional 
space (with three components: L*, a*, b*) and taking the Euclidean distance between them.   
 
3.3   Adaptive Binary Support Window 
To construct the support window, with in a fixed size window we took the color similarity of the 
pixels in a small region of the reference image. The pixels having small Euclidean distance are 
grouped together to form the windows of different sizes and shapes. 
The distance function can be expressed as: 
 

 
 
The values of L,a,b are calculated from RGB values in the CIE Lab color space. Matching window 
for a pixel is obtained by placing the centre of support window on that pixel and the distance dpq 
between the center pixel and other pixels in support window is computed. Pixels having smaller 
distance, which is limited to a threshold ‘T’ are taken for the matching process. The binary mask 
window is generated as follows. The support weights are chosen binary, where ‘0’ means that this 
pixel will give no support to the matching window and ‘1’means that this pixel gives support to the 
matching window. There is no gradient between these two extremes. 
The intensity of binary mask, 
 

 
 
where T is a threshold value. This is taken as a masking window that selects the pixels within the 
fixed window that will be used in the cost aggregation phase of the SAD algorithm. Only the pixel 
positions where the masking window is ‘1’ (white) will be taken into account. These are the active 
matching regions of support window. Figure 4(b) shows such binary mask window that has been 
computed for a pixel of the Tsukuba image shown in Fig. 4(a). The center of the window has 
been highlighted using the blue color. Thus we can see that, this method constructs adaptive 
windows of different shapes and sizes for each pixel based on their local information. 
 

     
                                           (a)                               (b)                           (c) 

 
FIGURE 4:  An example of adaptive binary support window computation and matching. (a) Tsukuba [16]. (b) 

Shows the support region of the centre pixel in left image for which the adaptive binary window is to be 
computed. (c) Shows an adaptive binary window calculated for the centre pixel of (b). 

 
The cost computation for dissimilarity measure and disparity aggregation are same as that of 
SAD algorithm as described above. 



Deepambika V.A & Abdul Rahiman M 

International Journal of Image Processing (IJIP), Volume (9) : Issue (3) : 2015 95 

3.4 Steps of Adaptive binary Support window algorithm. 
1. Read the input images. 
2. Convert the colour space in RGB to CIE Lab. 
3. Compute Euclidian distance from this CIE Lab. 
4. Limit the Euclidian distance to a threshold value 
5. Compute binary mask window based on threshold value. 
6. Select a square window from left image.  
7. Multiply the two windows. 
8. Slide this window over right image and compute SAD minimum. 
9. Obtain the difference in index values corresponding to the minimum value. 
10. Aggregate this index values (disparity) for the entire image 
11. Obtain depth value using triangulation. 

 
4. RESULTS AND ANALYSIS 

The two algorithms are verified using the rectified stereo image pairs from Middlebury stereo data 
set [16]. Each dataset of the database consists of a pair of left and right stereo images and the 
corresponding ground truth disparity map. The experiments are done on Matlab Platform. 
 
4.1 Results of SAD Algorithm 
For the study and evaluation of our SAD algorithms Aloe, Baby and Bowl image pairs and their 
ground truth data are used.Fig.5 (a) shows left view of input images ,Fig.5(b)its ground truth 
disparity. Figure 5(c) & (d) shows the disparity map and the corresponding depth maps obtained 
using fixed window size of 9x9 pixels in SAD algorithm. Here the disparity values of SAD 
algorithm are mapped as disparity map and the corresponding depth values are mapped as depth 
map.  
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(g)    (h)                 (i)   (j) 

 
FIGURE 5: Dense disparity map &depth maps for Middlebury images and their corresponding Ground truth 

disparity: (a)Input image :Aloe-Left view [16] (g)Input image :Baby-Left view[16] (b) &(h) Ground truth 
disparities[16]. (c)& (i) Disparity map from SAD  (d)&(j) corresponding depth map obtained . 

 
4.2 Results of Adaptive Binary Support Window Algorithm  
The Figure 6 (a) shows input images Tsukuba( 384 x 288 image with disparity range from 0 to 15) 
and sawtooth (434 x 380 with disparity range from 0 to 19), These are PPM (Portable Pixel Map) 
images taken under bad illumination condition-texture less and scaled to a factor of 8.Fig.6 (b)&(f) 
are the Disparity map obtained from this algorithm. Fig.6 (c)&(g) are their corresponding depth 
map. The performance of this algorithm is much better since it can preserve arbitrarily shaped 

depth discontinuities and gives accurate results in homogeneous regions.  
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  (d)   (e)   (f) 

 
FIGURE 6:  Results of Adaptive binary Support window algorithm. (a) & (d) input images- Tsukuba & 

Sawtooth, [16] (b)&(e)disparity map  obtained and (c)&(f) Corresponding depth map. 

 
4.3  Evaluation of Results 
To evaluate the performance of a stereo algorithm we need a quantitative way to estimate the 
quality of the computed correspondences [17]. The error statistics is computed with respect to 
ground truth data. 
 

1. RMS (root-mean-squared) error (measured in disparity units) between the computed 
depth map dC(x, y) and the ground truth map dT(x, y), i.e, 

 
where N is the total number of pixels. 

 
4.4   Evaluation of SAD Fixed Window 
The algorithm shows an error of 1.4% for image Baby with window size 13x13. Fig. [7] shows 
Window size vs % Error for PNG images, Aloe, Baby and Bowl. 

 

 
 

FIGURE 7: Evaluation of SAD Algorithm: Window size Vs %RMS Error for PNG images. 
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As the window size increases further, error increases due to edge fattening effect at depth 
discontinuities. For this case we go to adaptive binary approach. 
 
4.5  Evaluation of Adaptive Binary Support Window Algorithm 
The Adaptive binary support window algorithm  is  evaluated  using  the  PPM images  Tsukuba, 
Venus,and Sawtooth. Figure 8 shows the graphical representation of Window size vs % Error of 
our approach. 
 
This algorithm shows an error of 0.7382% only for Tsukuba image (taken under extreme bad 
illumination condition) for window size 23x23.For PNG image inputs algorithm shows an error of 
1.29% for Image Baby with window size 9x9. 
 

 
 

FIGURE  8: Adaptive binary support window algorithm Error evaluation. Window size vs %RMS Error for 

PPM images. 

 
5. COMPARISON  BETWEEN SADFIXED WINDOW AND ADAPTIVE BINARY 

SUPPORT WINDOW ALGORITHM 

The implemented stereo algorithms focused on its real time application aspect, means that the 
algorithms are aimed in accuracy and computational simplicity. These two algorithms are simple 
and can be easily realized, if we go for a hardware implementation.  
 
5.1  Observations in SAD Fixed Window 
The algorithm is evaluated using PNG (taken under good illumination condition- good texture) 
and PPM (taken under bad illumination-texture less) images. Fig [9] shows the graphical 
representation of Window size vs % Error for PNG and PPM images. The algorithm shows an 
error of 1.44% for image Baby with window size 13x13.But with input image Tsukuba, error 
become12.7%,since this image is taken under extreme bad condition . 
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FIGURE 9: Evaluation of SAD Algorithm: Window size vs %RMS Error for PNG and PPM images. 

 

The algorithm gives fast results, it takes around 7.4 sec for Tsukuba and 6.62 sec for Baby with 
smaller window sizes. The algorithm shows more error for texture less images compared to 
images with good texture which means that this algorithm is suitable for images having good 
texture. In general the algorithm gives a better performance –faster, shows less error and less 
computational cost for images taken under good illumination condition 
 

   
(a) 

 

 
      (b) 
 

FIGURE 10: Evaluation of SAD Algorithm: Window size vs. Time Taken for (a) PPM&(b) PNG images. 
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5.2 Observations in Adaptive Binary Support Window Algorithm 
The adaptive algorithm avoids edge fattening and shows an error of 0.7382% for Tsukuba image, 
with window size of 23x23. If we further increase the window size this algorithm will work with a 
much reduced error. But with PNG images the algorithm shows more error. 
  

 
 
FIGURE 11: Adaptive binary support window algorithm error evaluation. Window size vs %RMS Error PNG 

images. 
 

 
 

FIGURE 12: Evaluation of Adaptive binary  support window Algorithm: Window  size vs. Time Taken  for 

PPM images. 
 

Time taken for Adaptive binary  support window Algorithm is 22.7 seconds for Tsukuba image 
with 21x21 window. The computational cost is slightly more compared to fixed window.  This 
algorithm gives more accurate result for textureless images and make it good candidate for real-
time application under bad illumination environments. 

 
6. CONCLUSION AND FUTURE WORK 
The implemented algorithms can be used for generating accurate results in different 
environments, suitable tor autonomous robots. The comparative study of the implemented 
algorithms infer that the SAD fixed window generates finer details of object’s depth with moderate 
speed, for input images with good texture ie ,this algorithm is suitable for ideal lightning conditions 
.The adaptive binary window algorithm shows good accuracy for images taken under extreme 
bad illumination condition. 
 
Even though this work meets its initial objective, it points towards various interdisciplinary 
research directions. The extension of work looks forward to an algorithm with calibration and 
rectification of images, which can generate more accurate results for textured and texture less 
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images in very less time, based on FPGA implementation. From the knowledge obtained through 
this work more efficient stereo algorithms for various radiometric conditions, suitable to real-time 
applications can be developed .The above developed algorithms can be used as basis for 
achieving the autonomous capabilities of robotic assistance in various areas  such as defense 
,civil protection and interplanetary applications which makes them really interesting applied 
research field.  
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Abstract 
 
Noise is one of the most widespread problems present in nearly all imaging applications. In spite 
of the sophistication of the recently proposed methods, most denoising algorithms have not yet 
attained a desirable level of applicability. This paper proposes a two-stage algorithm for speckle 
noise reduction jointly in the wavelet and spatial domains. At the first stage, the optimal 
parameter value of the spatial speckle reduction filter is estimated, based on edge pixel statistics 
and noise variance. Then the optimized filter is used at the second stage to additionally smooth 
the approximation image of the wavelet sub-band. A complexity reduction algorithm for wavelet 
decomposition is also proposed. The obtained results are highly encouraging in terms of image 
quality which paves the way towards the reinforcement of the proposed algorithm for the 
performance enhancement of the Block Matching and 3D Filtering algorithm tackling multiplicative 
speckle noise. 
 
Keywords: Denoising, Spatial Filter, Speckle, Wavelet. 

 
 
1. INTRODUCTION 

Multiplicative in nature, speckle noise is a common problem found in different imaging 
applications such as ultrasound, sonar and radar imaging [1, 2]. Originating from the 
superposition of acoustical echoes coming with random phases and amplitudes during acquisition 
or transmission, it tends to reduce the image resolution and contrast and blur important details 
[1].  
 
Despeckling can address the multiplicative nature of the noise, or transform the noisy image to 
the logarithmic domain where multiplicative noise becomes additive, and apply additive noise 
reduction techniques [2].  
 
In the past decades, several algorithms have been proposed for image denoising. Hybrid order 
statistics filters for speckle reduction are proposed in [2]. A preprocessing technique is used in 
order to transform the noise in the logarithmic domain to a Gaussian-like noise, which allows for 
better filtering results using known denoising techniques [3-5]. Lee [6-8], Kuan [3, 9], and Frost 
[10] filters are still widely used in many applications. In general, they succeed to reduce speckle 
in homogenous areas. However, in heterogeneous areas, speckle is retained. Therefore, they are 
not able to perform a full removal of speckle without blurring any edges because they rely on local 
statistical data related to the filtered pixel and this data depends on the occurrence of the filter 
window over an area. Wavelet-based denoising techniques [4, 10, 11, 12] represent the image 
jointly in the spatial and frequency domains. They rely on the sparse representation of the 
wavelet sub-bands coefficients in order to be distinctly thresholded.  The Block Matching and 3D 
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Filtering (BM3D) algorithm [13, 14] is a non-local denoising technique in a non-spatial domain. It 
combines non-local image modeling and the sparse representation of the wavelet domain. 
 
In the following, a two-stage despeckling algorithm is proposed. It consists of jointly denoising the 
speckled image in the wavelet and spatial domains. At the first stage, the traditional speckle 
reduction filter of Kuan [3] is adapted to the specificities of the filtered image by estimating its 
optimal parameter value automatically, based on edge pixels statistics and noise variance. Then 
the resulting sub-optimal spatial filter is used at the second stage to smooth the approximation 
sub-band coefficients in the wavelet domain. Since wavelet decomposition is time-consuming 
when dealing with large sized images, a complexity reduction algorithm is also proposed. Note 
that the Kuan filter is used as the basis for the spatial filtering due to its versatility. However, other 
algorithms could be used. 
 
The remainder of this paper is organized as follows. Existing noise reduction methods are 
reviewed in Section 2. The proposed algorithm is then described in Section 3. In Section 4, 
results are shown and discussed. Finally, conclusions are drawn and prospects are provided in 
Section 5. 

 
2. EXISTING NOISE REDUCTION ALGORITHMS 

In the past decades, several image denoising algorithms have been proposed. For instance, the 
spatial means filters (arithmetic mean, geometric mean, harmonic mean and contraharmonic 
mean filters [15]) smooth the local variations in an image by blurring the noise. The spatial order-
statistic filters (median, max, min, midpoint and alpha-trimmed mean filters [15]) are based on 
ordering (ranking) the values of the pixels contained in the image area encompassed by the filter. 
The spatial adaptive filters (adaptive local noise reduction and adaptive median filters [15]) 
change their smoothing behavior based on statistical characteristics of the image inside the filter 
region. The spatial filters listed above have shown to successfully deal with a large panel of noisy 
images in situations when only additive noise is present. However, they are not able to reduce 
speckle noise which is non-additively combined with the underlying image.   
 
Various nonlinear filtering techniques have also been proposed [16]. They seek to reduce the 
effect of speckle noise while preserving the informative structure of the underlying image. Some 
of the best known standard speckle noise reduction filters are the methods of Lee [6-8], Gamma 
[24], Kuan [3, 9] and Frost [24]. These filters use the second-order sample statistics within a 
minimum mean squared error estimation approach.  
 
2.1 Lee Filter 
The locally adaptive Lee multiplicative filter [7, 8] is based on a multiplicative noise image model 
as follows: 

 ( , ) ( , ) ( , ) ,g x y f x y n x y= ×                                (1) 

where g denotes the observed image, f the original image and n the multiplicative speckle noise 
[6]. 
Based on an assumption that the noise is white, with unity mean, and uncorrelated with the image 

f, the multiplicative Lee filter gives the best mean-squared estimate of f at each pixel ( , )g x y by: 

                                                   

( , )( , ) ( , ) ,x yz x y f k g x y f = + − 
                            (2)                                     

where ( , )z x y is the filtered pixel, f is the mean of the original image pixels under the filtering 

window (i.e. the local mean) and ( , )x yk  is the gain factor given by:  

                                                     

2

( , ) 2 2 2
,

f
x y

n f

k

f

σ

σ σ
=

+

                                (3) 
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where 
2
fσ is the variance of the original image pixels under the filtering window (local variance), 

and 
2
nσ is the noise variance. The local adaptation of the filter is based on the calculation of the 

local statistics f  and 
2
fσ  from the data sample estimates g and

2
gσ determined over a local 

neighborhood window.  
 
This requires the knowledge of the Coefficient of Variation (CoV), which is the ratio of the 
standard deviation to the mean in homogeneous areas. If the original image is not available, the 
noise variance can be determined from the number of looks or the Equivalent Number of Looks 
(ENL). This parameter effectively controls the amount of smoothing applied to the image. The 
filter size greatly affects the quality of the processed image. If the filter is too small, the noise 
filtering algorithm is not efficient. If the filter is too large, some details of the image will be lost [17-
19]. 
 
An improved version of the basic Lee filter also exists; the modified Lee filter which relies on a 
ratio-based edge detection algorithm used to estimate the edge strength at each pixel in the 
image [20].  
 
2.2 The Gamma Maximum A Posteriori Filter 

The Gamma Maximum A Posteriori (MAP) filter [21] is used primarily to filter speckled radar data 

while preserving high frequency features. It’s based on a Bayesian analysis of the image 

statistics. It performs spatial filtering on each individual pixel in an image using the grey level 

values in a square window surrounding each pixel. The Number of Looks (NLOOK) parameter 

effectively controls the amount of smoothing applied to the image. It affects the speckle 

coefficient of variation ( )uC  and the upper speckle coefficient of variation max( )C . A small 

NLOOK value leads to more smoothing and a larger NLOOK value preserves more 

image features. 

 

If C i≤Cu (C i is the image variation coefficient), the f i lter ing window is over a 

homogenous area and smoothing is applied. If C i≥Cmax,
 
the f il ter ing window is over 

an area of high local standard deviation (crossing edge-pixels), and therefore edge-pixel is 

replicated [24]. 

   

If  Cu<C i<Cmax,  the f il tered pixel value based on the Gamma estimation of the 

contrast ratios within the appropriate f i lter window is given by: 

                                 

( 1)
( , ) ,

2

W NLOOK g D
z x y

W

− − × +
=

×
                       (4) 

where: 
2

2 2

2 2

1
, ( 1) 4 ( , ) and is the mean of

the window pixels.

u

i u

C
W D g W NLOOK W NLOOK g g x y g

C C

+
= = × − − + × × × ×

−  

 
2.3 Kuan Filter 
Similarly to the Lee filter, Kuan filter [3, 9, 22] is designed to smooth out speckle noise while 
retaining shape features in the image by applying the Minimum Mean Square Error 
(MMSE) criterion and it is applied to the logarithmic transformation of the noisy image. Kuan 
filter is used primarily to filter speckled radar data. It performs spatial filtering on each individual 
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pixel in an image using the grey level values in a square window surrounding each pixel [24]. The 
resulting grey-level value for the smoothed pixel is given by:  

                        ( , ) ( , ) (1 ) ,z x y g x y W g W= × + −
                            

(5)  

where g(x,y) is the center pixel of the filtering window, g is the mean value of intensity within the 

filtering window, and W is a weighting function which depends on the Number of Looks (NLOOK) 
parameter [23] and given by: 

                                                          

2 2

2

1 /
,

1

u i

u

C C
W

C

−
=

+
                                             (6)                                                       

where Cu  and C i are the estimated noise variation coefficient and the image 
variation coefficient, respectively:  

 

                                             

1
, ,

NLOOK

g
u iC C

g

σ
= =                    (7)                                             

where gσ  is the standard deviation of intensity within the filtering window. 

 
Same as the Lee filter case, a small NLOOK value corresponds to a high noise variation 
and a low W  and therefore leads to more smoothing, while a larger NLOOK value 
corresponds to a low noise variation and a high W  which preserves more image 
features. 
 
Theoretically, the correct value for NLOOK should be the Equivalent Number of Looks (ENL) of 
the image. Depending on the application, the user may experimentally adjust the NLOOK value 
so as to control the effect of the filter [22]. 

 

2.4 Frost Filter 
Frost method consists in adjusting the filter's parameters according to local area statistics about 
the target pixel [24]. When uniform regions are filtered, the filter acts as a mean filter and when 
high contrast regions are filtered, the filter acts as a high-pass filter with rapid decay of elements 
away from the filter center. Thus, large uniform areas will tend to be smoothed out and speckle 
removed, while high contrast edges and other objects will retain their values [24]. The frost filter 
can be considered as an adaptive-weighted-mean filter since it uses an adaptive filtering 
algorithm, which is an exponential damped convolution kernel that adapts itself to features by 
computing a set of weighting factors for each pixel within the filtering window as follows: 

                                   

2

,

g
DAMP T

g

nM e

σ     − × × 
     =

                                 

(8)                                            
                

where DAMP is a factor that determines the extent of the exponential damping for the image, gσ
 

is the standard deviation of the filter window, g  is the mean value within the window and T is the 

absolute value of the grey level distance between the center pixel and its surrounding pixels in 

the filter window [24].    

 

The Enhanced Frost filter is an extension to the basic filter that further divides the image into 
homogeneous, heterogeneous and isolated point target areas [19]. It can significantly improve the 
ability of speckle mitigation in the vicinity of edges and small features, thus retaining more image 
details. 

 

2.5 Denoising Using Wavelets 
Wavelet transform [25] has been extensively studied in recent years and used for many 
application domains, mainly in image compression and noise reduction. It consists of a set basis 
functions used to analyze signals in both spatial and frequency domains simultaneously. The 
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basic functions of the wavelet transform help to isolate signal discontinuities since high pass 
filtering is used to obtain detail information and low pass filtering is used to retrieve a smoother 
approximation of the signal, making it possible to analyze the signal at different scales [22]. 
 
Multi-resolution processing of the Discrete Wavelet Transform (DWT) 
Multi-resolution processing consists in constructing a set of child wavelets from a mother wavelet 
using scaling and wavelet functions [22]. These two functions form a filter bank consisting of a 
low pass and high pass filters. The idea of multi-resolution processing through wavelet 
decomposition is to pass the signal through the filter bank; the signal is decomposed to detail 
coefficients (output of the high pass filter) and approximation coefficients (output of the low pass 
filter). Then, the filter outputs are down-sampled by 2 in the purpose of discarding half the 
samples. The decomposition is repeated to further increase the frequency resolution [25-27].  
 
Application to Image Denoising 

Considering an image corrupted by an additive noise and modeled as ,g f n= +  where f 

denotes the unknown, noise-free image and n the noise [28, 29], wavelet-based denoising 

(Figure 1) consists in:  
1) Applying the DWT to g. 
2) Thresholding the detail coefficients (Wavelet shrinkage). 
3) Inverse transforming (IDWT) the result to obtain an estimation z of the original image f.   

 

 
 

FIGURE 1: DWT Denoising Block Diagram. 

 
When dealing with speckled images, a logarithmic transformation is applied to the noisy image 
before wavelet decomposition, to transform the multiplicative noise, into additive noise and after 
wavelet reconstruction, an exponential transformation is applied to reverse the logarithmic 
operation. 
 
In wavelet domain, the output of the low pass filter consists of the high magnitude and low 
frequency components (approximation coefficients) and the output of the high pass filter consists 
of the low magnitude and high frequency components (detail coefficients). Figure 2 shows a one 
level, 2D wavelet decomposition scheme [30] where L(.) represents the low pass filtering 
operator, and the subscript (L) represents a low pass filtered output. Similarly, H(.) and the 
subscript (H) represent high pass filtering and a high-pass filtered output, respectively. The 
symbol (↓2) represents a down-sampling operator by a factor of 2.  
 
As a result of filtering and down sampling (Figure 2), four sub-bands are obtained: scaling 
(approximation) coefficients (gLL), horizontal detail coefficients (gHL), vertical detail coefficients 
(gLH) and diagonal detail coefficients (gHH). The (HL), (LH) and (HH) sub-bands, represent the 
high frequency (and low magnitude) components and the (LL) sub-band represents the low 
frequency (and high magnitude) components. At the next level of decomposition, only the (LL) 
component is passed to the decomposition process. 
 
The reconstruction process or the Inverse Discrete Wavelet Transform (IDWT) consists of 
assembling back the wavelet coefficients to the original image. After each inverse low and high 
pass filtering, an up-sampling process (zeros insertion) is required to reverse the decomposition 
process.  
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The main idea of wavelet denoising is to threshold only the high frequency components while 
preserving most of the features in the image by retaining the approximation sub-band.  
 
There are two thresholding methods frequently used; hard [26, 31] and soft [32] thresholding. In 
hard thresholding, the input is kept if its amplitude is greater than a threshold T, otherwise it is 
forced to zero. In soft thresholding, if the absolute value of the input is less than or equal to a 
threshold T, then the output is forced to zero, otherwise, the output is a scaled version of the 
input. 
 

 
 

FIGURE 2: One level, 2D Wavelet Decomposition Block Diagram. 

Finding a suitable threshold is an important task in wavelet shrinkage. In fact, choosing a very 
large threshold will shrink to zero almost all coefficients, which results in over smoothing the 
image, while choosing a very small threshold will yield a noisy result which is close to the input 
[29]. VisuShrink [25] is an approach that uses a Universal (global) threshold applied to all sub-
bands and scales after decomposition [33]. However, this threshold can be unwarrantedly large 
because it depends on the number of pixels yielding overly smoothed images. In addition, it 
ignores the difference between sub-bands at different scales [34]. BayesShrink [25, 31] is a sub-
band adaptive threshold selection technique that determines a specific threshold for each sub-
band assuming a Generalized Gaussian Distribution (GGD) [35]. This method depends on the 
standard deviation of the noise-free image, and the GGD shape parameter [34]. The method 
consists of finding, for each sub-band, a threshold that minimizes the expected value of the mean 
square error (Bayesian Risk) [32, 36]. 
 
2.6 The Block Matching and 3D Filtering (BM3D) Algorithm 
The BM3D algorithm is a non-local denoising technique [13, 14] in a non-spatial domain. It 
combines non-local modeling and the sparse representation of the wavelet domain. The algorithm 
is divided into three processing stages: Block matching, 3D filtering, and aggregation.  
 

In the block matching stage, the noisy image g is divided into blocks x XG ∈  where x represents 

the position of each block in the whole image X. For each block, the patches with most 

resemblance are grouped in a 3D array.
 
Therefore, groups whose elements have a high degree 

of similarity are constructed separately. Two patches are similar if the Euclidean distance 

between them is less than a given threshold [14, 37]. The block matching advantages are the 

induction of a high correlation in the third dimension of the 3D array and the improvement of the 

dispersion of all possible configurations of details present in the image [13].  
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3D filtering is a procedure that jointly filters a group of similar blocks by exploiting the similarities 
between the grouped images and inside each image in the group. It consists of three different 
sections: 3D transform, shrinkage and inverse 3D transform. Those three procedures are jointly 
applied [13] on the block. The 3D transform consists of applying a 2D wavelet transform on each 
patch of the block then a 1D wavelet or Discrete Cosine Transform (DCT) on the resulting 
patches. As a result of the sparse representation given by the 3D transform, the shrinkage 
process can effectively attenuate the noise by eliminating the coefficients relying under a certain 
chosen threshold. The inverse 3D transform consists of assembling back the thresholded 
coefficients to reconstruct the 3D block. 
 
Finally, the aggregation stage consists of combining the patches in the 3D filtered groups 
including the reference patch. A trivial solution is to compute the weighted mean of all the 
estimated patches overlapping at a pixel position [13].  

 
3. THE PROPOSED WAVELET/SPATIAL DESPECKLING ALGORITHM 

In this section, a two-stage despeckling algorithm which consists in jointly denoising the corrupted 
image in the wavelet and spatial domains is proposed. At the first stage, an automatic estimation 
of the optimal Kuan filter parameter value based on edge pixels statistics and noise variance is 
developed. Then the resulting adaptive filter is used at the second stage to spatially smooth the 
approximation sub-band coefficients in the wavelet domain. Since a large number of wavelet 
levels makes the despeckling algorithm computationally expensive, a complexity reduction 
algorithm for wavelet decomposition is also proposed. Note that the proposed enhancement 
targets the Kuan filter due to its versatility and adaptability to speckle noise strength, while a 
similar study could have been performed with another spatial despeckling method to be used in 
the hybrid filter that will be discussed in Section 3.2; we therefore focus on the Kuan filter without 
loss of generality.   
 
3.1     The Adaptive Spatial Filter 
As explained earlier, Kuan filtering relies on the Number of Looks (NLOOK) parameter which 
significantly affects the filtering performance and is usually taken equal to the Equivalent Number 
of Looks (ENL) of the image. This parameter is manually adjusted, in order to control the strength 
of the smoothing applied to the image.  
 
We start by implementing the additive model of the Kuan filter using a set of test images (e.g. 
Lena, Mandrill, LivingRoom, … [38]) corrupted by speckle noise with different distributions. By 
setting NLOOK = ENL, we notice that filtered images are over-blurred, that’s why came our idea 
of analyzing the Kuan filter performance with respect to the NLOOK parameter and proposing a 
novel technique for selecting a suitable NLOOK value that yields near-optimal performance 
compared to manual parameter selection, therefore eliminating the need for several runs of the 
filter to reach the optimal performance. In this purpose, we define the adjusted NLOOK value as: 

                                      
_ (1 ) ,NLK AD A ENL= +

                                
(9) 

where A is the adjustment coefficient. 

 
Figure 3 shows an example of the Lena image filtered with NLOOK=ENL (middle) and NLK_AD 
as defined in (9), for A = 0.65 (right). It can be clearly seen that the image with the adjusted 
NLOOK parameter (NLK_AD) is much sharper and its details are better preserved. 
 
In the first part of this study, we aim at finding a closed form expression for the adjustment 
coefficient that yields near optimal performance, without the need for several runs of the filter with 
different NLOOK values. Therefore, we consider the effect of the filter window size, the image 
detail, the noise distribution and the noise variance on the optimal adjustment coefficient A and 
consequently, the NLK_AD parameter. Thus, all the listed parameters are fixed and the effect of 
varying each one of them is studied.  
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FIGURE 3: Kuan filter results with different NLOOK values. Gaussian and Uniform noise distributions are 

used in the top and bottom rows respectively. Each row shows (from left to right): the noisy image, the Kuan 
filtered image using NLOOK=ENL and the corresponding Kuan filtered image using NLK_AD with A=0.65. 

An 11×11 window with images of size 256×256 are used. 

  
Effect of the Algorithm Parameters on the Optimal Adjustment Coefficient 
A Gaussian speckle noise having a variance of 2600 is added to the Cameraman image [38] in 
order to find the adjustment coefficient A that yields the best result using different window size. 
The Peak Signal-to-Noise Ratio (PSNR) and the Signal to Mean Squared Error (S/MSE) 
variations with respect to the NLK_AD parameter are plot and ensure that, for different odd-sized 
filter windows, the optimal values of A are nearly constant.  
 
On the other hand, test images are distorted with multiplicative speckle noise using the Uniform, 
Gaussian, Rayleigh, and Erlang distributions while fixing all the other parameters and the optimal 
value of A remains the same regardless of the noise distribution, for each test image.  
 
In the purpose of studying the influence of the image itself on the filtering process, the filter is 
applied on different images, having different features, from [38] and [39] with all the other 
parameters being fixed. It can be noticed that the optimal adjustment coefficient varies with image 
details. For example, the Pirate image [38] has a high percentage of edges, therefore, the 
obtained optimal adjustment coefficient is greater than with the Lena image, which is expected 
since more image features have to be preserved.  
 
To find the relationship between the optimal adjustment coefficient A and the amount of image 
detail, edge detection is performed on the set of images and the curves presenting the optimal A 
with respect to the noise variance and the number of edge pixels in each image are drawn.    
   
The Logarithmic and Polynomial Approximations 
Since the noise variance affects the filtering process, the variation of A with the noise variance 
and image detail is modeled as: 

                                            
,d vA A A= +
                                                  

(10) 

where Ad and Av are the detail and the noise variance components in A, respectively.  
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We observe that a higher noise variance corresponds to a lower value of A, which is expected 
since a lower A value leads to more smoothing. Additionally, a higher noise variance corresponds 
to higher edge percentage (Pe) values because the edge detection algorithm cannot completely 
differentiate between noise and small edges.  Curves for different noise variances have similar 
behavior with respect to the percentage of edges in the image, therefore, we take as reference 
one of the curves (for a given variance). 
 
The curve with the solid dark line in Figure 4 shows the measured  Ad  with respect to Pe. It can 
be seen that, for Pe exceeding 2%, Ad varies in a logarithmic or second order polynomial fashion. 

The former can be expressed as:  

                                           
ln( ) ,d eA Pα β= +

                                          
(11) 

and the latter as: 

                                          
2 ,d e eA P Pλ δ µ= + +

                                       
(12) 

where α = 0.4015, β = 0.054, λ = –0.01215, δ = 0.20512 and μ= –0.01394 determined by fitting 
the measured results with (11) and (12) using the Least Squares method. 
 
It can be observed in Figure 4 that, as the image detail (Pe) increases, Ad increases and 
consequently, NLK_AD increases. Therefore, less smoothing is performed, as expected. The 
logarithmic and polynomial approximations mainly overlap with measured data, except for  
Pe < 2%, which proves high accuracy of the models in (11) and (12).  
 
A similar study with respect to the noise variance shows that Av  (Figure 5) can be accurately 
modeled by a second order polynomial as: 

                                      
2( 2100) ( 2100) ,vA a v b v= − + −

                           
(13)   

where a = –2x10
-8

 and b = –42x10
-6

 determined by curve fitting.  
 
Note that for v = 2100, Av = 0. In fact, Av reflects the variation of the adjustment coefficient with 
respect to the noise variance compared to the reference v = 2100 which has been used to derive 
Ad in (11) and  (12). On the other hand, Av decreases as v increases, which is also expected 
since more smoothing is required (lower value of NLK_AD) when the noise increases. 
 

 
FIGURE 4:  Measured and approximated values for Ad for a noise variance of 2100. 
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FIGURE 5: Measured (solid line) and approximated (dashed line) values for Av. 

3.2     The Hybrid Wavelet-Spatial Filter 
In wavelet denoising, only detail coefficients are thresholded and approximation coefficients 
remain stagnant, as explained earlier. This is intuitive since the approximation component is a 
low-frequency image, usually assumed to be noise-free. In fact, this is only a theorectical aspect 
since practically, approximation coefficients also contain speckle noise as it can be clearly 
observed in the example shown in Figure 6. Wherefore, the proposed algorithm consists of 
smoothing the approximation coefficients in addition to detail coefficients thresholding as follows:  
 

1) Applying the Discrete Wavelet Transform to the speckled image. 
2) Thresholding the detail coefficients (Wavelet shrinkage). 
3) Spatial Smoothing of the approximation sub-band coefficients. 
4) Applying the Inverse Discrete Wavelet Transform to the result.  

 

 
 

FIGURE 6: Cameraman image of size 512×512 (up-left) [38], corrupted by speckle noise of unit mean and a 
variance of 2400 (up-right), decomposed structure (down left) and the denoised image (down right). Note the 
existence of noise in the approximation image of the decomposed structure and the remaining noise in the 

denoised image (using sym1 wavelets with BayesShrink threshold selection). 
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An important issue in the approximation image spatial smoothing would be the preservation of the 
image characteristics. In other words, the algorithm must efficiently smooth out the noise in the 
approximation image without blurring its details or reducing the contrast and quality. Otherwise, 
the image structure and dynamics would be lost. Therefore, the approximation sub-band 
coefficients in the wavelet domain are smoothed using the previously developed adaptive Kuan 
filter which leads to a better speckle removal without image distortion, as will be seen in Section 
4. 

 
3.3     The Proposed Wavelet Acceleration Algorithm 
This section deals with accelerating the wavelet filtering process used in the proposed method. 
The acceleration algorithm consists in finding the number of decomposition levels that yields near 
optimal performance, without the need for several runs of the wavelet filter with different number 
of decomposition levels, regardless of the image size, its edge percentage, the noise variance, 
the wavelet type and base, the wavelet threshold selection technique and the wavelet 
thresholding technique.  

 

Relative Difference Threshold Selection 
We start by applying 100 times, wavelet denoising on an image corrupted by Gaussian speckle 
noise using different number of decomposition levels (from 1 level to the maximum number of 
decomposition levels calculated as in [40]). For every run, the simulated speckle noise is 
regenerated and the PSNR, the Coefficient of Correlation (CoC) and the ENL metrics of the 
denoised image are calculated and saved.  
 
The second step is the calculation of the relative difference between the ENL of each two 
consecutive decomposition levels, for the purpose of finding a reasonable relative difference 
threshold that allows the algorithm to stop before reaching the maximum number of 
decomposition levels, without loss in performance. The same is performed for different images 
from [38] and [39], different noise variances (2500, 2600, 3000, 3100, 3500, 4100, 4600 and 
6000), different image sizes (128× 128, 256× 256, 512× 512 and 1024× 1024), different wavelet 
types and bases (db2, db4, db7, sym1, sym2 and sym6) and using bayesShrink threshold 
selection.  
 
After analyzing the results, we noticed that a relative difference smaller than 0.2 leads to an 
approximately steady PSNR value. As a result, 0.2 is taken as a threshold. Therefore, our 
proposed algorithm consists of applying a level of wavelet decomposition and denoising, 
computing the relative difference between the corresponding ENL and the ENL of the previous 
decomposition level, and stop when the relative difference becomes less than 0.2 as shown in 
Figure 7. 
 
By limiting the number of decomposition levels, a computational gain is expected at the expense 
of some loss in image quality, as will be shown in Section 4. 
 

 
FIGURE 7: Flowchart of the Proposed Acceleration Algorithm. 

 

YES 

NO 

Level of wavelet decomposition 

BayesShrink Thresholding 

Wavelet reconstruction 
              Relative Difference 

R = (ENL(i) - ENL(i-1))/(ENL(i-1)) R<T  END 
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4. PRACTICAL RESULTS 
In this section, the proposed algorithms are put in practice. Besides the subjective qualitative 
evaluation based on human perception, a quantitative analysis is essential. Thus, an objective 
benchmark is used to study the quality-related outcomes of the filtering process. Namely, the 
Peak Signal-to-Noise Ratio (PSNR), the Signal-to-Mean-Squared-Error (S/MSE), the Coefficient 
of Correlation (CoC) and the Equivalent Number of Looks (ENL). 
 
Peak Signal-to-Noise Ratio (PSNR) 
PSNR is considered to be the least complex metric, as it defines the image quality degradation as 
a plain pixel by pixel error power estimate. PSNR is an engineering term for the ratio between the 
maximum possible power of a signal and the power of corrupting noise that affects the fidelity of 
its representation [17]. In image processing, the signal is the original image, and the noise is the 
error (blur) introduced by the denoising procedure.  
 
Signal-to-Mean Squared Error (S/MSE) 
In order to quantify the achieved performance improvement, the Signal-to-Mean Squared Error 
can also be computed, based on the original and the noisy/denoised images as follows: 
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where I is the original image and K the noisy or denoised image. This measure corresponds to 
the classical SNR in the case of additive noise [41]. 
 
Coefficient of Correlation (CoC) 
In ultrasound imaging, it is important to suppress speckle noise while at the same time preserving 
the edges of the original image that often constitute features of interest for diagnosis. For this 
reason, we also considered a qualitative measure for edge preservation, the Coefficient of 
Correlation (CoC) metric: 

          
( )

( ) ( )

,
,

, . ,

I I K K

I I I I K K K K

CoC
 ∆ − ∆ ∆ − ∆

=
 ∆ − ∆ ∆ − ∆  ∆ − ∆ ∆ − ∆

               (15) 

where I∆ and K∆ are the high-pass filtered versions of I and K respectively, obtained with a 

3×3 pixel standard approximation of the Laplacian operator [25], I∆ is the mean value 

of I∆ and K∆ is the mean value of K∆ and the operator  is given by:  

                            

1 1

0 0

( , ) ( , ). ( . ) ,
m n

i j

I K I i j K i j

− −

= =

 = ∑ ∑                                   (16) 

where m×n is the size of the corresponding images I and K. 
The CoC cannot exceed 1 in absolute value. It is 1 in the case of an increasing linear relationship 
and - 1 in the case of a decreasing linear relationship. Its value lies in between in all other cases, 
indicating the degree of linear dependence between the images. The absolute value of the 
correlation measure should be close to unity to an optimal effect of edge preservation [41]. 
 
Equivalent Numbers of Looks (ENL) 
The Equivalent Number of Looks is also a good approach for either estimating the speckle noise 
variance in a noisy image (in general a SAR image), or evaluating the performance obtained after 
filtering. ENL is often calculated over a uniform region, but due to difficulties in identifying uniform 
areas, the image is divided into small areas of 25 x 25 pixels, the ENL is computed for each area 



Adib Akl & Charles Yaacoub 

International Journal of Image Processing (IJIP), Volume (9) : Issue (3) : 2015 114 

(17), then the average of these ENL values is taken as explained in [12]. Note that this latter 
method is used throughout this paper. A large ENL value usually corresponds to a better 
performance. The formula for the ENL calculation is given by: 

                              

2
mean

standard deviation
ENL

 
=  
 

.                                    (17) 

Note that PSNR, S/MSE, and CoC are quantitative metrics, they are based on a pixel by pixel 
calculation and the original image is needed for computation, whereas ENL is based on the mean 
and standard deviation, and it can be computed without the need of the original image [22]. 
 

4.1     The Performance of the Proposed Adaptive Spatial Filter 
It is trivial that a good performing spatial filtering is necessary to get a denoised image of good 
quality using the proposed approach. Otherwise, the image characteristics will be lost. In this 
section, the NLOOK parameter estimation previously developed is exploited and compared to the 
results obtained with the optimal NLOOK value determined manually. Simulations were 
performed using different standard images from [38] and [39], corrupted by speckle noise of 
variance ranging from 2100 to 4100. Since many of the samples lead to an approximately same 
percentage (Pe) of edge pixels, and therefore to a similar algorithm behavior, table 1 summarizes 
sample results obtained for 8 different images having different Pe values. 
 
It can be observed that, except for Pe < 2 (e.g. Lady image), both the logarithmic and polynomial 
estimations result in near optimal values for the adjustment parameter, and the PSNR loss does 
not exceed 0.33 dB and 0.16 dB with logarithmic and polynomial estimations, respectively. In fact, 
the behavior of the filter when dealing with few-detailed images (Lady image in table 1) is 
expected, since both proposed approximations fail to be accurate in cases of very low Pe values 
as shown in Figure 4. However, images with a percentage of edge pixels less than 2 rarely exist 
(in our test datasets from [38] and [39], only 11% of the images had Pe < 2). Furthermore, the 
approximation error can be largely reduced by setting Ad to a constant value (approximately 0.43) 
for such low values of Pe as implies Figure 4.  
 
It is important to mention that experimental results with such high noise variances are shown to 
highlight the decent behavior of the proposed method in critical conditions. Moreover, when 
dealing with slightly speckled images, no filtering is performed (W ≈ 1 in (5)), as will be verified in 
section 4.2. 
 
Figure 8-a shows the Cumulative Density Function (CDF) of the PSNR loss obtained with both 
estimations, using the whole set of test images. It can be noticed that in both methods, 50% of 
the filtered images undergo a loss in PSNR not exceeding 0.05 dB, whereas 85% and 89% 
undergo a PSNR loss that does not exceed 0.11 dB in logarithmic and polynomial 
approximations, respectively. 
 
Even though values of Pe are more likely to occur between 2% and 8%, let us analyze the 
proposed models’ behavior for values of Pe outside this interval. It can be deduced from Figure 4 
that for low values of Pe, the measured Ad seems to saturate at a value close to 0.43, while the 
logarithmic approximation reaches 0 for values of Pe close to 0.9% as shown in Figure 8-b, and 
becomes negative for lower values.  
 
Similarly, the polynomial approximation also fails to model Ad at low values of Pe, but results in 
slightly better performance compared to the logarithmic model. This problem can be solved by 
using any of the two models only when Pe exceeds a fixed threshold (e.g. for Pe ≥ 2%), or by 
setting Ad to a constant value (e.g. Ad = 0.43) when Pe is below that threshold. On the other 
hand, the polynomial approximation reaches a peak for Pe ≈ 8.5%, and then decreases as Pe 
increases. Therefore, the polynomial model becomes inaccurate in this case. The same does not 
occur with the logarithmic approximation since it keeps increasing as Pe increases.  
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Noise 

variance 
Image Pe (%) 

Speckled 

Image  

PSNR 

Log approximation Polynomial approximation Optimal values 

100xA NLK_AD PSNR 100xA NLK_AD PSNR 100xA NLOOK PSNR 

2100 

Lady 0.9719 26.1012 4.2606 12.1041 24.276 17.393 13.6457 25.695 42 16.5228 28.246 

WomanDarkHair 2.6634 20.6058 44.7361 30.1964 29.115 44.617 30.1987 29.152 44.617 30.1987 29.152 

I06 3.1488 20.5841 51.2811 28.3623 27.569 52.98 28.2943 27.963 53.321 28.5143 27.988 

Lena 4.4518 20.7322 65.3613 28.6966 27.766 65.837 28.8355 27.765 65.3613 28.6966 27.766 

Board 6.0764 19.6519 77.8522 26.12 24.224 78.376 26.349 24.237 78.376 26.349 24.237 

I13 6.2301 21.5436 79.2398 24.9994 26.599 73.987 24.9655 26.541 78.595 24.4561 26.632 

LivingRoom 7.0168 20.9285 83 28.1954 25.992 82.703 28.0957 26.012 83.63 28.4462 26.028 

Mandrill 11.597 20.5485 103.801 30.417 24.865 73.053 25.8463 24.713 103.801 30.417 24.865 

2600 

Lady 0.9887 25.2349 2.3487 10.611 24.451 15.098 11.9622 25.912 43 14.8931 28.838 

WomanDarkHair 3.0743 20.8759 47.8966 26.4071 28.423 47.58 26.3707 28.435 44 25.7209 28.493 

I06 3.3248 19.6843 52.0432 23.9424 27.107 50.524 23.5761 27.132 50.819 23.5999 27.281 

Lena 4.5025 19.855 63.216 24.2587 27.195 65 24.5917 27.199 63.726 24.4509 27.2 

Board 6.0455 18.7322 73 22.0966 23.658 75.598 22.5739 23.668 75.048 22.4301 23.698 

I13 6.2467 20.5233 74.9848 22.1354 26.260 75.935 22.2013 26.191 75.213 22.5847 26.261 

LivingRoom 6.5968 20.041 78.5514 23.8295 25.51 82 24.4238 25.512 78.436 23.787 25.57 

Mandrill 11.382 19.6209 100.451 26.1791 24.308 72.045 22.5894 24.322 83 23.8904 24.365 

3100 

Lady 0.9901 24.5231 -1.1945 9.3747 24.321 11.523 10.5359 25.819 40 13.2466 29.024 

WomanDarkHair 3.027 20.177 43.674 22.3196 27.926 43.361 22.2835 27.985 41 21.8922 28.119 

I06 3.5269 18.9928 45.997 19.767 26.501 45.624 19.5671 26.663 51.407 20.223 26.614 

Lena 4.4182 19.1324 58.8572 20.8946 26.767 62 21.2741 26.724 59.31 20.8339 26.785 

Board 6.339 18.0201 73.3508 19.8109 23.235 69 19.2277 23.228 73.601 19.7984 23.266 

I13 6.356 19.8108 75.473 19.4415 25.622 74.423 19.4445 25.992 74.337 19.5426 25.874 

LivingRoom 7.2327 19.2983 78.6463 21.3184 25.078 77.193 21.1876 25.087 76 20.8615 25.121 

Mandrill 12.095 18.9053 99.2916 23.3454 23.803 62.725 19.2675 23.891 79 21.0759 23.956 

3600 

Lady 0.9953 23.9122 -5.5841 8.2428 24.029 7.0173 9.2931 25.582 36 11.8257 28.94 

WomanDarkHair 3.1719 19.5572 40.9514 19.5081 27.608 40.641 19.6611 27.589 37 18.9953 27.672 

I06 3.6442 18.3526 43.3436 17.2142 26.201 43.221 16.8099 26.204 49.012 17.5012 26.254 

Lena 4.5715 18.5216 55.6266 18.2715 26.398 56.18 18.363 26.464 56.18 18.363 26.464 

Board 6.3707 17.4144 68.9511 17.4682 22.829 69.161 17.6717 22.837 65 17.0354 22.845 

I13 6.4014 19.0212 70.3316 17.9968 25.596 70.44 17.2634 25.526 72.256 17.1994 25.598 

LivingRoom 7.1453 18.7005 73.5582 18.6148 24.753 72.328 18.5073 24.736 72 18.5868 24.797 

Mandrill 11.821 18.2575 93.7692 20.7329 23.4 60.474 17.1004 23.621 73.55 18.5456 23.6257 

4100 

Lady 0.9971 23.4004 11.1116 7.1373 23.456 1.4499 8.1364 25.193 35 10.8747 29.183 

WomanDarkHair 3.2227 19.0674 35.9893 16.9639 27.374 35.689 16.9408 27.299 35.9893 16.9639 27.374 

I06 3.618 17.7216 38.2526 14.7722 25.921 38.221 14.7677 24.999 44.098 15.2344 25.923 

Lena 4.7283 17.9916 51.3807 16.1424 26.11 52.024 16.1452 26.118 52.024 16.1452 26.118 

Board 6.3188 16.8767 63.0227 15.4386 22.472 63.297 15.4994 22.455 57 14.8499 22.531 

I13 6.3904 18.7049 64.2214 15.9697 25.455 64.031 15.0996 25.402 60.215 15.0027 25.491 

LivingRoom 7.9094 18.1322 72.0373 16.8162 24.427 68.422 16.5037 24.457 66 16.2858 24.465 

Mandrill 12.867 17.733 91.5761 18.8708 23.045 44.941 14.2858 23.313 67 16.3813 23.372 
 

 

TABLE 1: Summary of results obtained with different 512×512 speckled images using the proposed 
adaptive spatial filter. 
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          (a)                                    (b) 

 

FIGURE 8: (a) CDF of the loss in PSNR due to logarithmic (dotted line) and polynomial (solid line) 
approximations. (b) Logarithmic (dashed line) and polynomial (solid line) approximations as defined in (11) 

and (12). 

Table 2, 3, 4 and 5 show a comparison of the Lee filter, standard (NLOOK=ENL) Kuan filter, 
Gamma filter, Frost filter, Enhanced Frost filter, and the proposed enhanced Kuan filter using both 
the logarithmic and polynomial approximations with a speckle noise of Gaussian, Uniform, 
Rayleigh and Exponential distributions respectively.  
 
The same is performed for different images of different edge percentage and the results were 
approximately similar.  It can be clearly seen that the performance of the filters is affected by the 
noise distribution. For the examples shown in Tables 2-5, the Lee multiplicative filter performs 
better than the Enhanced Frost filter with Uniformly distributed noise, and worse with Gaussian 
noise, the Kuan filter gives better results than the Lee multiplicative filter except for the case with 
NLOOK=ENL (where this latter parameter is not adjusted). Depending on the noise distribution, 
either of the approximations (logarithmic or polynomial) can outperform the other in Kuan filtering 
with adjusted NLOOK parameter. 
 
In tables 2-5, it can also be observed that the best PSNR is obtained with either the Gamma MAP 
filter or the proposed (modified) Kuan filter, whereas the Frost and enhanced Frost filters 
preserve image features more than other filters as it can be noticed from CoC values.  

 
 PSNR S/MSE CoC ENL 

Gaussian noise     

Noisy image 19.2482 13.5918 0.1781 13.3615 

Lee multiplicative filtered image 26.9749 21.3185 0.3028 98.0283 

Kuan filtered image(NLOOK=ENL) 22.8675 17.2111 0.1155 31.6124 

K.filtered image (Log. approximation) 27.2248 21.5685 0.3106 106.6198 

K.filtered image  

(Poly. approximation) 
27.2389 21.5826 0.3154 110.6581 

Gamma filtered image 28.1836 22.5272 0.3892 233.4135 

Frost filtered image 26.3968 20.7404 0.4225 233.3297 

Enhanced Frost filtered image 27.0823 21.4259 0.4394 240.8940 
 

TABLE 2: Comparison of speckle noise filtering techniques on a 512×512 Lena image corrupted by a 
Gaussian speckle noise using an 11×11 window size. 
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 PSNR S/MSE CoC ENL 

Uniform noise     

Noisy image 19.1606 13.5042 0.1760 13.1826 

Lee multiplicative filtered image 27.5563 21.9000 0.3348 131.8801 

Kuan filtered image(NLOOK=ENL) 23.0604 17.4040 0.1210 33.0601 

K.filtered image (Log. approximation) 27.7578 22.1015 0.3420 144.8634 

K.filtered image 

(Poly. approximation) 
27.7968 22.1405 0.3403 145.0305 

Gamma filtered image 27.3011 22.0448 0.3034 127.2049 

Frost filtered image 26.4070 20.7506 0.4214 135.5507 

Enhanced Frost filtered image 27.0527 21.3963 0.4454 127.7399 
 

TABLE 3: Comparison of speckle noise filtering techniques on a 512×512 Lena image corrupted by a 
Uniform speckle noise using an 11×11 window size. 

 
 PSNR S/MSE CoC ENL 

Rayleigh noise     

Noisy image 19.4281 13.7718 0.1760 13.7621 

Lee multiplicative filtered image 27.1461 21.4898 0.3158 106.4877 

Kuan filtered image(NLOOK=ENL) 23.1365 17.4802 0.1256 34.0457 

K.filtered image (Log. approximation) 27.3290 21.6726 0.3200 117.1893 

K.filtered image 

(Poly. approximation) 
27.3523 21.6960 0.3236 116.7191 

Gamma filtered image 28.2304 22.5741 0.3979 230.0371 

Frost filtered image 26.3868 20.7305 0.4231 240.8726 

Enhanced Frost filtered image 27.0836 21.4272 0.4576 234.4497 
 

TABLE 4: Comparison of speckle noise filtering techniques on a 512×512 Lena image corrupted by a 
Rayleigh speckle noise using an 11×11 window size. 

 
 PSNR S/MSE CoC ENL 

Exponential noise     

Noisy image 20.0551 14.3987 0.1746 15.3187 

Lee multiplicative filtered image 25.9639 20.3076 0.2597 67.2103 

Kuan filtered image(NLOOK=ENL) 23.2500 17.5936 0.1368 34.4915 

K.filtered image (Log. approximation) 27.2178 21.5614 0.3689 173.9484 

K.filtered image 

(Poly. approximation) 
27.1044 21.4480 0.3684 169.5444 

Gamma filtered image 26.9633 21.2070 0.3179 101.6422 

Frost filtered image 26.3943 20.7380 0.4299 238.9131 

Enhanced Frost filtered image 27.0939 21.0376 0.4584 239.3688 
 

TABLE 5: Comparison of speckle noise filtering techniques on a 512×512 Lena image corrupted by an 
Exponential speckle using an 11×11 window size. 

 
Table 6 shows a comparison between the proposed adaptive Kuan filter and the basic and 
enhanced versions of Lee, Kuan, and Frost filters using five different images. It can be noticed 
that the optimal Kuan filter yields the highest PSNR, with the drawback of performing several filter 
runs in order to tune the filter to yield the best possible output quality. Furthermore, by setting the 
NLOOK parameter to ENL, Lee and Frost filters outperform the Kuan filter in their basic and 
enhanced versions. Moreover, our proposed solution approaches the performance of the optimal 
Kuan filter, with a negligible PSNR loss, and outperforms the basic and enhanced Lee and Frost 
filters, for all the speckled test images used in the filtering process.  
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PSNR   WomanD.H. Pirate Lena CameraMan LivingRoom 

Noisy image 19.55 20.02 19.42 20.1 19.9 

Lee  25.39 25.91 27.14 26.01 26.2 

Frost 23.69 25.08 26.38 25.9 25.89 

Enhanced Lee 25.61 26.01 27.30 26.78 26.88 

Enhanced Frost 25.47 25.60 27.08 26.12 26.18 

Kuan 23.34 24.21 24.02 24.92 25.1 

Kuan (poly. approximation) 25.78 26.57 27.35 26.95 27.21 

Kuan (log. approximation) 25.88 26.59 27.33 26.89 27.1 

Kuan (optimal NLOOK) 25.92 26.70 27.44 27.11 27.35 
 

TABLE 6: PSNR obtained with different despeckling filters using images of 512×512 size and an 11×11 
filtering window. 

 

It is important to note that in the literature [13, 14, 37], the Block Matching and 3D filtering (BM3D) 
algorithm is tested on images corrupted by additive noise. Moreover, the method's different 
parameters should be adequately chosen (depending on the noise strength, image size and 
percentage of edge pixels etc) in order to perform well dealing with speckle noise. Those 
parameters are the reference block size, the searching window size, the number of similar 
patches in the 3D block and the shrinking threshold. Therefore, finding the optimal set of 
parameters dealing with speckle noise is a very difficult task and choosing a non-optimal set of 
parameters usually fails to outperform traditional despeckling filters. On the contrary, the 
proposed adaptive filer can automatically estimate the suitable ENL parameter which will be used 
to spatially smooth the approximation image in the wavelet domain without need for many filter 
runs with different parameters. 
 
Figure 9 shows a real spine lumbar MRI image obtained from [42], filtered with Enhanced Frost, 
Enhanced Lee, and the proposed adaptive Kuan filter using the polynomial approximation. A 
visual inspection of the results shows that all the filters succeed to reduce speckle noise and 
result in a pleasant visual appearance, preserving edges and contours. However, compared to 
our proposed solution, the enhanced Lee and Frost filters show over-blurred images.  

 
FIGURE 9: Spine lumbar MRI image [42]. Top left: original (noisy) image. Top right: Enhanced Frost filtered 
image. Bottom left: Enhanced Lee filtered image. Bottom right: result of filtering with our proposed solution 

using the polynomial approximation. A 13×13 window size is used for all the results. 
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Figure 10 shows a real cardiac catheterization speckled image obtained from [43], filtered with 
the enhanced versions of Frost and Lee and with the proposed Kuan filter (polynomial 
approximation).  It can be observed that all the filters succeed to reduce speckle noise. However, 
the proposed adaptive Kuan filter outperforms the enhanced Frost and enhanced Lee filters in 
edge preservation. In other words, the Kuan filter with the proposed polynomial approximation 
yields visually better performance with the resulting image efficiently smoothed, while significantly 
preserving image details. 

 

 

FIGURE 10: Cardiac catheterization image [43]. Top left: original (noisy) image. Top right: Enhanced Frost 
filtered image. Bottom left: Enhanced Lee filtered image. Bottom right: result of filtering with our proposed 

solution using the polynomial approximation. A 13×13 window size is used for all the results. 

4.2     Performance of the Hybrid Wavelet-Spatial Despeckling Filter 
This section deals with implementing the proposed hybrid wavelet-spatial domain filer. First, 
wavelet denoising with one decomposition level is applied on the 25 images of TID2013 database 
[39], each corrupted by 5 different levels of Gaussian speckle noise, then the results are 
compared to the same algorithm but using our enhanced Kuan filter to smooth the approximation 
image before wavelet reconstruction. We also apply wavelet denoising with the number of 
decomposition levels determined dynamically as proposed earlier, and compare the results to the 
same algorithm but using our enhanced Kuan filter to smooth the approximation image before 
wavelet reconstruction. Finally, the proposed enhanced Kuan filter is applied to the approximation 
image in each reconstruction level. Table 7 presents the gains (average, minimum, maximum, 
and standard deviation) with respect to the noisy image using different evaluation metrics (PSNR, 
CoC and ENL). It can be noticed that a Kuan smoothing on the approximation image with one 
decomposition level leads to an increase of 6.12 dB in average PSNR compared to 4.88  dB 
without the approximation image smoothing. 
 
It is important to note that Kuan smoothing on the last decomposition level does not result in any 
significant enhancement. In fact, the smoothing strength of our adaptive Kuan filter depends on 
the NLK_AD parameter determined dynamically, which is very high in the approximation image of 
the last level, due to repetitive smoothing at every decomposition. Therefore, W ≈ 1 (in (5)) and 
no filtering is performed in this case. Moreover, a Kuan smoothing filter on the approximation 
image of each level before reconstruction, leads to an increase of 0.2 dB in average PSNR 
compared to the case where approximation smoothing is performed only at the last 
decomposition level, without blurring the denoised image, which is obviously seen from the CoC 
metric.  
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Gaussian noise 

Gains with respect to the noisy image 

PSNR CoC ENL 

AVG MIN MAX STD AVG MIN MAX STD AVG MIN MAX STD 

1L without Kuan 

smoothing 
4.8808 3.0946 5.996 0.6681 0.0863 0.0143 0.0999 0.0121 21.2313 18.224 24.956 1.6711 

1L with Kuan 

smoothing 
6.1168 4.8226 6.9996 0.5514 0.0836 0.014 0.1089 0.013715 41.3668 29.2124 49.224 2.8868 

Dynamic without 

Kuan smoothing 
7.1225 5.826 7.9986 0.5538 0.1142 0.0543 0.971 0.079 60.0037 30.4054 65.2006 4.4478 

Dynamic with Kuan 

smoothing on the 

last level 

7.1228 5.8206 7.9991 0.5534 0.1153 0.0599 0.9174 0.0744 60.0042 30.4023 65.2505 4.4484 

Dynamic with Kuan 

smoothing on all 

reconstructed levels 

7.3229 5.9146 8.2906 0.556 0.1132 0.0443 0.9121 0.0742 64.7011 40.4054 72.3504 4.5485 

 

TABLE 7: Evaluation metrics for wavelet-based denoising with and without Kuan smoothing. Sym1 wavelets 
and BayesShrink threshold selection technique are used. 

 

4.3     Performance Evaluation for the Proposed Complexity Reduction Algorithm 
In this section, the proposed accelerated algorithm is tested with different scenarios. Figure 11 
shows an example of the denoising results obtained using the Lena image corrupted by a 
Gaussian speckle of variance 3100, Haar, db4, sym4, and bior6.8 wavelets, Soft and Hard 
VisuShrink and BayesShrink.  
 
The algorithm results in two wavelet decomposition levels. The first and second columns of 
Figure 11 show the images obtained with one and two decomposition levels respectively. It can 
be seen that two decomposition levels give better performance than one decomposition level as 
expected. In addition, Universal Soft and Hard thresholding give more pleasant results than 
BayesShrink.  
 
The same work is done with different standard test images, different noise variances and 
distributions, different thresholding methods, different wavelet types and families and using 
different decomposition levels, with images from [38, 39]. From our intensive test scenarios, we 
observed that a “best” denoising setup using wavelets cannot be generalized. In other words, 
there is no one optimal threshold selection technique and wavelet type that always give the best 
performance; performance depends on the wavelet thresholding algorithm, the wavelet family, the 
noise variance, the number of decomposition levels and the noisy image itself. 
 
In the purpose of studying the complexity gain and PSNR loss when we stop at the estimated 
number of decomposition levels denoted L_opt_algo, we apply 10

4
 times wavelet denoising on 

the images from TID2013 database [39] corrupted by five different levels of multiplicative 
Gaussian speckle noise, using BayesShrink threshold selection, ‘sym1’ wavelet type and different 
number of decomposition levels.  
 
Figure 12 shows the histogram of the difference between the number of decomposition levels that 
yields the highest PSNR (i.e. to which we refer as “optimal”) and the number  L_opt_algo 
obtained with our proposed method. It can be observed that 49% of the time, our algorithm 
successfully determines optimal number of levels whereas it performs 1 additional level for 11% 
of the time, and one and two levels less than the optimal number for 23% and 17% of the time, 
respectively. It is important to mention that these numbers could vary with a different dataset or 
simulation setup, but they give a general overview of the behavior of the proposed algorithm. As a 
result of erroneously estimating the optimal number of decomposition levels, some PSNR loss is 
incurred.   
 
Figures 13 and 14 respectively show the histogram and the cumulative density function (CDF) of 
the PSNR loss due to the proposed algorithm. It can be observed that the loss does not exceed 
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0.04 dB and thus, can be considered as negligible. Therefore, the proposed acceleration 
algorithm has a good performance in terms of robustness against PSNR loss.  
 
Figure 13 shows that there exists only 2% of no loss (loss of 0 dB), whereas Figure 12 indicates 
that 49% of the images should have no loss, which could seem contradictory; in fact, referring to 
Figure 14, we notice that the PSNR loss is less than 0.01dB for 49% of the images, which can be 
explained to be due to numerical rounding errors in computer simulations and therefore the 
results in Figures 13 and 14 are not contradictory but rather consistent with those in Figure 12. 

     

    

   

   
FIGURE 11: Denoising using wavelets. 1

st
 row: original image (left), speckled image (right). 2

nd
, 3

rd
 and 4

th
 

row: db4 wavelet denoised images using the Universal Threshold with soft thresholding, the Universal 
Threshold with hard thresholding and with BayesShrink. Results obtained with one decomposition level are 

on the left and those obtained using two decomposition levels are on the right. 
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FIGURE 12: Histogram of the difference between L_opt_algo and the optimal number of decomposition 
levels.  

 
FIGURE 13: Histogram of the PSNR loss when using the acceleration algorithm. 

 

FIGURE 14: CDF of the PSNR loss when using the acceleration algorithm. 

The advantage of the acceleration algorithm is the gain in complexity while keeping the PSNR 
loss negligible. In the purpose of analyzing this gain, the CPU time usage is computed for a 
number of ‘sym1’ wavelet decomposition levels followed by BayesShrink thresholding and the 
corresponding wavelet reconstruction. Figure 15 shows the processor time usage (average of 
100 runs) on a 2 GHz Intel Core 2 Duo CPU, for images from the TID2013 database [39], 
corrupted by 5 levels of multiplicative Gaussian speckle noise. The figure shows that one could 
save 0.12 microseconds per pixel by performing one decomposition level instead of two, and 0.10 
microseconds per pixel for two levels instead of three. The incremental gain exponentially 
decreases as the number of decomposition levels increases, which is expected due to the size of 
the approximation image that is exponentially reduced (by a power of 2 in each dimension) for 
each additional level.   
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FIGURE 15: CPU time usage according to the number of decomposition levels. 

 
5. CONCLUSION 
We have proposed a hybrid wavelet-spatial denoising algorithm based on two-stage processing. 
An automatic parameter selection technique for the spatial Kuan filter is proposed in the first 
stage, which is later used to spatially smooth the approximation image of the wavelet coefficients 
in the second stage. An acceleration algorithm for wavelets computation is also proposed. It 
consists in selecting a suitable number of wavelet decomposition levels yielding near-optimal 
performance and eliminating the need for additional and unnecessary decomposition levels. 
 
The procedures have been materialized on a set of different images under different conditions. In 
order to evaluate the quality of the results, objective metrics were used besides subjective ones 
identifying the method's capacity in reducing speckle noise. The obtained results quality was 
highly encouraging, in terms of speckle reduction and image characteristics preservation, and 
proved that the proposed acceleration algorithm is advantageous in complexity gain which 
suggests that further research in this direction could be promising, in particular in the optimal 
choice of the decomposition level where spatial smoothing can be performed on the 
approximation component.  
 
The evaluation of repetitive runs of the spatial optimized filter is of our interest, to verify whether it 
allows for better noise suppression or reduction while critically preserving edges and texture. 
Moreover, it is known that smoothing is usually performed in a pre-processing phase before edge 
detection. In the proposed algorithm, edge detection was performed for the purpose of 
smoothing. Therefore, we propose the use of our enhanced Kuan filter recursively for the sake of 
edge detection. Finally, we aim at reinforcing the use of the proposed algorithm to enhance the 
performance of the BM3D denoising algorithm, leaving this perspective an open discussion for 
future considerations. 
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Abstract 
 
Content Based Image Retrieval (CBIR) is an important step in addressing image storage and 
management problems. Latest image technology improvements along with the Internet growth 
have led to a huge amount of digital multimedia during the recent decades. Various methods, 
algorithms and systems have been proposed to solve these problems. Such studies revealed the 
indexing and retrieval concepts, which have further evolved to Content-Based Image Retrieval. 
CBIR systems often analyze image content via the so-called low-level features for indexing and 
retrieval, such as color, texture and shape. In order to achieve significantly higher semantic 
performance, recent systems seek to combine low-level with high-level features that contain 
perceptual information for human. Purpose of this review is to identify the set of methods that 
have been used for CBR and also to discuss some of the key contributions in the current decade 
related to image retrieval and main challenges involved in the adaptation of existing image 
retrieval techniques to build useful systems that can handle real-world data. By making use of 
various CBIR approaches accurate, repeatable, quantitative data must be efficiently extracted in 
order to improve the retrieval accuracy of content-based image retrieval systems. In this paper, 
various approaches of CBIR and available algorithms are reviewed. Comparative results of 
various techniques are presented and their advantages, disadvantages and limitations are 
discussed.  . 
 
Keywords: Content-based Image Retrieval, Semantics, Feature Extraction. 

 
 
1. INTRODUCTION 
Content Based Image Retrieval (CBIR) is a challenging task. Current research works attempt to 
obtain and use the semantics of image to perform better retrieval. Image database management 
and retrieval has been an active research area since the 1970s [1]. The term Content-based 
image retrieval was originated in 1992, when it was used by T. Kato to describe experiments into 
automatic retrieval of images from a database, based on the colors and shapes present. Since 
then, this term has been used to describe the process of retrieving desired images from a large 
collection on the basis of syntactical image features. With the rapid increase in computer speed 
and decrease in memory cost, image databases containing thousands or even millions of images 
are used in many application areas [2] such as medicine, satellite imaging, and biometric 
databases, where it is important to maintain a high degree of precision. With the growth in the 
number of images, manual annotation becomes infeasible both time and cost-wise. Content-
based image retrieval (CBIR) is a powerful tool since it searches the image database by utilizing 
visual cues alone. CBIR systems extract features from the raw images themselves and calculate 
an association measure (similarity or dissimilarity) between a query image and database images 
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based on these features. CBIR is becoming very popular because of the high demand for 
searching image databases of ever-growing size. Since speed and precision are important, we 
need to develop a system for retrieving images that is both efficient and effective.  
 
Image retrieval has been an extremely active research area over the last 10 years, but first review 
articles on access methods in image databases appeared already in the early 80s [3]. CBIR 
systems retrieve images from that database which are similar to the query image. Primarily 
research in Content Based Image Retrieval has always focused on systems utilizing color and 
texture features [4]. There has also been some work done using some local color and texture 
features. These account for Region Based Image Retrieval (RBIR) [5]. There are three important 
feature components for content based image retrieval [6]. The most common are color   [7, 8], 
texture [9, 10]and shape [11, 12] or combinations of these. These features are combined to 
achieve higher retrieval efficiency [8]. In content-based image retrieval (CBIR), the image 
databases are indexed with descriptors derived from the visual content of the images. Most of the 
CBIR systems are concerned with approximate queries where the aim is to find images visually 
similar to a specified target image. In most cases the aim of CBIR systems is to replicate human 
perception of image similarity [13].The outline of the content based image retrieval system is 
shown in Figure 1. 
 

 
 

FIGURE 1:  CBIR System and Its Various Components. 
 
The process of CBIR consists of the following stages: 
 
Image acquisition: It is the process of acquiring a digital image.  
 
Image Database: It consists of the collection of n number of images depends on the user range 
and choice.  
 
Image preprocessing: To improve the image in ways that increases the chances for success of 
the other processes. The image is first processed in order to extract the features, which describe 
its contents. The processing involves filtering, normalization, segmentation, and object 
identification. Like, image segmentation is the process of dividing an image into multiple parts. 
The output of this stage is a set of significant regions and objects.  
 
Feature Extraction: Features such as shape, texture, color, etc. are used to describe the content 
of the image. The features further can be classified as low-level and high-level features. In this 
step visual information is extracts from the image and saves them as features vectors in a 
features database .For each pixel, the image description is found in the form of feature value (or a 
set of value called a feature vector) by using the feature extraction .These feature vectors are 
used to compare the query with the other images and retrieval. 
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Similarity Matching: The information about each image is stored in its feature vectors for 
computation process and these feature vectors are matched with the feature vectors of query 
image (the image to be search in the image database whether the same image is present or not 
or how many are similar kind images are exist or not) which helps in measuring the similarity. 
This step involves the matching of the above stated features to yield a result that is visually 
similar with the use of similarity measure method called as Distance method. Here is different 
distances method available such as Euclidean distance, City Block Distance, Canberra Distance.  
      
Retrieved images: It searches the previously maintained information to find the matched images 
from database. The output will be the similar images having same or very closest features [14] as 
that of the query image.  
 
User interface: This governs the display of the outcomes, their ranking, and the type of user 
interaction with possibility of refining the search through some automatic or manual preferences 
scheme [15]. 
 
1.1. Challenges of CBIR Systems 
There could be many challenges faced by a CBIR system such as: 

• The issue related to the Semantic gap where it means the lack of coincidence between 
the information that one can extract from the visual data and the interpretation that the 
same data have for a user in a given situation. The user wants to seek semantic 
similarity, but the database can only provide similarity by data processing. 

• The expectation of users for huge amount of objects to search among.  
• Sometimes incompleteness query specification seems to be a challenge. 
• Incomplete image description is also a source of challenge to an efficient CBIR system. 

 
1.2. Search Options for CBIR Systems 
Since the early 1990s, content-based image retrieval has become a very active research area. 
Both commercial and research image retrieval systems, have been built. Most image retrieval 
systems support one or more of the following options: 

• Random browsing 
• Search by example 
• Search by sketch 
• Search by text (including key word or speech) 
• Navigation with customized image categories. 

Today, there is the provision of a rich set of search options, but in practical applications which 
involves actual users still need systematic studies to explore the trade-offs among the different 
options mentioned above. Here, we will select a few representative systems and highlight their 
distinct characteristics. [15] 
 
1.3. Real World Requirements 
Building real-world systems involve regular user feedback during the development process, as 
required in any other software development life cycle. Not many image retrieval systems are 
deployed for public usage, save for Google Images or Yahoo! Images (which are based primarily 
on surrounding meta-data rather than content). There are, however, a number of propositions for 
real-world implementation. For brevity of space we are unable to discuss them in details, but it is 
interesting to note that CBIR has been applied to fields as diverse as Botany, Astronomy, 
Mineralogy, and Remote sensing [16, 17, 18, 19]. With so much interest in the field at the 
moment, there is a good chance that CBIR based real-world systems will diversify and expand 
further. Implementation of an IRM-based [20] publicly available similarity search tool on an on-line 
database of over 800,000 airline-related images [21] etc. Screen-shots can be seen in Fig. 2 and 
Fig. 3 respectively Based on our experience with implementing CBIR systems on real- world data 
for public usage, we list here some of the issues that we found to be critical for real-world 
deployment.  
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Performance: The most critical issue is the quality of retrieval and how relevant it is to the 
domain-specific user community. Most of the current effort is concentrated on improving 
performance in terms of their precision and recall. 
Semantic learning: To tackle the problem of semantic gap faced by CBIR, learning image 
semantics from training data and developing retrieval mechanisms to efficiently leverage 
semantic estimation are important directions.  
Volume of Data: Public image databases tend to grow into unwieldy proportions. The software 
system must be able to efficiently handle indexing and retrieval at such scale.  
Heterogeneity: If the images originate from diverse sources, parameters such as quality, 
resolution and color depth are likely to vary. This in turn causes variations in color and texture 
features extracted. The systems can be made more robust by suitably tackling these variations. 
Concurrent Usage: In on-line image retrieval systems, it is likely to have multiple concurrent 
users. While most systems have high resource requirements for feature extraction, indexing etc., 
they must be efficiently designed so as not to exhaust the host server resources. Alternatively, a 
large amount of resources must be allocated.  
Multi-modal features: The presence of reliable meta- data such as audio or text captions 
associated with the images can help understand the image content better, and hence leverage 
the retrieval performance. On the other hand, ambiguous captions such as “wood” may actually 
add to the confusion, in which case the multi-modal features together may be able to resolve the 
ambiguity.  
User-interface: As discussed before, a greater effort is needed to design intuitive interfaces for 
image retrieval such that people are actually able to use the tool to their benefit.  
Operating Speed: Time is critical in on-line systems as the response time needs to be low for 
good interactivity. Implementation should ideally be done using efficient algorithms, especially for 
large databases. For computationally complex tasks, off-line processing and caching the results 
in parts is one possible way out. System Evaluation: Like any other software system, image 
retrieval systems are also required to be evaluated to test the feasibility of investing in a new 
version or a different product. The design of a CBIR benchmark requires careful design in order 
to capture the inherent subjectivity in image retrieval. One such proposal can be found in [22]. 
 
The machine learning algorithm predicts the category of the query image which is nothing but the 
semantic concept of the query image. Hence instead of finding similarity between the query 
image and all the images in database, it is found between the query image and only the images 
belonging to the query image category. Also when the entire database is searched, the retrieval 
result contains images of various categories. 
 
1.4. Existing CBIR Systems 
Some of the existing CBIR systems [16] are as follows: 
1.  QBIC or Query by Image Content It is the first commercial content based retrieval system. 
 This system allows users to graphically pose and refine queries based on multiple visual 
 properties such as color, texture and shape. It supports queries based on input images, user-
 constructed sketches, and selected colour and texture patterns. 
2.  VisualSEEK and WebSEEK VisualSEEk is visual feature search engine and WebSEEk is a 
 World Wide Web oriented text/image search engine, both of which are developed at 
 Columbia University. 
3.  Virage Virage is content based image search engine developed at Virage Inc.It supports color 
 and spatial location matching as well as texture matching.  
4.  NeTra This system uses color, shape, spatial layout and texture matching, as well as image 
 segmentation. 
5.  MARS or Multimedia Analysis and Retrieval System, this system makes use of colour, spatial 
 layout, texture and shape matching. 
6.  Viper or Visual Information Processing for Enhanced Retrieval .This system retrieves images 
 based on color and texture matching. 
7.  The img (Anaktisi) is a CBIR system on the web based on various descriptors which includes 
 powerful color and texture features. The img (Anaktisi) provides different ways to search and 
 retrieve them. 
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FIGURE 2: (a) Searching Image on COIL-20 Database  (b) Searching Aircraft Images on Airlines.net 
     database 

 
2. CURRENT CBIR TECHNIQUES 
Existing general-purpose CBIR systems roughly fall into three categories depending on the 
approach to extract features i.e., histogram, color layout, and region-based search. There are 
also systems that combine retrieval results from individual algorithms by a weighted sum 
matching metric [23], or other merging schemes [24]. 
 
2.1. Global Feature Based CBIR Systems 
Some of the existing CBIR systems extract features from the whole image not from certain 
regions in it; these features are referred to as Global features. Histogram search algorithms [25] 
characterize an image by its color distribution or histogram. Many distances have been used to 
define the similarity of two color histogram representations. Euclidean distance and its variations 
are the most commonly used. The drawback of a global histogram representation is that 
information about object location, shape and texture is discarded. Color histogram search is 
sensitive to intensity variations, color distortions, and cropping. Color histogram search is 
sensitive to intensity variations, color distortions, and cropping. In simple color layout indexing 
[25], images are partitioned into blocks and the average color of each block is stored. Thus, the 
color layout is essentially a low resolution representation of the original image. However, as with 
pixel representation, although information such as shape is preserved in the color layout 
representation, the retrieval system cannot perceive it directly. Color layout search is sensitive to 
shifting, cropping, scaling, and rotation because images are described by a set of local properties 
[24]. Image retrieval using color features often gives disappointing results, because in many 
cases, images with similar colors do not have similar content. This is due to the fact that global 
color features often fails to capture color distributions or textures within the image. 
 
D. Zhang [26] proposed a method combining both color and texture features to improve retrieval 
performance. By computing both the color and texture features from the images, the database 
images are indexed using both types of features. During the retrieval process, given a query 
image, images in the database are firstly ranked using color and features. Then, in a second step, 
a number of top ranked images are selected and re-ranked according to their texture features.                    
Two alternatives are provided to the user, one is the retrieval based on color features, and the 
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other is retrieval based on combined features. When the retrieval based on color fails, the user 
will use the other alternative which is the combined retrieval. Since the texture features are 
extracted globally from the image. 
 
2.2. Region Based CBIR Systems 
Region-based retrieval systems attempt to overcome the deficiencies of global feature based 
search by representing images at the object-level. A region-based retrieval system applies image 
segmentation to decompose an image into regions, which correspond to objects if the 
decomposition is ideal [27]. The object-level representation is intended to be close to the 
perception of the human visual system (HVS). Since the retrieval system has identified what 
objects are in the image, it is easier for the system to recognize similar objects at different 
locations and with different orientations and sizes. Region- based retrieval systems include the 
Natra system [28], and the Blobworld system [29]. 
 
The Natra and the Blobworld systems compare images based on individual regions. The 
motivation is to shift part of the comparison task to the users. To query an image, a user is 
provided with the segmented regions of the image and is required to select the regions to be 
matched and also attributes, e.g., color and texture, of the regions to be used for evaluating 
similarity. Such querying systems provide more control to the user. However, the user's semantic 
understanding of an image is at a higher level than the region representation. 
 
Natsev et al. considered the similarity model WALRUS [30], which is a robust model for scaling 
and translation of objects within an image. Each image is first decomposed into regions. The 
similarity measure between two images is then defined as the fraction of the area of the two 
images covered by matching regions. However, WALRUS focuses on the development of a fast 
and effective segmentation method instead of an image-to-image similarity measure. 
Consequently, region matching should be necessary before image matching. The authors 
proposed a greedy heuristic for computing the similar region pair set with the maximum area. The 
basic idea is to iteratively choose the best pair of matching regions that maximizes the area 
covered by the regions. In [31], the mean shift algorithm is used for segmentation of images and 
interested regions are indexed using cluster-based tree to increase the efficiency of the retrieval 
process. However, this system uses only color as image signature, which is sensitive to shifting, 
cropping, scaling, and rotation. Region based image retrieval [32] uses low-level features 
including color, texture, and edge density. For color, the histogram of image regions are 
computed, for texture co- occurrence matrix based entropy, energy, etc, are calculated, and for 
edge density it is Edge Histogram Descriptor (EHD) that is found. To decrease the retrieval time 
of images, an idea is developed based on greedy strategy to reduce the computational 
complexity.  
 
Li and Wang et al [33], proposed the Integrated Region Matching (IRM) algorithm, which allows 
matching a region of one image to several regions of another image to measure the similarity 
between images i.e. the region mapping between any two images is a many-to-many relationship. 
As a result, the similarity between two images is defined as the weighted sum of distances in the 
feature space, between all regions from different images. Compared with retrieval systems based 
on individual regions, such as Blobworld, the IRM approach decreases the impact of inaccurate 
segmentation by smoothing over the imprecision in distances. 
 
Fuzzy Club [34] addresses the issue of effective and efficient content based image retrieval by 
presenting an indexing and retrieval system that integrates color, texture, and shape information 
for the indexing and retrieval, and applies these region features obtained through unsupervised 
segmentation, as opposed to applying them to the whole image domain. Fuzzy Club emphasizes 
improving on a color feature “inaccuracy” problem in the region based literature that is color 
histogram bins are not independent. Fuzzy Club first segments an image into regions of 4x4 
blocks and extracts color and texture features on each block. The k-means algorithm is used to 
cluster similar pixels together to form a region. The Lab color space is used to extract color 
features and Haar wavelet transform is used to extract three texture features. A secondary 
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clustering is performed to reduce query processing time. Regions with similar features are 
grouped together in the same class. 
 
3. FEATURE EXTRACTION 
Feature extraction is a means of extracting compact but semantically valuable information from 
images. This information is used as a signature for the image. Similar images should have similar 
signatures. If we look at the image shown in Figure 4, the white color and the texture of the 
building are characteristic properties. In a similar way, the sky can be described by its blue color. 
Furthermore, we can take the size of the objects in the image into account. Representation of 
images needs to consider which features are most useful for representing the contents of images 
and which approaches can effectively code the attributes of the images. Feature extraction of the 
image in the database is typically conducted off-line so computation complexity is not a significant 
issue. This section introduces three features: texture, shape, and color, which are used most 
often to extract the features of an image. 
 
3.1. Colour 
One of the most important features visually recognized by humans in images is color. Humans 
tend to distinguish images based mostly on color features. Because of this, color features are the 
most widely used in CBIR systems and the most studied in literature. Color is a powerful 
descriptor that simplifies object identification, and is one of the most frequently used visual 
features for content-based image retrieval. To extract the color features from the content of an 
image, a proper color space and an effective color descriptor have to be determined. The 
purpose of a color space is to facilitate the specification of colors. Each color in the color space is 
a single point represented in a coordinate system. Several color spaces, such as RGB, HSV, CIE 
L*a*b, and CIE L*u*v, have been developed for different purposes [35]. Although there is no 
agreement on which color space is the best for CBIR, an appropriate color system is required to 
ensure perceptual uniformity. 
 

     
 

FIGURE. 3. (a) Image Properties              (b) Sample Image             (c) Colour Histogram of Sample Image 
 

Therefore, the RGB color space, a widely used system for representing color images, is not 
suitable for CBIR because it is a perceptually non-uniform and device-dependent system [36]. 
After selecting a color space, an effective color descriptor should be developed in order to 
represent the color of the global or regional areas. Several color descriptors have been 
developed from various representation schemes, such as color histograms [37], color moments 
[38], color edge [39], color texture [40], and color correlograms [41]. 

 
3.2. Colour Histogram 
The most commonly used method to represent color feature of an image is the color histogram. A 
color histogram is a type of bar graph, where the height of each bar represents an amount of 
particular color of the color space being used in the image [35]. The bars in a color histogram are 
named as bins and they represent the x-axis. The number of bins depends on the number of 
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colors there are in an image. The number of pixels in each bin denotes y-axis, which shows how 
many pixels in an image are of a particular color. The color histogram can not only easily 
characterize the global and regional distribution of colors in an image, but also be invariant to 
rotation about the view axis. 
 
In color histograms, quantization is a process where number of bins is reduced by taking colors 
that are similar to each other and placing them in the same bin. Quantizing reduces the space 
required to store the histogram information and time to compare the histograms. Obviously, 
quantization reduces the information regarding the content of images; this is the tradeoff between 
space, processing time, and accuracy in results [41]. Color histograms are classified into two 
types, global color histogram (GCH) and local color histogram (LCH). A GCH takes color 
histogram of whole image and thus represents information regarding the whole image, without 
concerning color distribution of regions in the image. In the contrary, an LCH divides an image 
into fixed blocks or regions, and takes the color histogram of each of those blocks. LCH contains 
more information about an image, but when comparing images, it is computationally expensive. 
GCH is known as a traditional method for retrieving color based images. Since it does not include 
color distribution of the regions, when two GCHs are compared, one might not always get a 
proper result when viewed in terms of similarity of images [42]. An example of a color histogram 
in the HSV color space can be seen with the image in Figure 6. 

3.3.  Texture 
Texture definitions are based on texture analysis methods and the features extracted from the 
image. However, texture can be thought of as repeated patterns of pixels over a spatial domain, 
of which the addition of noise to the patterns and their repetition frequencies results in textures 
that can appear to be random and unstructured. Texture properties are the visual patterns in an 
image that have properties of homogeneity that do not result from the presence of only a single 
color or intensity. The different texture properties as perceived by the human eye are, for 
example, regularity, directionality as shown in figures (a) to (d). 
 
In real world scenes, texture perception can be far more complicated. The various brightness 
intensities give rise to a blend of the different human perception of texture as shown in figures (e) 
& (f). Image textures have useful applications in image processing and computer vision. They 
include: recognition of image regions using texture properties, known as texture classification, 
recognition of texture boundaries using texture properties, known as texture segmentation, 
texture synthesis, and generation of texture images from known texture models. Since there is no 
accepted mathematical definition for texture, many different methods for computing texture 
features have been proposed over the years. Unfortunately, there is still no single method that 
works best with all types of textures. According to Manjunath and Ma [44], the commonly used 
methods for texture feature description are statistical, model-based, and transform-based 
methods. The texture feature description categories are explained below. 

 

         
               (a)Regular                                    (b) Irregular                          (c) Directional                               
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            (d) Non Directional                          (e) Complex texture 1               (f) Complex texture 2             

                                   
FIGURE. 4.  (a) to (d): Simple Textures Images;  (e) to (f): Complex Textures Images 

 
(i) Statistical Methods: 
Statistical methods analyze the spatial distribution of grey values by computing local features at 
each point in the image, and deriving a set of statistics from the distribution of the local features. 
They include co- occurrence matrix representation, statistical moments, gray level differences, 
autocorrelation function, and grey level run lengths. The most commonly used statistical method 
is the Gray-level Co-occurrence Matrix (GLCM) [45]. It is a two-dimensional matrix of joint 
probabilities between pairs of pixels, separated by a distance, d, in a given direction, r. It is 
popular in texture description and is based on the repeated occurrence of some gray level 
configuration in the texture; this configuration varies rapidly with distance in fine textures and 
slowly in coarse textures. Haralick [45] defined 14 statistical features from gray-level co-
occurrence matrix for texture classification, such as energy, entropy, contrast, maximum 
probability, autocorrelation, and inverse difference moment. Gray-level co-occurrence matrix 
method of representing texture features has found useful applications in recognizing fabric 
defects and in rock texture classification and retrieval [46]. 
 
(ii) Model Based Approaches: 
Model-based texture methods try to capture the process that generated the texture. By using the 
model-based features, some part of the image model is assumed and an estimation algorithm is 
used to set the parameters of the model to yield the best fit [47]. To describe a random field, 
assume the image is modeled as a function f (r, ω), where r is the position vector representing the 
pixel location in the 2-D space and ω is a random parameter. Once a specific texture ω is 
selected, f (r, ω) is an image, which is a function over the 2-D grid indexed by r. Function f (r, ω) 
is called as a random field. There are currently three major model based methods: Markov 
random fields by Dubes and Jain [48], fractals by Pentland [49], and the multi-resolution 
autoregressive features introduced by Mao and Jain [50]. 
 
(iii) Transform Domain Features: 
The word transform refers to a mathematical representation of an image. There are several 
texture classifications using transform domain features in the past, such as discrete Fourier 
transform, discrete wavelet transforms, and Gabor wavelets. On the other hand, wavelet analysis 
breaks up a signal into shifted and scaled versions of the original wavelet (mother wavelet), which 
refers to decomposition of a signal into a family of basis functions obtained through translation 
and dilation of a special function. Moments of wavelet coefficients in various frequency bands 
have been shown to be effective for representing texture [46]. Gabor filter (or Gabor wavelet) has 
been shown to be very efficient. Manjunath and Ma [44] have shown that image retrieval using 
Gabor features outperforms that using other transform features. 
 
3.4. Shape 
One of the common used features in CBIR systems is the shape. Shape of an object is the 
characteristic surface configuration as represented by the outline or contour. Shape recognition is 
one of the modes through which human perception of the environment is executed. It is important 
in CBIR because it corresponds to region of interests in images. Shape feature representations 
are categorized according to the techniques used. They are boundary-based and region-based 
[50]. In region based techniques, all the pixels within a shape are taken into account to obtain the 
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shape representation. Common region based methods use moment descriptors to describe 
shape [51]. Region moment representations interpret a normalized gray level image function as a 
probability density of a 2-D random variable. The first seven invariant moments, derived from the 
second and third order normalized central moments, are given by Hu [52]. Comparing with region 
based shape representation; contour based shape representation is more popular. Contour 
based shape representation only exploits shape boundary information. Simple contour-based 
shape descriptors include area, perimeter, compactness, eccentricity, elongation, and orientation. 
Complex boundary-based descriptors include Fourier descriptors, grid descriptors, and chain 
codes [42]. In our proposed system, we do not consider shape features during similarity distance 
computation. Including shape feature in the proposed system is one of our future works. 
 
3.5. Shape Features 
Shape information can be 2D or 3D in nature, depending on the application. The three shape 
descriptors are: Region Shape, Contour Shape and Shape 3D. 2D shape descriptors, the Region 
Shape and Contour Shape descriptors are intended for shape matching. They do not provide 
enough information to reconstruct the shape nor to define its position in an image. These two 
shape descriptors have been defined because of the two major interpretations of shape similarity, 
which are contour-based and region-based. Region Shape and Contour Shape descriptors as 
well as the Shape 3D descriptor are described in more detail below. 
 
(i) Region Shape 
The shape of an object may consist of a single region or a set of regions as well as some holes in 
the object. Since the Region Shape descriptor, based on the moment invariants [53], makes use 
of all pixels constituting the shape within a frame, it can describe any shape. The shape 
considered does not have to be a simple shape with a single connected region, but it can also be 
a complex shape consisting of holes in the object or several disjoint regions. The advantages of 
the Region Shape descriptor are that in addition to its ability to describe diverse shapes efficiently 
it is also robust to minor deformations along the boundary of the object. The feature extraction 
and matching processes are straightforward. Since they have low order of computational 
complexities they are suitable for shape tracking in the video sequences [54]. 
 
(ii) Contour Shape 
The Contour Shape descriptor captures characteristics of a shape based on its contour. It relies 
on the so-called Curvature Scale-Space (CSS) [55] representation, which captures perceptually 
meaningful features of the shape. The descriptor essentially represents the points of high 
curvature along the contour (position of the point and value of the curvature). This representation 
has a number of important properties, namely, it captures characteristic features of the shape, 
enabling efficient similarity-based retrieval. It is also robust to non-rigid motion [53, 54]. 
 
3.6. Similarity Measure 
The similarity between two images is defined by a similarity measure. Selection of similarity 
metrics has a direct impact on the performance of content-based image retrieval. The kind of 
feature vectors selected determines the kind of measurement that will be used to compare their 
similarity [23]. If the features extracted from the images are presented as multi-dimensional 
points, the distances between corresponding multi-dimensional points can be calculated. 
Euclidean distance is the most common metric used to measure the distance between two points 
in multi-dimensional space [56]. For other kinds of features such as color histogram, Euclidean 
distance may not be an ideal similarity metric or may not be compatible with the human perceived 
similarity. Histogram intersection was proposed by Swain and Bllard [57] to find known objects 
within images using color histograms.  
 
3.7. Indexing Structures 
When manipulating massive databases, a good indexing is a necessity. Processing every single 
item in a database when performing queries is extremely inefficient and slow. When working with 
text-based documents, creating good indexes is not very difficult. Next, in-depth processing only 
needs to be done with these documents. When searching for images, however, this approach is 
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much more difficult. Raw image data is non-indexable as such, so the feature vectors must be 
used as the basis of the index. Popular multi-dimensional indexing methods include the R-tree 
and the R*-tree algorithms [23]. The Self Organizing Map (SOM) is also one of the indexing 
structures [58]. The SOM is trained to match the shape of the data in the feature space. After the 
training, the closest node in the SOM is calculated for every image in the database. When a 
query is done, the first thing to be done is to calculate the closest SOM node, also known as the 
best matching unit (BMU), to the query image’s feature vector. When this is done, we know which 
images in the database are the closest to the query image. 
 
4. IMAGE REGION MOMENTS 
Image moments and their functions have been utilized as features in many image processing 
applications, viz., pattern recognition, image classification, target identification, and shape 
analysis. Moments of an image are treated as region-based shape descriptors. Among region-
based descriptors, moments are very popular. These include invariant moments, Zernike 
moments and Legendre moments. 
 
4.1. Invariant Moments 
Invariant moments or geometric moments are the simplest moment functions with the 
basis ( , ) .p q

pq x y x yϕ = The geometric moment function pqm of order ( )p q+ is defined by                                       
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The geometric central moments that are invariant to translation are defined by 
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The seven invariant moments are given by the following equations 
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Invariant moments are invariant to translation, rotation and scaling [59, 60]. 
 
4.2. Zernike Moments 
Zernike Moments (ZM) is orthogonal moments and can be used to represent shape content of an 
image with minimum amount of information redundancy [69, 70]. Orthogonal moments allow for 
accurate reconstruction of the image, and makes optimal utilization of shape information. Zernike 
Moments (ZM) are widely used in CBIR as shape descriptors [18, 19]. Z Zernike moments are 
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derived from the orthogonal Zernike polynomials. Hence, it is an orthogonal moment. The Zernike 
moments are given by 

( , ) ( cos , sin ) ( ) exp( )nm nm mnV x y V r r R jmθ θ γ θ= =     (10)      
( )mnR γ is the orthogonal radial polynomial, and is given by 
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The Zernike moments for the image ( , )f x y are defined by equation 
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Zernike moments are invariant to rotation, translation and scaling. Also they are robust to noise 
and minor variations in shape. But the computational complexity of Zernike moments is high 
[59,61]. 
 
4.3. Legendre Moments 
Legendre moments use Legendre polynomials as the kernel function. The two-dimensional 
Legendre moments of order ( )p q+ for an image ( , )f x y are defined by equation 

1 1

1 1

(2 1)(2 1) ( ) ( ) ( , )
4pq p q

p qL P x XP y f x y dxdy
− −

+ +
= ∫ ∫ , [ 1,1]x y∈ −                                  (13)                                 

where the Legendre polynomial ( )pP x of order ' 'p  is given by the equation  
 

0

1 ( )( ) ( 1)
! [ ]

p kp k
z

p
k

p k xP x
p k p kzp k

z z

−

=

⎛ ⎞
⎜ ⎟+⎜ ⎟= −

− +⎜ ⎟⎡ ⎤ ⎡ ⎤
⎜ ⎟⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠

∑                                            (14) 

 
 
The Legendre moments described in equation (11) can be expressed in discrete form by  

1 1

0 0
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= =

= ∑∑                                                  (15) 

Where 2
(2 1)(2 1) ; &pq i i

p q x y
N

λ + +
= are the normalized pixel coordinates and are given by             

22
1& 1

1 1
ji

i ix y
N N

= − = −
− −

                                                          (16) 

  
 
4.4. Exact Legendre Moments 
Legendre Moments (LM) are continuous and orthogonal moments, they can be used to represent 
an image with minimum amount of information redundancy. Many algorithms are developed for 
the computation of LM [71, 72, 73], but these methods focus mainly on 2D geometric moments. 
When they are applied to a digital image, a numerical approximation is necessary. Error due to 
approximation increases as the order of the moment increases. An accurate method for 
computing the Exact Legendre Moments (ELM) proposed by Hosney [74]. 
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5. DISTANCE MEASURES 
Distance measures are used for comparing the similarity of two images. There are different kinds 
of similarity measurements like Euclidean distance, histogram intersection, Bhattacharya distance 
and Mahalanobis distance for CBIR applications. 
 
5.1. Euclidean Distance 
Let p be the query image and t  be the target image and let ( )q qp z  and ( )t tp z   be their 
respective probability densities. The Euclidean distance between the query image and the target 
image is given by equation  

                                 2

1

( , ) ( )
n

Ece i i i i
i

D q t q t
=

= −∑                                                    (17) 

In Euclidean distance, the least value of distance measure indicates the similarity [62, 63, 64]. 
 
5.2. Histogram Intersection 
It is a distance measure for comparing histograms. It calculates the common part of the two 
histograms, and neglects the features occurring in a single histogram. The histogram intersection 
of two histograms [65] H and 'H is calculated using equation 

'
' '

1
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M

mm
m

d H H H H∩
=

=∑                                                    (18) 

5.3. Bhattacharya Distance 
The Bhattacharya Distance measures the similarity between two discrete or continuous 
probability distributions. A popular distance of similarity between two Gaussian distributions is the 
Bhattacharya distance. The Bhattacharya distance [66] between the query image q and the target 
image t in the database is given by equation 

21( , ) ( ) [ ] ( )
2

( / 2
1
2

q tT
Bhat q t q t

q t
n

q t

D q t
g

l

µ µ µ µ−

−

= − −

−

+

∑ ∑

∑ ∑

∑ ∑

                                                          (19) 

   

Where qµ and tµ are the mean vectors 
q
∑ and 

t
∑ are the covariance matrices of the query 

image q and the target image t, respectively [67, 68]. 
 
5.4. Mahalanobis Distance 
The Mahalanobis Distance is based on the correlations between variables, and is used to analyze 
various patterns. It is useful in determining the similarity between an unknown sample set and a 
known one. The unknown sample set is the query image, and the known set is the images in the 
database. The Mahalanobis distance between the query image q and the target image t is given 
by equation following equation [66].   
 

          
2
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Satish Tunga, D.Jayadevappa & C.Gururaj 
 

International Journal of Image Processing (IJIP), Volume (9) : Issue (3) : 2015                                           140 

6. MACHINE LEARNING TECHNIQUES 
The high level semantic features are derived from the image database with the help of machine 
learning techniques. There are two types of machine learning techniques i.e. supervised machine 
learning technique and unsupervised machine learning technique.  
 
6.1. Supervised Machine Learning Techniques 
Neural networks, Decision trees, and Support Vector Machines (SVMs) are some of the 
supervised machine learning techniques, which learn the high level concepts from low-level 
image features. The supervised machine learning techniques perform the classification process 
with the help of the already categorized training data. For the training data, the input (low level 
image features) and the desired output is already known. Hence, given a query image, the low 
level features are extracted and it is given as input to any one of the machine learning algorithms 
which is already trained with the training data. The machine learning algorithm predicts the 
category of the query image which is nothing but the semantic concept of the query image. Hence 
instead of finding similarity between the query image and all the images in database, it is found 
between the query image and only the images belonging to the query image category. Also when 
the entire database is searched, the retrieval result contains images of various categories. But 
when the machine learning techniques are used, since the query image‘s category (semantic 
concept) is predicted, the retrieval results will contain the images belonging to that category 
alone. 
 
6.1.1. Neural Network 
Neural networks are also useful in concept learning. The low level features of the segmented 
regions of the training set images are fed into the neural network classifiers, to establish the link 
between the low level image features and high level semantics. The disadvantage of this method 
is that it requires a large amount of training data, and is computationally intensive [75, 76, 77]. 
When the query image feature vector is presented to the neural network, it gives its semantic 
concept. 
 
6.1.2. Support Vector Machine  
Support Vector Machines (SVMs) are supervised learning methods [78, 79] used for image 
classification. It views the given image database as two sets of vectors in an ‘ n ’ dimensional 
space and constructs a separating hyper plane that maximizes the margin between the images 
relevant to query and the images not relevant to the query. SVM is a kernel method and the 
kernel function used in SVM is very crucial in determining the performance. 
 
The basic principle of SVMs is a maximum margin classifier. Using the kernel methods, the data 
can be first implicitly mapped to a high dimensional kernel space. The maximum margin classifier 
is determined in the kernel space and the corresponding decision function in the original space 
can be non-linear [80]. The non-linear data in the feature space is classified into linear data in 
kernel space by the SVMs. The aim of SVM classification method is to find an optimal hyper 
plane separating relevant and irrelevant vectors by maximizing the size of the margin (between 
both classes). 
 
Image classification or categorization is a machine learning approach and can be treated as a 
step for speeding-up image retrieval in large databases and to improve retrieval accuracy. 
Similarly, in the absence of labelled data, unsupervised clustering is also found useful for 
increasing the retrieval speed as well as to improve retrieval accuracy. Image clustering 
inherently depends on a similarity measure, while image classification has been performed by 
different methods that neither require nor make use of similarity measures [81]. 
 
6.1.3. SVM-Binary Decision Tree 
The SVM-BDT takes advantage of the efficient computation of the binary tree architecture, and 
the high classification accuracy of the SVMs. Here, (N-1) SVMs are needed to train an N class 
problem. For the construction of the SVM-BDT, first, the semantic template of each of the 
categories or classes is found. The Euclidean distance between the semantic templates of each 
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of the N classes is the N × N distance matrix. Two classes that have the largest Euclidean 
distance are assigned to each of the two clustering groups. The semantic template of these two 
classes is the cluster center of the two groups. The cluster center is updated to the semantic 
template of the newly added class. All the classes are assigned to one of the two possible groups 
of classes. The process continues, until there is only one class per group. The SVM binary 
classifier is used to train the samples in each non leaf nodes of the decision tree [68]. During the 
testing time, the feature vector of the query image is given as input to the SVM-BDT, and only 

2[log ]N classifiers are consulted during the testing time. 

 
 

FIGURE 8: SVM-BDT for 10 Category Image Set. 
 
The SVM-BDT predicts the label (semantic category) of the query image. Hence, the similarity 
distance between the query image and the predicted category images are computed and the 
images with least distance are retrieved. An example of a 10- class SVM-BDT is shown in Figure 
8. For SVM-based image classification, recent work shows that the radial basis kernel function 
(RBF) works well, when the relation between the class labels and attributes is nonlinear [62]. 
 
6.1.4. Bayes Classifiers 
Bayes classifiers are used in text retrieval systems. Since ten years, CBIR community is 
transposing them to image retrieval [85, 66]. Bayes binary classifiers use the class-conditional 
likelihood associated with class ( | )cP X c to compute the mapping function ( )g x of an input 
vector .x  

                ( 1,1)( ) arg max ( | ) ( )cg x P X c P c∈ −=                                           (21) 

Because we have no prior assumption on the size of a class, we assume that 1(1) ( 1)
2

p p= − =  

once ( )g x is computed the relevance function ( )f x may be expressed as follows. 
                           ( ) ( | ) ( )f x p x c g x= =                                                              (22) 

To estimate the probability density function, we use a kernelized version of Parzen windows: 

             
{ | }

1( | )
{ ( } ( , )

ii i i y c i
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=

= ∑
                                              (23) 

where K(., .) is a kernel function. 
 
6.1.5. k-Nearest Neighbors 
This classification method has been used successfully in image processing and pattern 
recognition. For instance, in competition with neural networks, linear discriminant analysis (and 
others), kNearest Neighbors performed best results on pixel classification tasks [87]. The k-NN 
algorithm is one among the simplest of all machine learning algorithms. K-nearest neighbor 
algorithm (KNN) is also involved into our CBIR system. Based on the training result, KNN is 
applied for the query data images. KNN helps to classify the input data; also it fixes the code 
book which means the training result can be self-adapted. k-Nearest Neighbors classifiers 
attempt to directly estimate ( )f x using only the k nearest neighbors of .x In a small database ,a 
simple sequential scan is usually employed for k nearest – neighbor (KNN) search. But for large 
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data set, efficient indexing algorithms are imperative. High dimensional data is increasingly in 
many common fields. As the number of dimensions increase, many clustering techniques begin 
to suffer from the curse of dimensionality, degrading the quality of the results.  
 
6.2. Unsupervised Machine Learning Techniques 
Unsupervised learning refers to the problem of trying to find hidden structure in the unlabeled 
data. It has no measurements of outcome, to guide the learning process. Image clustering is a 
typical unsupervised learning technique. It groups the sets of image data in such a way, that the 
similarity within a cluster should be maximized, and the similarity between different clusters must 
be minimized [82].  
 
K-means clustering aims to partition the given n observations into k clusters. The mean of each 
cluster is found and the image is placed in a cluster, whose mean has the least Euclidean 
distance with the image feature vector. Parallel techniques for K-means are developed that can 
largely accelerate the algorithm [89], [90], [91]. In high dimensions, data becomes very sparse 
and distance measures become increasingly meaningless. Paper [88] reviewed the literature on 
parsimonious models and Gaussian models from the most complex to simplest which yields a 
method similar to the K Means approach. N Cut clustering is used to cluster the database images 
into different semantic classes.  A set of n images is represented by a weighted undirected graph 
represents image. 

 
CBIR based  on Visual Contents 

Sl. 
No. Papers Features Approaches Limitations 

1 W. Niblack et al. 
[92] 

 
 

Colour 
 
 

Histogram and colour moments 
Query image is an unknown 
image, then the retrieval 
performance is poor 

2 Chad Carson et al. 
[93] Region Histogram 

Result in the mismatch of 
the retrieval process when 
the image‘s orientation, and 
position or scales are 
altered. 

3 J. Sawhney & 
Hefner et al. [94] Colour Histogram 

Similarity measure is 
extended to retrieve the 
texture regions from a 
database of natural images. 

4 Stricker & Orengo 
[95] Colour Moment 

Semantically relevant 
images will be retrieved 
with amount of time 
 

5 Michel Orega et al. 
[96] 

 
 
 
 
 

Shape 
 
 
 
 
 
 
 

Fourier Transform 

The user gives feedback 
and the query image 
information becomes a new 
cluster 

6 F. Mokhtarian et al. 
[97] 

Curvature Scale Space 

Given a query image, the 
user has to select the 
region of interest from the 
query image 

7 
Sougata 

Mukherjea et al. 
[98] 

Template Matching 

Images from the history of 
the user access patterns, 
and the access frequencies 
of the images in the 
database. 
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8 
Furnikaza 

Kanehara et al. 
[99] 

 
 
 

Shape 

Convex Parts 

The feedback can be got 
from the user again and 
again, till the user is 
satisfied with the results. 

9 Pentland et al. 
[100] 

Elastic Deformation of 
Templates 

The similarity distance is 
found between the query 
image and the images 
belonging to the predicted 
cluster alone. 

10 
 

J. R. Smith et al. 
[101] 

Texture 

Wavelet Transform 
All the classes are assigned 
to one of the two possible 
groups of classes. 

 
11 

S. Michel et al. 
[102] 

Edge Statistics 
 
 

 
Due to the complex 
distribution of the image 
data, the k-means 
clustering often cannot 
separate images 
 
 

12 B. S Manjunath et 
al. [103] Gabor Filters 

The machine learning 
predicts the category of the 
query image 

13 
George 

Tzaglarakis et al. 
[104] 

Statistical 
The query image belongs to 
the class for which the 
membership is very large 

The Semantic Gap In Image Retrial 

Sl. 
No. 

Papers Techniques Approaches Limitations 

14 S. F Chang et al. 
[109] 

Semantic 
Template Semantic Visual Template 

Texture descriptors contain 
features derived from co-
occurrence matrices 

15 Yang et al. [105]  
 
 

Relevance 
Feedback 

 
 
 
 
 
 
 
 

Relevance 
Feedback 

Semantic Feedback Mechanism 

Lower retrieval precision by 
introducing the semi-
supervision to the non-
linear Gaussian-shaped 
RBF relevance feedback 
 

16 Rege et al. [106] 
Multiuser relevance feedback 

(User centered semantic 
hierarchy) 

System is said to be 
efficient if semantic gap is 
minimum. 
 

17 Liu et al. [107] Semantic manifold 

Bridging the semantic gap 
between the low-level 
features and the high-level 
semantics 

18 
Janghy Yoon & 

Nikil Jayant et al. 
[108] 

Multimedia model feedback 

Descriptors based on color 
representation might be 
effective with a data set 
containing black and white 
images. 

19 I notes [110] Manual User Annoted region Retrieval application is 
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specialized for a certain, 
limited domain, the smaller 
the gap can be made by 
using domain knowledge. 

20 Face book [111] User Annoted region/object 
The resulting segments can 
be described by shape 
features 

21 Google user 
labella [112] User Annoted whole image 

Often, the performance of a 
retrieval system with 
feedback 

22 Brad Shaw et al. 
[113] 

Semiautomat
ic 

Bayer Probability 
Probabilistic retrieval form 
is the use of support vector 
machines 

23  
Ghoshot [114] Co-occurrence model 

Background complication 
and independent of image 
size and orientation 

24 Ilaria et al. [115] Graph based link 
Cannot be used to 
differentiate objects with 
different sizes or shapes. 

25 Huang et al. [116] 

Automatic 

Decision tree 
Line contents of images can 
be used to represent 
texture of the image. 

26 Feng & Chan [117] Bootstrapping 
Statistical approaches do 
not exploit the sensitivity of 
the human visual system to 
textures. 

27 Gao et al. [118] Latent Semantic analysis 

The characterization 
consists of local 
autocorrelation of 
coefficients in each 
subband.  

28 Mori et al. [119] Hidden Markov model 
descriptor can tackle not 
only rotation but also small 
non-rigid deformation 

29 P. L Standchey et 
al. [120] 

 
 

Object 
Ontology 

 
 
 

Object 
Ontology 

 

Colour representation ontology 

It is extremely difficult to 
describe high level 
semantic 
concepts with image 
features only 
 

30 V. Mezaris [121] High level concept ontology A query system integrating 
multiple query seeds 

31 Huan Wang [122] Multimodality ontology 
Could accommodate any 
number of features in a 
modular and extensible 
way.  

 
TABLE 1: Performance Comparison of Various CBIR Techniques. 

 
( , ), {1,2,..., }G v E V n= = and edges {( , ) / ,E i j i j V= ∈  
{( , ) / ,E i j i j V= ∈ are formed between every pair of nodes. The weight ijw of an edge ( , )i j is an 

image. The system displays the image clusters and adjusts the model of similarity measure 
according to user feedbacks [83].  
 
Fuzzy clustering models provide a promising solution to the clustering problem. The Fuzzy c-
means (FCM) clustering is the most widely used fuzzy clustering algorithm. This algorithm is 
based on an iterative optimization of a fuzzy objective function. The degree of membership of a 
data item to a cluster is between [0, 1]. For a given query image, the output of the FCM is the 
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membership value of the image with each of the K classes. The query image belongs to the class 
for which the membership value is high [62, 63, 84]. 
 
 

Hence the unsupervised learning algorithms takes the uncategorized image data as input and 
clusters those data into a number of categories by finding the hidden structure in the unlabelled 
data. The clustering algorithms divide the given data into n clusters and give cluster centers of 
each cluster. When a query image features are given to the clustering algorithm, it finds the 
distance between the query image and the entire cluster centers. 
 
7. COMPARISON OF VARIOUS CBIR METHODS 
The field of Content Based Image Retrieval has been an active research area for several 
decades and has been paid more and more attention in recent years as a result of the dramatic 
and fast increase in the volume of digital images. Many novel techniques have been proposed to 
tackle the challenges. However; all current CBIR systems suffer from insufficient generalization 
performance and accuracy as they are not able to establish a robust link or between image 
features and high-level concepts. In this section Table I summarize performance comparison of 
various CBIR techniques with respect to various components such as visual contents and 
semantic gaps. Table II gives comparison of various CBIR components used in various 
techniques with appropriate image data sets.   
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TABLE 2: Comparison of Various CBIR Components used in Various Components. 

 
 
 
 

Sl. 
No. Papers Data Set Distance measures Machine Learning 

1 
 

Rahman M.H. et 
al. [123] 

 
Brodatz 
database  

 
Normalized Euclidean 
distance  

Random walk with 
relevance feedback  
 

2 Saptadi et al. 
[61] MRI images Error tolerance distance 

 
R-Tree Data Structure 
 

3 
 

Felci Rajam et al. 
[63] 

COREL 
dataset 

Euclidean, 
Bhattacharya-Mahalanobis 

SVM Binary Decision 
Tree 

4 Lining et al. [124] COREL 
dataset Mahalanobis distance 

Generalized Biased 
Discriminant Analysis 
(GBDA) 

 
5 
 

Imtnan et al. 
[125] 

Vistex 
database, 
Outex 
database 

Kullback–Leibler(KL) 
divergence 

Parametric Spectral 
Analysis 

6 [Hatice et 
al.[126] 

Follicular 
Lymphoma, 
Neuroblasto
ma 

Correlation distance 
measure 

SVM, 
Nearest neighbor 
search 

 
7 
 

Ja-Hwung et al. 
[127] 

COREL 
dataset Weighted KNN search 

Navigation Pattern 
based Relevance 
Feedback 

8 Yu-Gang et al. 
[128] 

NUS-WIDE 
TRECVID 

Canberra distance 
 Semantic graph 

9 
 

Kuldeep et al. 
[129] 

 

Data set of 
MRI, CT-scan 
and X-ray 

Euclidean Distance 
Parallel implementation 
feature extraction and 
feature matching 

10 Felci et al. [68] Caltech 
Euclidean, 
Bhattacharya, 
Mahalanobis 

SVM-BDT, SCM 

 
11 
 

Wang Xing 
Yuan, [129] 

Public 
sources Weighted KNN search 

Navigation Pattern 
based Relevance 
Feedback 

 
12 
 

Samuel et al., 
[130] 

Oliva dataset, 
Caltech 
dataset 

l1- norm Random walk with 
relevance feedback 
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8. CONCLUSION 
This paper presents a brief survey on work related to the exciting fields of content-based image 
retrieval and provides a detailed review of the works carried out in this field. This paper also 
discusses the various methodologies used for extracting the salient low level features and various 
distance measures to find the similarity between images in reducing the semantic gap between 
the low level features and the high level semantic concepts. A discussion of various approaches 
of CBIR and comparison of various techniques with respect to data are also made. 

 
9. FUTURE RESEARCH 
This paper presents a comparative study of Content Based Image Retrieval Trends and the 
various approaches towards resolving some of the problems encountered in CBIR. One 
alternative is to use more sophisticated feature representations. Instead of using a purely data-
driven evaluation using basic image features, higher-level information about regions could be 
used. Since an image epitome provides a composite description of shape and appearance, it is 
possible to achieve a better measure of homogeneity/heterogeneity of the segments. One of the 
steps towards resolving the semantic information problem, when possible, prior knowledge, 
especially application-dependent knowledge, should be incorporated into an evaluation method 
so that the evaluation method knows the preferred characteristics of a segment. Different 
methods can be applied to include prior knowledge about a preferred features.  
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Abstract 

 

In this paper, digital watermarking technique using spread spectrum (SS) technology and 
adaptive DM (dither modulation) with the improved Watson perception model are applied for 
copyright protection of anaglyphic 3D images. The improved Watson perception model can 
well solve the problem that the slack do not change linearly as the amplitude scale. 
Experimental results show that the watermarking schemes provide resistance to Gaussian 
noise, salt and pepper noise, JPEG compression, constant luminance change and valumetric 
scaling; the scheme employing improved Watson perception model is better than the one 
using unimproved Watson perception model. Compared experiments with the works [4] and 
[19] were also carried out in experiments. On the other hand, the approach is not sensitive to 
the JPEG compression while the other based on QIM is not sensitive to constant luminance 
change and valumetric scaling. 
 
Keywords: Digital Watermarking, RGB, Anaglyphic 3D Images, Spread Spectrum (SS) 
Watermarking Technique, Quantization Index Modulation (QIM), Robust Watermarking. 

 

 

1. INTRODUCTION 
The digitization, storage, transmission and reproduction of multimedia resources have become 
very convenient. However, the accompanying piracy problem emerges increasingly. 
Therefore, digital watermarking technology is used to address this issue effectively at home 
and abroad. 
 
Spread spectrum (SS) technology in the 1950s originated in the communication system, and 
first used for military communications. It has the advantages of anti-interference, 
confidentiality, low density of power spectrum and high-precision measurement, so digital 
watermarking technology employing the spread spectrum principle has high robustness and 
security. The first digital watermarking algorithm (NEC algorithm) based on spread spectrum 
thought is proposed by Coxetal [1-8] in 1996. At present, watermarking algorithms based on 
spread spectrum have been applied to images, video, audio, text and other carriers, and the 
transformation also involves DWT, DCT and DFT. 
 
Quantization index modulation (QIM) is proposed by Chen and Wornell [9] originally. And they 
have improved the QIM by using Costa's ideas, resulting in distortion-compensated QIM, (DC- 
QIM) [10]. Recently, the specific QIM methods are dither modulation (DM) and spread 
transform dither modulation (STDM) [11]. The achievable watermarking algorithm of DC-QIM 
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is distortion-compensated dither modulation (DC-DM) [12]. Other watermarking algorithms 
using quantization are references [13-17]: quantize carrier data for embedding watermarking 
information; modify the carrier data according to quantized value and the watermarking to be 
embedded in order to achieve the embedding of watermarking information. 
 
In this paper, spread spectrum watermarking algorithms and quantization index modulation 
watermarking algorithm are used for anaglyphic 3D images.  

 

2. DIGITAI WATERMARKING SCHEME FOR ANAGLYPHIC 3D IMAGES 
BASED ON SPREAD SPECTRUM 

The human eyes get stereoscopic sense for the nuances of the objects seen by the left and 
right eye. To have three-dimensional sense from a planar image, the image must contain the 
information of two images with a certain parallax. The two images with optic difference will be 
sent to our left and right eyes by appropriate means respectively. 
 
Any pixel in the color image can be expressed and recorded using a set of RGB values. 
Generally, color images require information of at least three dimensions. The color image 
needs to be changed to a grayscale image when embedding watermarking image. After 
finishing embedding the watermarking image, the grayscale image should restore the original 
color image. Therefore, the paper has taken the following two decomposition methods: 
 
(1)The RGB is converted to YIQ, and the Y component is the equivalent of grayscale data. 
Only the value of gray-scale image is an integer from 0 to 255, but Y is the real number of 0 to 
1. At the same time, YIQ can restore the original RGB image. 
 
(2) The RGB is converted to RGg, the gray-scale component g replaces the blue component 
B, and the red component R and the green component G keep unchanged. Because the gray 

level is derived by B t+G q + Rp=g ∗∗∗ , where p=0.2989，q=0.5870， t=0.1140, then 

G)/tq-Rp-(g =B ∗∗ . 

 
Shannon summarized channel capacity formula from the information theory; the formula can 
be written by: 
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Where C represents the channel capacity; W is the channel bandwidth; 2

Xδ denotes signal 

power and 2

nδ means noise power. The formula shows the relationship between the ability of 

error-free transmission of information with channel SNR. The procedures of this watermarking 
algorithm for anaglyphic 3D images are as follows: watermarking is embedded in the maximal 
N frequency coefficients in the DCT domain; then modify the frequency coefficients to achieve 
the embedding of watermarking information, and we use the addition criterion [1-2]in this 
paper. The nature of watermarking algorithm based on SS determines that the original host 
image is needful for extracting the watermarking if the original meaningful watermarking 
information is embedded directly without pseudo-random sequence modulation. In order to 
achieve the blind extraction, the watermarking is modulated with pseudo-random sequence 
before embedding the watermarking image. After pseudo-random modulation, watermarking 
image is embedded into the DCT coefficients of 3D image synthesized by two images with 
certain optic differences. 
 
Figure 1 shows the watermarked image by use of the decomposition method (1) above; the 
original watermarking and extracted watermarking image are shown in Figure 2. RGB1 and 
RGB2 are the two images with optic difference. The NC values of extracting watermarking 
resisting various attacks is listed in Table 1, the watermarked image with PSNR = 41.8847. 
Where the mean and variance of Gaussian noise is zero and 0.001 respectively; density of salt 
and pepper noise is taken as 0.001; quality factor of JPEG is 80%. 
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(a)RGB1             (b)RGB2      (c)Anaglyphic 3D image     (d)Watermarked 3D image 
 

FIGURE1: Watermarked Image of The Scheme using SS Technology. 

 

                                     
 

(a)Original watermarking         (b)Arnold scrambling          (c)Extracted watermarking 
Image                         watermarking              

  

FIGURE 2: Extracted Watermarking Images of The Scheme using SS Technique. 

 
 

Attacks 
type  

No 
attack 

Gaussian 
noise 

Salt & 
pepper 
noise 

Shrink 
twice  

JPEG 
compression 

Median 
filtering 

Luminance 
change 

Valumetric 
scaling 

NC  1 0.9113 0.9679 0.9950 0.9921 0.9798 0.9967 0.8429 

                                       

TABLE 1: The NC Values For Extracted Watermarking After Attacks, PSNR=41.8847 dB. 

 
3. WATERMARKING SCHEME FOR ANAGLYPHIC 3D IMAGES BASED 

ON ADAPTIVE DM WITH THE IMPROVED WATSON PERCEPTION 
MODEL 

Quantization index modulation [9] means modulating one or a series of indexes by use of 
watermarking to be embedded, and then to quantify the carrier signal by means of 
corresponding quantizer or quantizer sequence. Quantization can be expressed by 

                               )
Δ

(Δ
x

roundy ∗=                                   (2) 

 
Where ∆ denotes that the quantization step, (.)round indicates rounding operation. For the 

binary watermarking, binary 0 and 1 correspond to two indexes, and the two indexes respond 
to two quantizers. The function of embedding watermarking can be expressed by 
 
                              ),;();( ∆= mXqmxS
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r
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                                   (3) 

 

Where ∆means the quantization step size; ),;( ∆mXq
r

r

denotes the m-th quantizer function with 

the quantization step size ∆ . In the processing of extracting the watermark, minimum distance 
decoding or maximum likelihood decoding [18] can be adopted. 
 

3.1  Dither Modulation (DM) 

DM is a special method of QIM. In order to embed information, dither value may be modulated 
by the watermarking having been embedded. All available watermarking information to be 
embedded will map to different dither values. Carrier signal after dither generate the 

synthesized signal by quantifying. In the case of the basic quantizer )(⋅q , embedding function 

can be expressed by 

                          
],[]),[)(()( kk bkdbkdkXqkS −+=
                         (4) 

 
Here, ],[ kbkd presents the k-th dither when the embedding watermarking bit is

kb ; )(⋅q denotes 

the quantizer; )(kX indicates the original signal; )(kS means the signal after quantization index 
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modulation. Suppose the embedding watermarking information is a binary sequence, the 

dither value )0,(kd is a pseudorandom signal usually chosen with a uniform distribution 

between ]
2

,
2

[
∆∆

− , but the dither )1,(kd should be selected according to the following formula: 
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3.2  Watson Perceptual Model 

Watson perception model, a visual fidelity model put forward by Watson in 1993 [14], based on 
the block discrete cosine transformation can estimate the perceptibility of images’ change.  
 

For Watson perception model, the original image is transformed by 8*8  blocks, and the 

luminance masking threshold is shown as formula (6). Where， Tα is a constant, usually the 

value is 0.649; 0,0C indicates the mean value of DC coefficients of the original image; 

],0,0[0 kC means the DC coefficient of the k-th block; ],[ jit is the sensitivity table defined by 

Watson perception model that reflecting sensitive degree of the human eyes to different 
frequency. 

Tα

L
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The expression of contrast masking threshold is shown in formula (7). The threshold estimates 
the slacks which mean the change range of each DCT block within the limits of JND. 

            )],,[],,[],,,[max(],,[ 3.07.0
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3.3  Watermarking scheme for anaglyphic 3D images based on adaptive DM with the 

improved Watson perception model 
In order to solve the problem that the slack do not change linearly as the amplitude scale, we 
modify luminance masking according to formula (8), and the improved slack shown as formula 

(9). When the image is scale β times, the luminance masking threshold and slack are 

respectively shown as formula (10) and (11). The operation result shows that the improved 
slack change linearly with the amplitude scale. Then the adaptive quantization step size can 
be set based on the improved slack. 
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According to the modified luminance masking threshold ],,[ kjitL
′ and slack ],,[ kjis′ , when the 

image is resized β times, the luminance masking threshold ],,[tL kji′ and slack ],,[ kjis′  are 

resized β times, too. 
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We employ the method of improved adaptive dither modulation and the decomposition method 
(2) mentioned above to embed the watermarking into the middle frequency coefficients in the 
DCT domain. The minimum distance detection is used to extract the watermarking. RGB1 and 
RGB2 are the two images with visual difference; Figure 3 shows the anaglyphic 3D image and 
watermarked anaglyphic 3D image; the original watermarking image and the extracted 
watermarking image are shown in Figure 4. PSNR and BER are as a function of image fidelity 
and accuracy of the extracted watermarking respectively. Table 2 shows the values of BER of 
extracted watermarking resistance to a variety of attacks when PSNR = 41.7612 dB. Where 
mean and standard deviation of Gaussian noise are zero and 0.01 respectively; density of salt 
and pepper noise is 0.001; quality factor of JPEG compression is 80%. 
 

 

                            
 

(a)RGB1               (b)RGB2      (c)Anaglyphic 3D image    (d)Watermarked 3D image 
 

FIGURE 3: Watermarked Image of The Scheme using Adaptive DM. 

 

                           
(a)Original watermarking image        (b)Extracted watermarking image 

 

FIGURE 4: Extracted Watermarking Images of The Scheme using Adaptive DM. 

 
 

Attacks 
type 

No 
attack 

Gaussian 
noise 

Salt & 
pepper 
noise 

JPEG 
Shrink 
twice 

Low-pass 
filtering 

Cutting 
Luminance 
change 

Valumetric 
scaling 

BER 0 0 0.0293 0 0.0195 0.0684 0.0205 0 0.0117 

 

TABLE 2: The BER values for extracted watermarking against attacks, PSNR=41.7612 dB. 

 
It can be seen from the figures and tables illustrated above have good performance in image 
fidelity and robustness against common signal processing or attacks. Therefore, the two 
schemes meet the requirements of digital watermarking scheme, which are practicable. 

 

4. SIMULATION AND CONTRAST EXPERIMENTS 
In order to denote the robustness of the watermarking schemes, we compare with robust 
performance of three schemes under the same attacks. Here, SS-3D is the watermarking 
scheme for anaglyphic 3D images based on the spread spectrum technique; DM-mW-3D 
means the watermarking scheme for anaglyphic 3D images based on adaptive DM with 
improved Watson perception model; DM-W-3D indicates the watermarking scheme for 
anaglyphic 3D images based DM with unimproved Watson perception model. In fairness, both 
of them employ decomposition method (1) above; adjust PSNR values of the watermarked 
images to 41.8 dB. Calculate the NC values of extracted watermark to measure the robustness 
performance. 
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Under the mean of 0 of additive Gaussian noise. The graph of NC values in the two schemes 
with Gaussian noise is demonstrated in Figure 5 (a) With the increase of standard deviation of 
additive Gaussian noise, NC values in scheme SS-3D degrade sharply while the change of NC 
values of scheme DM-mW-3D is stable slightly. Figure 5 (a) shows that the watermarking 
scheme SS-3D is more sensitive to the Gaussian noise than scheme DM-mW-3D. Scheme 
DM-mW-3D is more robust against Gaussian noise than scheme SS-3D. In addition, it is clear 
that resistance to noise of the scheme DM-mW-3D is better than scheme DM-W-3D. 
 
Figure 5 (b) shows the sensitivity of the two schemes to JPEG compression attack for a fixed 
PSNR of 41.8 dB. That is, we maintain fixed image fidelity. In this case, the sensitivity of 
watermarking schemes is tested. The performance of watermarking scheme DM-mW-3D is 
worse than the scheme SS-3D, but better than the scheme DM-W-3D. This shows that our 
improved scheme is necessary. Scheme SS-3D, for quality factors of less than 63%. Scheme 
SS-3D, the value of NC is greater than 0.95. There is still a good performance. However, NC 
values of the extracted watermarking in scheme DM-mW-3D descend sharply when the quality 
factors are less than 63%. The scheme SS-3D is not sensitive  to JPEG compression  noise. 
Because JPEG compression mainly affects the high frequency coefficients so the scheme 
SS-3D has larger embedded capacity in the medium-high frequency coefficients. Figure 5 (b) 
shows that the scheme DM-mW-3D for embedded capacity in the low frequency is larger than 
in high frequency. 
 
Figure 5(c) illustrates the sensitivity of the schemes to the addition/subtraction of a constant 
luminance value. Of course, the PSNR is fixed at 41.8 and NC is as a function of extracted 
watermarking. Watermarking scheme DM-mW-3D and DM-W-3D are significantly superior to 
scheme SS-3D, which is demonstrated in Figure 5 (c). Scheme SS-3D has a good 
performance only for variations of luminance change from -45 to 30, while scheme 
DM-mW-3D is not sensitive to constant luminance change. Compare the scheme SS-3D with 
DM-mW-3D, the scheme SS-3D attacking robustness of constant luminance changes less 

stable. This may be caused by the smaller quantization step length.（quantization step is 14） 

 
The curve of NCs of valumetric scaling are shown in Figure 5 (d). It can be found that the 
scheme DM-mW-3D is better than the scheme DM-W-3D. NC values of extracted 
watermarking of scheme DM-mW-3D are greater than the NC values of scheme SS-3D. 
What's more, scheme DM-mW-3D has a good robustness reflecting in the valumetric scaling 
factors from 0.8 to 1.8. While scheme SS-3D is extremely sensitive to valumetric scaling, and 
the change of NC values for extracted the watermark is sharp. 
 
In short, overall performance of our watermarking scheme for anaglyphic 3D images based on 
adaptive DM with improved Watson perception model is superior to the watermarking scheme 
for anaglyphic 3D images based DM with unimproved Watson perception model. The data 
analysis about that are performed in the following paragraph. 
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(a) The curve of NCs of additive white Gaussian     (b) The curve of NCs of JPEG quali noise for fixed 
for fixed PSNR of 41.8 dB.                      PSNR of 41.8 dB 
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(c) The curve of NCs of constant luminance        (d) The curve of NCs of volumetric scaling for 
change for fixed PSNR of 41.8 dB.                fixed PSNR of 41.8 dB. 
 

FIGURE 5: Robust Tests of Attacks. 

 
In addition, the contrast experiment between the scheme DM-mW-3D of our paper and the 
reference [4] and [19] was made; the watermarking scheme of reference [19] is used for video, 
but the video is incompressible as image sequences, so the comparison experiment is 
feasible. In the experiments, simulation tests on Gaussian noise, constant luminance change, 
JPEG compression and valumetric scaling are carried out respectively when the same 
watermarking invisibility is guaranteed, namely the values of PSNR are all about 41.8 dB, and 
the results are shown in Figs. 6(a), 6(b), 6(c) and 6(d). 
 
Figure 6 (a) shows that the resistance against Gaussian noise of the paper’s scheme is 
superior to reference [4] and [19]. Reference [4] is most sensitive to Gaussian interference 
while reference [19] has strong resistance only under the low intensity of Gaussian 
interference. With the increase of the attack strength, NC values of extracting the 
watermarking fall sharply. It can be seen in the Figure 6 (b) that the solution of our paper can 
extract the watermarking certainly when attack parameters of constant luminance change are 
between -80 and 80 while reference [4] can hardly extract the watermarking and reference [19] 
can extract the watermarking only the parameters about the attack between -65and 65. There 
is no doubt that the effect of scheme DM-mW-3D is better than reference [19] . 
 
Figure 6 (c) shows the results of JPEG compression attack, and the methods of our scheme 
and reference [19] perform better than reference [4]. It is regret that the performance of our 
scheme is not better than the one of reference [19] when strength of JPEG compression is 
larger.  
 

The curve of NCs of valumetric scaling are shown in Figure 6 (d). We found that the NC values 
of literature [4] fluctuate up and down with the increase of attack strength; that may be due to 
the image is saved as uint8 format and uint8 data format conversion is similar to the noise 
attack. In addition, NC values of reference [19] are all 1 when the scaling factors are between 
0.5 and 1.8, so we increased the attack strength. It can also extract the watermarking when the 
scaling factor is about 0.3, and NC value is 0.3256 when the scaling factor is 0.2, namely the 
watermarking have not been extracted. The resistance against JPEG compression attack of 
the paper is not stronger than reference [19], but also it has good performance for the 
compression factor exceed to 63, that means the scheme is effective within restricted attack 
strength. 
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(a) The curve of NCs of additive white Gaussian       (b) The curve of NCs of constant luminance 
noise for fixed PSNR of 41.8 dB.                     change for fixed PSNR of 41.8 dB. 
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  (c) The curve of NCs of JPEG quality                (d) The curve of NCs of valumetric scaling 
     for fixed PSNR of 41.8 dB.                         for fixed PSNR of 41.8 dB 
 

FIGURE 6: Comparison Experiment Results. 

 

5. CONCLUSIONS 
In this paper, we proposed two digital watermarking schemes for anaglyphic 3D images. The 
first one is watermarking scheme for anaglyphic 3D images based on SS. The results show 
that the watermarked anaglyphic 3D images have high fidelity, and the PSNR is up to 
41.8847dB. Under the premise of such high fidelity, this scheme has good robustness which 
could be against common signal processing or attack. This scheme has certain contribution to 
the copyright protection of stereo image. 
 
Secondly, another watermarking scheme for anaglyphic 3D images is based on adaptive DM 
with improved watson perception model. The modified gap can be used to calculate the 
adaptive quantization step size, and we apply this scheme to the watermarking technology for 
3D images. The experimental results demonstrate that watermarked 3D images still have 
satisfactory fidelity and good robustness as well. BER values of extracted watermarking 
resistance to Gaussian noise, salt and pepper noise, JPEG compression, constant luminance 
change and valumetric scaling are less than 0.07. 
 
Finally, We fixed the same image fidelity and used the same color basis decomposition 
method. The sensitivity of the three watermarking schemes is tested for Gaussian noise, 
JPEG compression, constant luminance adjustment, and valumetric scaling. The experimental 
results demonstrate that there is an improvement in the performance of the watermarking 
scheme for anaglyphic 3D images based on adaptive DM with improved Watson perception 
model. In this paper, the performance of the first watermarking scheme is stable to resist the 
JPEG compression attack. But the performance of the Gaussian noise and valumetric scaling 
is poor. This scheme is not sensitive to the intensity of the attack when the constant luminance 
change of the attack is relatively small. The performance of the second watermark scheme 
changed slowly and stably when we adjusted the constant luminance change and changed the 
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attack intensity of valumetric scaling. There is an overall stability of the performance when 
subjected to Gaussian noise and JPEG compression. 
 
The contrast experiment between the scheme DM-mW-3D of our paper and the reference [4] 
and [19] was made; the DM-mW-3D scheme can achieve satisfactory effect for Gaussian 
noise, constant luminance change and valumetric scaling attacks and the sensitivity for 
Gaussian of the paper is significantly lower than another two references. We have a plan of 
combining the two watermarking schemes. For example, the method in [20] is successful and 
typical. This is the future work we will carry out to improve the research. 
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Abstract 
 
Image compression is a technique to reduce the size of image which is helpful for transforms. 
Due to the limited communication bandwidth we have to need optimum compressed image with 
good visual quality. Although the JPEG2000 compression technique is ideal for image processing 
as it uses DWT (Discrete Wavelet Transform).But in this paper we proposed fast and efficient 
image compression scheme using JPEG2000 technique with adaptive subband threshold. 
Actually we used subband adaptive threshold in decomposition section which gives us more 
compression ratio and good visual quality other than existing compression techniques. The 
subband adaptive threshold that concentrates on denoising each subband (except lowest 
coefficient subbands) by minimizing insignificant coefficients and adapt with modified coefficients 
which are significant and more responsible for image reconstruction. Finally we use embedded 
block coding with optimized truncation (EBCOT) entropy coder that gives three different passes 
which gives more compressed image. This proposed method is compared to other existing 
approach and give superior result that satisfy the human visual quality and also these resulting 
compressed images are evaluated by the performance parameter PSNR. 
 
Keywords: Image, JPEG2000, DWT, Adaptive Threshold, and EBCOT. 

 
 
1. INTRODUCTION 

A digital image is an array of pixels, where each pixel represents the intensity or brightness of the 
image at its respective location. Each pixel is a signed or unsigned integer and can be 
represented using bits. A gray scale image has one value per pixel location while a color image 
has three values per pixel location. Imaging is a very basic way for humans to convey information 
to one another and also express the emotion of a human voice. But it is very difficult to store and 
transmit the data if the size of the image is large. In this case image compression is performed. 
The only objective of image compression technique is to reduce the redundancy of the image 
data in order to store or transmit data in an efficient manner. Compression technique reduces the 
file size and allows to store more images in a given amount of disk or memory 
space[1][2].Generally two types of image compression technique are used for compressing the 
image those are lossy compression and lossless compression [3]. In case of lossy compression 
technique, the original signal cannot be exactly reconstructed from the compressed data, 
because of much of the detail in an image is discarded. Lossy compression provide high 
compression ratio but degrade the image quality. In a lossless compression, compressed data is 
used to recreate an exact replica of the original with no content loss to the compression process. 
Lossless compression provides good visualization but does not provide sufficient high 
compression ratio. That’s why we need the compression algorithm which will provide high 
compression ratio and also provide good visualization [4]. Generally for image compression, 
JPEG and JPEG2000 and some other compression algorithm are used. JPEG uses Discrete 
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Cosine Transform (DCT) which give high compression ratio but it gives lowest quality image. On 
the other side the JPEG2000 uses Discrete Wavelet Transform (DWT) that is based on sub-band 
technologies [5][6]. Comparatively it gives high compression ratio with good image quality. This 
paper described a modified technique based on JPEG200 that analyze the image as perform 
discrete wavelet transform in different level with adaptive threshold. This proposed technique 
provides better result than other existing techniques by improving compression ratio and image 
quality. 
 
This paper is organized as follows: Section 2 discuss about the JPEG2000compression. In 
section 3 the proposed JPEG 2000 based compression with adaptive threshold is elaborated, 
while the experimental analysis and results are explained in section 4 followed by conclusion in 
section 5. 
 
2. ABOUT JPEG2000 

JPEG2000 is an international standard compression technology and it is a powerful new tool that   
provides power capabilities for designers and users of networked imaging applications. It is a 
compression standard enabling both lossless and lossy storage. This technique improves the 
quality and compression ratios, but also requires more computational power to process. 
JPEG2000 is a new wavelet based compression methodology [6] that provides many benefits 
over DCT compression method which was used in the JPEG format. The architecture of the basic 
JPEG2000 encoder and decoder are shown in Fig.1. 

 

 

 
 
 
 
 

 
 
 

FIGURE 1: Basic Architecture of JPEG2000 Encoder and Decoder. 

 
In JPEG2000, a DWT is used which transform the image into a series of wavelets that can be 
stored more efficiently than pixel blocks. After transformation, all coefficients are quantized using 
quantization. The quantized coefficients are entropy coded, and sent as output code stream (bit 
stream). 

 
3. PROPOSED ARCHITECTURE  
Digital Images are compressed through usage of various standards based techniques and 
algorithms. The lossless compression techniques are used in places where the quality and 
accuracy of image is of extreme important. Although the lossless compression not give high 
compression ratio, so we have given emphasize on compression to get the high ratio with respect 
to human visual quality and measured the quality by using the performance parameter like as 
PSNR. Finally to achieve a higher compression rate for lossless-compressed gray images, we 
propose a JPEG2000 based compression scheme incorporated with an adaptive threshold. The 
proposed method consists of four stages: Discrete Wavelet Transform, Adaptive Threshold, 
Quantization, and embedded block coding with optimized truncation coding (EBCOT) as shown in 
Fig.2 and briefly described as follows: 
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FIGURE 2: Proposed JPEG2000 Based Block Scheme with Adaptive Threshold. 

 
3.1 Discrete Wavelet Transform  
DWT can be used to reduce the image size without losing much of the resolution. The DWT [7] 

[8] apply it to a whole original image and provide a different level of decomposition with 
coefficients block of image and the block of transformed coefficients are classified into types HH, 
HL, LH, and LL. These types are described as Diagonal, horizontal, vertical, and image 
approximation. The DWT applied on an image is depicted by Fig.3.1  

   

 

 

 

 

 

 

FIGURE 3.1: DWT Applied on Image. 

 
Suppose we have taken an original image and then we apply low pass filter and high pass filter 
on the rows. Since we are applying the wavelet transform in both the dimensions, so we first 
apply on the rows and then columns [9] [10]. Whenever we apply low pass filter on rows to 
preserve the lowest discrete time frequency that is horizontal approximation and apply high pass 
filter to preserve the highest discrete time frequency that is horizontal detail. After getting the 
horizontal approximation we again apply low pass filter on column to get the approximate image 
(LL) and apply high pass filter on column to get the vertical details (LH). Similarly After getting the 
horizontal detail we again apply low pass filter on column to get the horizontal details (HL) and 
apply high pass filter on column to get the diagonal details (HH). The 2D discrete wavelet 
transform can be implemented with below figure.3.2: 
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FIGURE 3.2: 2D DWT Implementation. 

 
The low-pass and high-pass decomposition filters are represented as L and H, respectively. 
Applying and both in horizontal and vertical directions to the original image I (i, j), and next, 
recursively to the resulting gradually coefficients, we can obtain the following decomposition 
coefficients.   
 

                               (1.1) 

                                        (1.2) 

                                         (1.3) 

                                         (1.4) 

 
The sub-bands are labeled by using following:  

(1.1). LL (  ) is the approximation image that indicate low-frequency component (LL) 

resulting from low-pass filtering in the vertical and horizontal directions.  

(1.2). HL ( ) represents the vertical details that results from vertical low-pass filtering and 

horizontal high-pass filtering. 

(1.3). LH (  ) represents the horizontal details that results from horizontal low-pass filtering 

and vertical high-pass filtering. 

(1.4). HH ( ) represents the diagonal details that results from high-pass filtering in both 

directions. 
 
3.2 Adaptive Threshold 
This section describes the method for computing the threshold value T, which is adaptive to 
different sub-bands characteristics [11] [12] for each subbands (except loest resolution subband). 
After getting the all sub-band coefficients we just applied adaptive threshold into all sub-band 
coefficients except lowest resolution that’s mean image approximation part. Actually this part 
carry significant bit for image reconstruction with noise free. Actually highest resolution parts that 
are diagonal, vertical and horizontal carry high value with noise. In that part an adaptive threshold 
is applied and adapts all coefficients with modified value. The new  threshold is calculated by the 
following equation: 

 

Where M is the number of pixels in the image and  is the noise variance that is defined as: 
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Here Y(i, j) HH sub-band coefficients those are obtained by applying the wavelet transform to 

the image. 
Now we adapt all sub-bands (except loest resolution subband) using following equation: 
 

 

Where   is estimated sub-band 

 
3.3 Quantization 
The quantization process is calculated by the following equation: 

 

Where Q (i, j) is the quantized result at position (i, j) and  represent the original DWT 

coefficient at position (i, j) and Δn stands for the interval width for quantization 
 

3.4  EBCOT Coder 
After quantization, each sub-band is divided into rectangular blocks, called code-blocks. These 
code-blocks are encoded independently. The code-block is decomposed into planes and they are 
encoded from the most significant plane to the least significant bit-plane sequentially. 

 

 
 

 

 

 

 
FIGURE 3.3: Partitioning Into Code Block. 

 
The embedded block coding with optimized truncation (EBCOT) encodes each plane in three 
coding passes [13]. The three coding passes in the order in which they are performed on each 
plane are significant propagation pass, magnitude refinement pass, and cleanup pass. All three 
types of coding passes scan the samples of a code block in the same order. 
 
The three passes are described below: 
 
a) Significance propagation pass: During the significance propagation pass, a bit is coded if its 
location is not significant, but at least one of its eight connects neighbors is significant. 
 
b) Magnitude refinement pass: During this pass, all bits that became significant in a previous 
biplane are coded. The magnitude refinement pass includes the bits from coefficients that are 
already significant.  
 
c) Clean-up pass : The clean-up pass is the final pass in which all bits not encoded during the 
previous passes are encoded (i.e., coefficients that are insignificant and had the context value of 
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zero during the significance propagation pass).The very first pass in a new code block is always a 
clean-up pass. 
 
After every small block receives three coding passes in every bit-plane, the bit-stream will be 
generated. These bit-streams need to be reassembled to form the fine bit-stream. The second 
coding stage is for packaging the bit-streams from the first coding stage into data units called 
packets. The resulting packets are then assembled into the final bit stream. 

 
4. EXPERIMENTAL RESULT AND ANALYSIS 
In this papper, an efficient image compression technique based on JPEG2000 is studied. An 
image is taken to justify the effectiveness of the algorithm. The resulting compressed image is 
compared to differents existing techniques like JPEG. Also the proposed technique is compared 
to existing JPEG2000 that gives high compression ratio and  it gives visualy better image quality 
which is evaluated by the performance parameter Peak Signal Noise Ratio (PSNR). The three 
512 x 512 gray scale images considered for analysis that are “Lena image”, “Barbara image” and 
“Baboon image”. 
 
The Peak Signal to noise Ratio PSNR is estimated by the following equation: 
 

 

 
Where MSE refers to the mean squared error between the original image and the reconstructed 
image and MSE can be calculated by the following equation: 

 

 
 

Where X means original Image and Y means processed Image. M×N is size of Image and x   
means row and y means columns. 
 
By using the above formulae in the proposed technique the following parameters are calculated 
for the Lena image, Barbara image and Baboon image and resulting compressed images that are 
given in the following below: 

 
 
 
 
 
 
 
 
 
 
 

FIGURE 4.1: Original Images (Lena Image, Barbara Image and Baboon Image). 

 
 
 
 
 
 
 
 
 



Md. Masudur Rahman & Mohammad Motiur Rahman 

International Journal of Image Processing (IJIP), Volume (9) : Issue (3) : 2015 172 

 

 
 
 
 
 

 
 
 

 
 

FIGURE 4.2: Compressed Images using JPEG (Lena Image, Barbara Image and Baboon Image). 
 

 
 
 
 
 
 
 
 
 
 
 

FIGURE 4.3: Compressed Images using JPEG2000 (Lena Image, Barbara Image and Baboon Image). 

 

 
 
 
 
 
 
 
 
 
 

FIGURE 4.4: Compressed images using Proposed method (Lena image, Barbara image and Baboon 

image). 

The experimental results with the proposed compression method compared to differents existing 
techniques have been arranged in the Table 1, Table 2 and Table 3 that are given in the following 
below: 

Compression Techniques File sizes Compression Ratio PSNR 

Original Image 
(Lina.bmp) 

257.00 KB ---- ---- 

JPEG 18.48 KB 13.90 : 1 24.42 

JPEG2000 8.03 KB 31.99 : 1 40.53 

Proposed Method 7.07 KB 36.35 : 1 40.97 

 

TABLE 1.1: Comparison between Proposed method and other Compression Methods for the “Lena image”. 
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Compression Techniques File sizes Compression Ratio PSNR 

Original Image 
(Barbara.bmp) 

257.00 KB ---- ---- 

JPEG 19.89 KB 12.92 : 1 16.42 

JPEG2000 9.18 KB 27.97 : 1 35.03 

Proposed Method 8.07 KB 31.81 : 1 36.02 

TABLE 1.2: Comparison between Proposed method and other Compression Methods for the “Barbara 
image”. 

 

Compression Techniques File sizes Compression Ratio PSNR 

Original Image 
(Baboon.bmp) 

257.00 KB ---- ---- 

JPEG 23.92 KB 10.74 : 1 14.68 

JPEG2000 10.71 KB 23.99 : 1 27.37 

Proposed Method 9.42 KB 27.26 : 1 27.89 

TABLE 1.3: Comparison between Proposed method and other Compression Methods for the “Baboon 
image”. 

 
From the comparison table we see that the experimental results demonstrate that the proposed 
compression technique gives better performance compared to other compression techniques. 

 
5. CONCLUSION 
In this paper, we improve the JPEG 2000 image compression technique by adding adaptive 
threshold. The effectiveness of the proposed technique has been justified using a set of still 
images. From the experimental results it is clear that the proposed method perform better 
compression than JPEG and JPEG2000 compression techniques. The experimental result also 
shows that the proposed method produce the output which are more cleaner and  smoother  and 
at the same time kept significant details,  resulting in a  clearer  and  appealing  vision.  
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Abstract 
 

Developing nations face the issue of illegal and excessive land mining which has adverse effects 
on the environment. A robust and cost effective system is presented in this paper to monitor the 
mining process. This system includes a novel vehicle detection approach for detecting vehicles 
from static images and calculating the amount of sand being carried to prevent the malpractices 
of sand smuggling. Different from traditional methods, which use machine learning to detect 
vehicles, this method introduces a new contour mapping model to find important “vehicle edges” 
for identifying vehicles The sand detection algorithm uses color based segmentation since sand 
can have various colors under different weather and lighting conditions The proposed new color 
segmentation model has excellent capabilities to identify sand pixels from background, even 
though the pixels are lighted under varying illuminations. The detected amount of sand is checked 
against the maximum set threshold value specific to the recognized vehicle. Experimental results 
show that the integration of Hough features and color based image segmentation is powerful. The 
average accuracy rate of the system is 94.9%.  
 
Keywords: Illegal Sand Mining, Contour Detection, Hough Transform, Color based 
Segmentation. 

 
 
1. INTRODUCTION 

Sand mining is a process of extracting sand from beaches, dunes, or open pits. Excessive mining 
has a serious environmental effect such as soil erosion, loss of biodiversity, contamination of 
groundwater, and formation of sinkholes [1]. The author in [2] gives a detailed explanation about 
the ill effects of mining on water resources and air quality. Developed nations have taken 
measures to keep these practices regulated using stricter government policies.  
 
The issue of Illicit sand mining is one of the major problems in developing nations. Weaker 
government policies for mining leads to illegal sand mining in rural areas. It is difficult to stop such 
malpractices on a large scale without the support of the ruling government. Increasing corruption 
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adds more trouble to curbing the issue. The progress of technology has provided ways to monitor 
this issue. To put a check on such malpractices this paper presents an application developed 
using computer vision methods. The proposed system recognizes vehicle type and segments the 
visible amount of sand present on the vehicle which is then compared to the maximum set 
threshold capacity specific to the vehicle. Thereby monitoring the illegal transportation of sand 
beyond the vehicle’s set capacity. Section 2 provides an overview of the application, section 3 
includes proposed algorithm, section 4 presents the results and the paper is summarized in 
section 5. 

 
2. APPLICATION OVERVIEW  
The application developed can classify a vehicle from static images and detect the amount of 
sand it is carrying. This application steps in at a point where the sand is being made ready for 
transportation after the mining process is done. We present a novel system to detect vehicles 
from static image and calculate the amount of sand it is carrying. This application involves 
acquisition of rear and side view images, which are then processed separately to extract data. 
The entire application is a real time based two-step process. In the first step the system takes the 
side view image and finds the number of tires and classifies the vehicle on the basis of number of 
tires. This information is transferred to the database to fetch data containing the amount of sand 
the vehicle can carry. For most of the cases the vehicles are weighed on a weighing machine to 
keep monitoring the amount of sand being mined and transported. But there can be situations 
where the weighing systems may be tampered with. As a solution, we take the acquired images 
and segment out the amount of sand visible above the container. The area of the extracted part is 
calculated and is matched against the set values from the database specific to the type of vehicle. 
The parameters for every vehicle includes,  

• Maximum allowable weight of sand that can be carried 

• Maximum allowable visible sand area over the vehicle’s side panels as explained in 
Figure 1 
 

 
 

FIGURE 1: Explains the positioning of side panels and the visible area of sand concept. 

 
To ensure that the application is user friendly, the freedom of obtaining images from any camera 
with resolution greater than 5 Megapixels is provided. The system is developed using Open 
Computer Vision Libraries. The working platform must have minimum requirements as shown in 
Table 1, thus the entire application can be ported onto any smart-phone. The presented system is 
simple, cost effective and computationally fast. 
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Processor >1.5GHz 

Camera resolution >5Megapixels 

Web Connectivity 
To transmit captured images for off-site 

processing 
 

TABLE 1: Minimum System requirements for the proposed application. 

 
The system carries out two different sets of operations on the input image. First part is to detect 
tires from the static side view image. For dealing with static images, Wu et al. [3] used wavelet 
transform to extract texture features to detect vehicles on roads. Then, each positive detection is 
verified using a PCA (principal component analysis) classifier. In addition, Sun et al. [4] used 
Gabor filters to extract textures and each vehicle candidate is verified using a SVM (support 
vector machines) classifier. In addition to textures, “symmetry” is an important feature used for 
vehicle detection. In [5], Broggi et al. described a detection system to search for areas with a high 
vertical symmetry as vehicle candidates. However, this is prone to greater false detections. 
Furthermore, in [6], Bertozzi et al. used corner features to build four templates of vehicles for 
detection. In [7], Tzomakas and Seelen found that the area shadow underneath a vehicle can be 
used to detect vehicles. In [8], Ratan et al. created an algorithm to detect vehicles’ wheels as 
features to find possible vehicle position and then used a Diverse Density for verification. In 
addition, Bensrhari [9] and Aizawa [10] used stereo-vision methods and 3-D vehicle models to 
detect vehicles and obstacles. 
 
To overcome these complications and to make the applications work with lesser resources we 
present a vehicle detection system which is customized to this particular situation. Since the user 
has the liberty to capture the image, the side view and the back view are the inputs given by the 
user to the system. After this the images are processed using a preprocessing algorithm which 
equalizes the light conditions of the image. The image is then processed through edge detection 
and Hough detection algorithms to detect and classify the vehicle on the basis of number of tires 
and the container size both of which are predefined within the system. 
 
The second part involves extraction of sand from the images. Image segmentation and object 
detection is one of the major fields of Computer Vision. One of most common approaches for 
object detection is using vision-based techniques to analyze images or videos. However, due to 
the variations of object’s colors, sizes, orientations, shapes, and poses, developing a robust and 
effective system of vision-based detection is very challenging. The algorithm used in our 
approach includes a pre-processing technique, followed by K-Means clustering segmentation and 
then a thresholding operation. Narkhede in [11] gives a clear review of state-of-the-art image 
segmentation techniques. Dutta et.al [12] proposed a system for color based segmentation using 
the homogeneous similarities in adjoining pixels. The classification done is based on the TSK-
Fuzzy [13] logic followed by several (IF-THEN) logics, which makes it computationally expensive. 
To keep the system simple and efficient the proposed system uses K-Means Clustering algorithm 
[14] for segmentation.   

 
3. PROPOSED SYSTEM 
A two-stage algorithm for vehicle and sand detection is developed by combining an image-
processing of the edge information and color based segmentation. Both the image-processing 
systems have been designed for real-time implementation with minimal resource usage. This 
section is divided into two sub-sections, namely vehicle classification and segmentation of sand. 
Both the sections include in-depth explanation of the algorithms used with illustrations. Every step 
explained in the section is accompanied with proper advantage of it as well as its effect in 
functioning of the entire system. 
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3.1 Vehicle Classification 

One of the main aims of this paper is to detect a vehicle from static images. Rather than using 
any Machine learning methods, a simpler approach of using edges and contours is used for 
detection. Since the final implementation is to be carried out on smartphones the algorithm needs 
to use minimal resources while providing best results. Figure 2 shows the flow diagram of the 
process of vehicle detection. 
 

 
 

FIGURE 2: Algorithm of the Process. 

 
The major problem of the input image is the varied light conditions. To resolve this a Multi Scale 
Retinex algorithm followed by Gaussian smoothing R model [15] is used, where the smoothness 
of region u is measured by the Dirichlet integral |Du|^2. The Multiscale Scale Retinex algorithm 
solves the problem of variable light conditions since the image is affected by daylight and 
presence of shadows. Retinex is an image enhancement algorithm that is used to improve the 
contrast, brightness and sharpness of an image primarily through dynamic range compression. 
The algorithm also simultaneously provides color constant output and thus it removes the effects 
caused by different illuminants on a scene. The original algorithm is based on a model of human 
visions lightness and color constancy developed by Edward Land. Jobson et al. extended the last 
version of Lands model. The smoothing requirement is usually expressed by the positivity of the 
kernel: 

 
The paradigm of such kernels is of course the gaussian kernel x. In that case, Gh has standard 
deviation h and it is easily seen that: 

 
A similar result is actually valid for any positive radial kernel with bounded variance, so one can 
keep the gaussian example without loss of generality. The preceding estimate is valid if h is small 
enough. However since the noise reduction properties in this case depend upon the fact that the 
neighborhood involved in the smoothing is large enough, so that the noise gets reduced by 
averaging. So in the following we assume that h = k, where k stands for the number of samples of 
the function u and of the noise in an interval of length h, k must be much larger than 1 to assure 
the noise reduction. The effect of a gaussian smoothing on the noise can be evaluated at a 
reference pixel i = 0. At this pixel,  
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where we recall that n(x) is been interpolated as a piecewise function, the Pi square pixels 
centered in i have size 2 and Gh(i) denotes the mean value of the function Gh on the pixel i. 
Denoting by Var(X) the variance of a random variable X, the additivity of variances of 
independent centered random variables yields: 

 
After the process of equalizing the brightness of the image the output image becomes blurry. The 
Wiener filter can remove the additive noise and invert the blurring. A Low pass filter is not suitable 
in this case since it is very sensitive to additive noise. The Wiener filter is proposed to optimize 
the trade-off between de-noising and inverse filtering. Noise removal in previous steps may lead 
to blurring of edges. Experiments show that a symmetric low-pass filter of size 7x7 with standard 
deviation of 0.5 efficiently restores the texture pattern. This pre-processing provides a de-noised 
pre-segmented image. To summarize (and convert to 2D), given a system: 

 
where * denotes convolution and x is the (unknown) true image h is the impulse response of a 
linear, time-invariant filter v is additive unknown noise independent of x, and y is the observed 
image. We find a deconvolution filter g to estimate x: 

 
where x0 is an estimate of x that minimizes the mean square error. In the frequency domain, the 
transfer function of g, G is: 

 
where G is the Fourier transform of g, H is the Fourier transform of h, S is the mean power 
spectral density of the input x, and N is the mean power spectral density of the noise v. The 
equation for G can be rewritten as: 

 
 
So the Wiener filter has the inverse filter for H, but also a frequency-dependent term that 
attenuates the gain based on the signal to noise ratio. 

 
Edges characterize boundaries and therefore carry fundamental information of an image. Edges 
in any image consist of areas with strong intensity contrasts i.e. a jump in intensity from one pixel 
to the next. As shown edge detection in an image significantly reduces the amount of data to 
process, while preserving the important structural properties in an image.  
 
One of the best available algorithms present is the canny edge detection algorithm. To further 
enhance the edge information a Sobel filter is applied. The Sobel operator [16] performs a 2-D 
spatial gradient measurement on an image. Then, the approximate absolute gradient magnitude 
at each point is found. In the Sobel operator a pair of 3x3 convolution masks are used, where one 
estimates the gradient in the x-direction (columns) and the other in the y-direction (rows).From 
these two images, we find edge gradient and direction for each pixel as follow 
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After getting gradient magnitude and direction, a full scan of image is done to remove any 
unwanted pixels which may not constitute the edge. For this, at every pixel, pixel is checked if it is 
a local maximum in its neighborhood in the direction of gradient. The next step removes any 
background edges which act as noise for the result. For this, we need two threshold values. Any 
edges with intensity gradient more than the maximum threshold are sure to be edges and those 
below minimum are sure to be non-edges, so are discarded. Contour data are an integral part of 
the application. Contours can be explained simply as curves joining all the continuous points 
(along the boundary), having same color or intensity. It helps in segregating the real data points 
from unnecessary background noise. They further enhance the quality of shapes that are to be 
detected as can be seen in Figure 3. 
 

 
 

FIGURE 3: Contour Map. 

 
Once the edge information is extracted, the contour mapping of the image is done to further 
remove any unnecessary edges and to map the vehicle. Using the contour map the vehicle 
dimensions can be extracted and classification can be carried out. 
 
Hough Transform uses parametric representation for the family of all circles and transform each 
figure point in the obvious way [17]. The classical Hough transform was developed to identify 
lines in the image, but later the Hough transform extended to identify the positions of arbitrary 
shapes, most commonly circles or ellipses. Due to imperfections in either the image data or the 
edge detector, however several points or pixels on the desired curves are missed. Also there are 
spatial deviations between the ideal circle and noisy edge points are obtained from the edge 
detector. For these reasons, it is often non-trivial to group the extracted edge features to an 
appropriate set of circles. Our procedure addresses this problem by making it possible to perform 
groupings of edge points into object candidates by performing an explicit voting procedure over a 
set of parameterized image objects as can be seen from Figure 4. A circle is fully defined with 
three parameters: the center coordinates (a, b) and the radius (R):  

 
As Ө varies from 0 to 360, a complete circle of radius R is created. So the transform function 
looks for triplets of (x, y, R) from the image. Therefore, we need to construct a 3D accumulator for 
Hough transform, which would be highly ineffective. So, we use a trickier method, Hough 
Gradient Method which uses the gradient information of edges. However, the method also 
includes hidden circles which are meant to be perceived as circles. 
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FIGURE 4: Tire Detection. 

 
In general, without image de-noising, the algorithms tends to extract too many circular features. 
So, to be more successful, the preprocessing applied is a crucial step. 

3.2 Segmentation of Sand 
The first step is Image acquisition. Two images of the vehicle carrying sand is captured. These 
images include the side and rear view of the vehicle. The purpose of obtaining these two views is 
to ensure a dual check process on the quantity estimation of the sand carried by the vehicle. The 
next step is Downsampling the images. The 2D area of the sand in both the views is matched 
against a set threshold value. This threshold value is subject to the type of the truck and the view. 
To keep a common base for testing the area the image is down sampled to a width of 500 pixels 
and height of 500 pixels. The threshold values are obtained from a set of training images and the 
process is explained later in the paper. The whole reason for down sampling is to create an 
access image that is a miniaturized duplicate of the optical resolution of master scan. If the image 
signal and the image noise had similar properties, averaging neighboring pixels in order to reduce 
the resolution would not improve the signal-to-noise ratio. However, signal and noise have 
different properties. But in this paper the major reason is to increase signal to noise ratio [18].  
 
The step followed by Downsampling the images is Application of morphological operations. The 
segmentation algorithm used in this application is K-Means clustering. To ensure perfect 
clustering, sharpness of the image has to be reduced and components must emerge out as more 
connected. This is facilitated by the two morphological operators, namely, dilate and erode. The 
importance of this step can be understood from Figure 5. The sub-images from Figure 5.(a) to 
Figure 5.(e) are experimental outputs with different combinations of morphological operations. 
Figure 5.(a) is the output of clustering without any morphological pre-processing operation, Figure 
5.(b) was the output when only dilation operation was applied, Figure 5.(c) was the output when 
only erosion operation was applied. A region of interest highlighted in the sub-images (a) to (c) of 
Figure 5, depicts the inefficient clustering outcome. Even the order of using the two operators is 
important. In the same figure, it can be observed in (e) that smooth clustering output is obtained 
when dilate operation is followed by erode, while on the other hand, irregular clustering output is 
obtained when erode operation is followed by dilate operation.  
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FIGURE 5: Effect of morphological pre-processing on the output of clustering algorithm. 

 
The kernel size used for both the morphological operations is of width 3 px and height 3 px. 
Another important parameter related to these operations is the number of iterations. In the 
application the value for this parameters is 1, as it can be observed from Figure 6 that as the 
number of iterations increase, the clustering of image deteriorates. In figure 6, the number of 
iterations is 1 in (a), 3 in (b), 5 in (c) and 7 in (d).  
 

 
FIGURE 6: Effect of the parameter iterations of morphological operations on the output of clustering 

algorithm. 
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After performing the morphological operations, the next step is Noise removal. This step is to 
make sure that the noise, which the morphological operations are not able to remove, does not 
affect the application’s output. The noise is removed by applying a mean filter of kernel width 5 px 
and height 5 px. Experiments were conducted on the filter’s kernel size value and the results are 
shown in Figure 7. The optimal kernel for the application was chosen to be of width 5 px and 
height 5 px. The experiments had symmetric kernels, it was 3 in Figure 7.(a), 5 in 7.(b), 7 in 7.(c), 
9 in 7.(d) and 11 in 7.(e). It can be clearly seen that the output with filter kernel size 3 had noise 
and the ones with kernel size greater than 5 are excessively blurred with loss of important data.  
 

 
FIGURE 7: Effect of kernel size of pre-processing filter on the output of clustering algorithm. 

 
The next step is the most important step, Clustering. The algorithm used in this application is K-
Means clustering algorithm. This step has two important parameters, namely cluster size(c) and 
number of iterations (i) and the values selected for the two parameters are 13 and 15 
respectively. It can be observed from Figure 8 that as the cluster size increases the calculation 
time increases. The results in Figure 9 guide us to the fact that optimal value of c is 13, as till c = 
4 the extraction of sand pixels is very poor. The values of c from 5 to 12 there is a lot of false 
segmentation, optimal value appears at c = 13, and this has been verified experimentally using 
various test images. Similarly the optimal value of i occurs at 15 as it can be observed from 
Figure 10.   
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FIGURE 8: Variation in processing time with the parameter cluster size of K-Means clustering algorithm. 

 

 

 
 

FIGURE 9: Effect of the parameter cluster size of K-Means clustering algorithm on the segmentation 
process. 
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FIGURE 10: Variation in processing time with the parameter cluster size of K-Means clustering algorithm 

 
The step after applying clustering algorithm is changing the image representation. The 
representation of image until this step was RGB format. Setting up color based thresholds in RGB 
format results in false detections most of the times. For this reason the image is transformed into 
HSV format. The step following is Thresholding. In this step a pre-obtained threshold level for the 
H, S, and V values is put against the transformed test image. The purpose is to extract all the 
sand pixels that are over the vehicle. To ensure that the sand pixels other than the required, i.e., 
over the vehicle’s tires or that on the ground level are detected, the thresholding is carried over a 
specific region of interest. The region of interest (rectangular) for a side view has properties 
shown in Table 2. 
 

Top left x coordinate 0 

Top left y coordinate 105 

Region of interest width 450 

Region of interest height 145 
 

TABLE 2: Parameters of Region of interest defined for side view images. 

   
Similarly the region of interest for a rear view image of the truck has properties shown in Table 3. 
 

Top left x coordinate 50 

Top left y coordinate 100 

Region of interest width 400 

Region of interest height 150 
 

TABLE 3: Parameters of Region of interest defined for rear view images. 

 
The values are obtained over experimentation. The threshold values have been set after 
understanding the different gradients in the color of sand at different regions, weather conditions 
and lighting conditions. The set value functions in such a way that all the pixels with H between 0 
and 160, S between 0 and 50, V between 0 and 200 are extracted out and labelled as sand 
pixels.  

 
The final step in the proposed approach is Correction Algorithm. The aim of this step is to remove 
the undesired and false detections by exploiting the connected nature of the sand present in the 
image. An all-region sweep stores the data of the pixels which are most illuminated as per the 
clustering algorithm. The sweep is divided on the basis of rows. A particular row is selected and 
in that row, any pixel in the threshold range is labelled as white and the rest as black. For any row 
if [white/(white+black)] <= 0.48, then all the pixels in that row labelled as sand pixels are rejected. 
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This approach removes 93% of the false positive patches and provides a stable detection as it 
can be seen in Figure 11. In the Figure 11.(a), the region of false detection is highlighted, and 
Figure 11.(b) is processed out by applying the Correction algorithm.   
 

 
FIGURE 11: Advantage of the Correction Algorithm. 

 
The entire segmentation algorithm is shown in Figure 12 as a flow-chart format. 

 
 

FIGURE 12: Sand Segmentation Process. 
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4. RESULTS 

 
 

FIGURE 13: Illustrating system working with an example. 

 
In order to analyze the performance of our proposed method, various static images captured 
under different weather conditions and lighting conditions were used.  The approach presented in 
this paper supports direct measurement of detection and tracking, facilitates iterative algorithm 
development, and provides important diagnostic feedback. The flowchart in Figure 13 presents 
the overall process from capturing the image to the end output. The process begins by 
determining the vehicle class according to its sand carrying capacity. As shown in Figure 14 after 
detection the trucks are classified into one of the following classes: Large, Medium or Small. After 
the process of classification the input image is fed into the sand detection algorithm. 
 

 
 

FIGURE 14: Vehicle Classification. 
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The robust sand detection results are shown in Figure 15. The preset threshold values determine 
whether the vehicle is overloaded or not. Experimental results suggest that in sub-images 15.(a) 
and 15.(c) the vehicle is carrying sand beyond the maximum capacity while in 15.(b) and 15.(d) it 
is well within the limits. 

 
  

FIGURE 15: Results of Sand Detection 

 
5. COMPARITIVE ANALYSIS 
This paper presents a fast and reliable vehicle recognition system and classification system. 
Many systems exist which make use of infrared sensors to generate heat maps and detect 
objects [19][20]. Different machine learning methods tend to fail in poor visibility conditions since 
their positive training dataset generally do not consider such cases. A well trained classifier also 
fails in cases of high occlusion. To overcome these problems, we present a vehicle detection 
method which does not rely on machine learning techniques. [21] presents a scale invariant 
method for vehicle detection. They use SIFT features to train a classifier which requires a well-
built dataset. [22] gives a fast feature extraction method to generate features for training. 
However all these methods require time to generate a well-trained classifier. The quality of such a 
system depends highly on the training dataset. In this paper we present a method that overcomes 
these hassles. The method we present detects tires as the targets of vehicles and is effective in 
any perspective.  
 
The technique used in the application for segmenting sand is a pixel based segmentation 
technique. The main aim is to segment out sand regions from the vehicle in a noisy environment. 
While significant progress has been made in texture segmentation [23–26] and color 
segmentation [27–29] separately, the combined texture and color segmentation problem is 
considerably more challenging [30–32]. The most popular method for image segmentation is k-
means clustering which provides a regional segmentation within an image [33][34].However the 
results from existing system tend to error prone and the amount of uncertainty is variable with 
different settings. The algorithm presented in this paper takes into account such variability and 
gives near perfect results of the lighting conditions.  
 
Combining these two modules we have developed our original vehicle detection methods which is 
compatible with any platform be it PCs or smartphones and can be integrated without the hassles 
of machines learning. 
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6. CONCLUSION 
In this paper a vehicle classification and sand detection algorithm is presented. The system 
presented in this paper provides a layer of abstraction to the user which simplifies the whole 
process of implementing and using the application. The user is provided with a black box which 
can take, as input, the side and front view of the vehicle and give the vehicle type and the amount 
of sand present as output. The algorithm developed here is error free even though a lot of 
variability in the capturing conditions act as hindrances. Since it can well record different changes 
of vehicle appearances, desired vehicles can be very accurately and effectively detected from 
static images. However there is still a lot of scope for development. The algorithm presented can 
be used to develop applications with minimal hardware requirements. The customizability of such 
an application is endless and such systems can be employed to several other industries. 
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recognition 

• Image representation, sensing • Imaging systems and image scanning 

• Implementation and architectures • Latent image 

• Materials for electro-photography • Network architecture for real-time video 
transport 

• New visual services over ATM/packet network • Non-impact printing technologies 

• Object modeling and knowledge acquisition • Photoconductors 



• Photographic emulsions • Photopolymers 

• Prepress and printing technologies • Protocols for packet video 

• Remote image sensing • Retrieval and multimedia 

• Storage and transmission • Video coding algorithms and 
technologies for ATM/p 
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