


 
 

INTERNATIONAL JOURNAL OF IMAGE 
PROCESSING (IJIP)  

 
 
 
 
 
 
 

VOLUME 9, ISSUE 5, 2015 

 
EDITED BY 

DR. NABEEL TAHIR 

 
 

 

 

 

 

 

 

ISSN (Online): 1985-2304 

International Journal of Image Processing (IJIP) is published both in traditional paper form and in 

Internet. This journal is published at the website http://www.cscjournals.org, maintained by 

Computer Science Journals (CSC Journals), Malaysia.  

 

 

IJIP Journal is a part of CSC Publishers 

Computer Science Journals 

http://www.cscjournals.org  

 

 

 



 

 

INTERNATIONAL JOURNAL OF IMAGE PROCESSING (IJIP) 

 

Book: Volume 9, Issue 5, September / October 2015 

Publishing Date: 31-10-2015 

ISSN (Online): 1985-2304 

 

This work is subjected to copyright. All rights are reserved whether the whole or 

part of the material is concerned, specifically the rights of translation, reprinting, 

re-use of illusions, recitation, broadcasting, reproduction on microfilms or in any 

other way, and storage in data banks. Duplication of this publication of parts 

thereof is permitted only under the provision of the copyright law 1965, in its 

current version, and permission of use must always be obtained from CSC 

Publishers.  

 

 

 

IJIP Journal is a part of CSC Publishers 

http://www.cscjournals.org  

 

© IJIP Journal 

Published in Malaysia 

 

Typesetting: Camera-ready by author, data conversation by CSC Publishing Services – CSC Journals, 

Malaysia 

 

 

 

CSC Publishers, 2015 

 

                              



 
 

EDITORIAL PREFACE 

 
The International Journal of Image Processing (IJIP) is an effective medium for interchange of 
high quality theoretical and applied research in the Image Processing domain from theoretical 
research to application development. This is the Fifth Issue of Volume Nine of IJIP. The Journal is 
published bi-monthly, with papers being peer reviewed to high international standards. IJIP 
emphasizes on efficient and effective image technologies, and provides a central for a deeper 
understanding in the discipline by encouraging the quantitative comparison and performance 
evaluation of the emerging components of image processing. IJIP comprehensively cover the 
system, processing and application aspects of image processing. Some of the important topics 
are architecture of imaging and vision systems, chemical and spectral sensitization, coding and 
transmission, generation and display, image processing: coding analysis and recognition, 
photopolymers, visual inspection etc.   

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Started with Volume 9, 2015, IJIP appears with more focused issues. Besides normal 
publications, IJIP intends to organize special issues on more focused topics. Each special issue 
will have a designated editor (editors) – either member of the editorial board or another 
recognized specialist in the respective field. 
 
IJIP gives an opportunity to scientists, researchers, engineers and vendors from different 
disciplines of image processing to share the ideas, identify problems, investigate relevant issues, 
share common interests, explore new approaches, and initiate possible collaborative research 
and system development. This journal is helpful for the researchers and R&D engineers, 
scientists all those persons who are involve in image processing in any shape.  
 
Highly professional scholars give their efforts, valuable time, expertise and motivation to IJIP as 
Editorial board members. All submissions are evaluated by the International Editorial Board. The 
International Editorial Board ensures that significant developments in image processing from 
around the world are reflected in the IJIP publications. 
 
IJIP editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  
 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for IJIP. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. IJIP provides authors with high quality, helpful reviews that are shaped to assist authors 
in improving their manuscripts.  
 
Editorial Board Members 
International Journal of Image Processing (IJIP) 
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Abstract 
 

In this work, we deal with contactless fingerprint biometrics. More specifically, we are interested in 
solving the problem of registration by taking into consideration some constraints such as finger 
rotation and translation. In the proposed method, the registration requires: (1) a segmentation 
technique to extract streaks, (2) a skeletonization technique to extract the center line streaks and 
(3) and landmarks extraction technique.  The correspondence between the sets of control points, 
is obtained by calculating the descriptor vector of Zernike moments on a window of size RxR 
centered at each point.  Comparison of correlation coefficients between the descriptor vectors of 
Zernike moments helps define the corresponding points.   The estimation of parameters of the 
existing deformation between images is performed using RANSAC algorithm (Random SAmple 
Consensus) that suppresses wrong matches.  Finally, performance evaluation is achieved on a 
set of fingerprint images where promising results are reported.  
 
Keywords: Contactless Biometry, Fingerprint, Zernike Moments, Image Registration. 

 
 
1. INTRODUCTION 

Due to its unicity, fingerprint is probably one of the most common modality used to identify 
individuals[1]. However, classical fingerprint devices requiring a direct contact (touch-based) have 
some main drawbacks related to acquisition conditions such as: eventual elasticity of the finger, 
environment conditions, hygiene problem (i.e. same sensor touched by users) that can be 
particularly exacerbated during the outbreak of epidemics or pandemics. To overcome these 
problems, contactless based-systems seem to be much more appropriate and useful as stated by 
the US Department of Homeland Security (DHS) which considers that the development of a 
Biometric Detector prototype capable for acquiring contactless fingerprint for identity 
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management will improve fingerprint acquisition quality and recognition and reduce false positives 
[2]. 
 
Fingerprint registration is a critical step when dealing with fingerprint matching.  The  registration  
is  a  classic  problem  in  computer  vision  that  occurs  in  many  tasks  of analysis and image 
processing. Every method should take into account not only the assumed type of geometric 
deformation between the images but also radiometric deformations and noise corruption, required 
registration accuracy and application-dependent data characteristics [3].  
 
The goal of an algorithm for image registration is to match images  2D  or  3D  so  as  to  overlay  
the  pixels  or  voxels  representing  the  same  structures. Our method consists in determining 
the transformation linking the bifurcation points contained in an image to readjust and its 
correspondence on the other anatomical image (called reference image) as shown in figure 1. 
 

 
 

FIGURE 1: Determination of Corresponding Bifurcation. 

 
Although a variety of registration  alignment  algorithms  have  been  proposed,  accurate   
fingerprint  registration remains  an  unresolved problem [4].  Based on  the  features  that  the 
matching  algorithms use,   fingerprint matching can be classified into image-based and graph-
based matching [5]. 
 
Image-based  matching [6] uses  the  entire  gray  scale   fingerprint  image  as  a  template  to 
match against input   fingerprint images.  The primary shortcoming of this method is that matching 
may be seriously affected by some factors such as image quality variation, and distortion, which 
are inherent properties of contact   fingerprint images. 
 
Graph-based matching [7, 8] represents the minutiae in the form of graphs.  The high 
computational complexity of graph matching hinders its implementation. For instance, in [9] 
proposed algorithms for matching fingerprints using the relative position of minutiae whose 
implementation is relatively simple.   
 
In this work, fingerprints are acquired using a simple camera. For registration purpose, we 
present an approach that deals with minutia for the matching process, combined with techniques 
developed in [10, 11].  More specifically, we show how one can use Zernike moments for an 
efficient registration.   
 
This paper is organized as follows: in section 2 we present the experimental condition. The 
proposed method is presented in section 3. Section 4 contains the discussion about the 
experimental results, and finally; we conclude our work in section 5.  
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2. EXPERIMENTAL CONDITIONS 

In the literature, there are few studies focused on contactless systems [12, 13].  Most systems  
require  the  placement  of  the   finger  on  predisposed  guides  in  order  to  simplify  the image 
acquisition step [12, 14]. Experiments are carried out in [12, 15, 16] with different distances and 
resolution for contactless image acquisition. 
 
2.1 Acquisition Protocol 
The contactless fingerprint acquisition system which we are presenting is a part of [12, 14].  We 
have developed a Contactless Biometric Fingerprint Software (CBFS) for the acquisition and 
processing our images.  It implements our method of fingerprint registration. The contactless 
fingerprint acquisition system we present consists of this CBFS (Figure 2.b) to visualize the 
sharpness of the images before capture, a webcam for taking digital photo, and lighting 
equipment (Figure 2.a). The user is prompted to place the reverse of his finger on a desk. The 
palm of the user is faced with the webcam. We proceed to the capture of fingerprint. In order to 
limit travel, a rectangular area is defined on the interface of the webcam which will contain the 
finger before capture. 
 
 

 
                        
                     (a)   Acquisition system                                               (b) The portal of the software 
 

FIGURE 2: Contactless fingerprint acquisition system and Screenshot of CBFS. 

 
2.2 Pre-Processing Phase 
The pre-processing phase plays a significant role in improving the image contrast. The contrast 
enhancement is used to reduce the imperfection which generally occurred due to sensor noise or 
inconsistent illumination. Histogram equalizing method is used to adjust the distribution of 
grayscale. 

 
3.  PROPOSED METHOD 
We have developed a method to proceed with registration of fingerprint images. This registration 
method aims at determining the ∅ =  (��, �� , 	��)� parameters of 2D translation and rotation. 

Under experimental conditions, our images are obtained at a fixed distance from the sensor,  
therefore the scale factor  is not taken into account. 
 
The proposed registration method is performed in five steps that are detailed as follows: 
 

Step 1. Image segmentation and skeletonization to extract center line (cl) streaks, 
Step 2. Automatic  selection a set of control points to be matched from the    reference image and 

the input image, 
Step 3.  Description of each image using Zernike moments, 
Step 4. Definition of a similarity measure to establish a correspondence between the detected  

corresponding points from the two images, 
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Step 5. Estimation of parameters that model the best deformation between sets.

 
3.1 Segmentation 
Segmentation  is  the  process  of  separating 
background regions.  The foreground regions correspond to the clear   fi
ridges  and  valleys,  which  is  the  area  of  interest.  The  background  correspo
regions  outside  the  borders  of  the   fingerprint  area,  which  do  not  contain any valid   
fingerprint information.  In our method
obtain   an image of the foreground regions 
FR. 

 
3.1.1. Foreground Regions Extraction
The  extraction of streaks  is  linked  to  the  extraction  
we have applied a   filter to the image in order to def
subsequently applied to the image   filter, which allows to have an image defining  the  contour  of  
the   fingerprint.   This  contour  image  is  used  for  the  extraction 
 
3.1.2. Streaks Extraction 
In order to get the streaks in the image of fingerprint, a photometric adaptive threshold method 
has been developed [17]. Two thresholds are defined i.e. 
a square framework and the mean of a hexagonal framework.
 

 
FIGURE 3: Main steps of the extraction of the foreground regions

A pixel �(, �) is deleted or not by comparing its value with 

being preceded by the extraction of the region of interest. The streaks image is skeletonized i
order to get minutiae i.e. streak ending points and streak bifurcation points.

 
3.2 Automatic Selection of Landmarks
The first step in a process of  automatic image registration  of fingerprints involves the automatic 
selection of a set of potential  control points from two images 
performance at this stage of selection of control points is important because it depicts the quality 
of registration.  
 
Control points, which should serve as a pivot for distortion correction must be sure points. They 
must be easily identifiable  landmarks and intangible. In [10, 11], an automatic extraction of 
Landmark-based NSCT (No Sub
 
It should be noted that in the case of fingerprint images, the points that nat
them are minutiae.  Termination and bifurcation 
fingerprint [18]. 
 
We have used the  bifurcation points extracted  from the algorithm presented in [19] and used in 
[20] for the detection of minutiae of a fingerprint i
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Estimation of parameters that model the best deformation between sets.. 

the  process  of  separating foreground  regions  in  an  
background regions.  The foreground regions correspond to the clear   fingerprint area containing  
ridges  and  valleys,  which  is  the  area  of  interest.  The  background  correspo
regions  outside  the  borders  of  the   fingerprint  area,  which  do  not  contain any valid   

In our method, we first eliminate the background regions that allow us to 
obtain   an image of the foreground regions (FR). In a second step, the ridges are extracted from 

xtraction 
streaks  is  linked  to  the  extraction  of foreground  regions.  For this purpose,  

we have applied a   filter to the image in order to define its contour.  Then a binary mask is 
subsequently applied to the image   filter, which allows to have an image defining  the  contour  of  
the   fingerprint.   This  contour  image  is  used  for  the  extraction of foreground regions.

In order to get the streaks in the image of fingerprint, a photometric adaptive threshold method 
has been developed [17]. Two thresholds are defined i.e. �� and �� corresponding to the mean of 
a square framework and the mean of a hexagonal framework. 

Main steps of the extraction of the foreground regions. 

 
is deleted or not by comparing its value with �� and ��. Photometric 

being preceded by the extraction of the region of interest. The streaks image is skeletonized i
streak ending points and streak bifurcation points. 

andmarks 
f  automatic image registration  of fingerprints involves the automatic 

a set of potential  control points from two images �� and ����  to realign. The 
performance at this stage of selection of control points is important because it depicts the quality 

Control points, which should serve as a pivot for distortion correction must be sure points. They 
iable  landmarks and intangible. In [10, 11], an automatic extraction of 

No Sub-sampled Contourlets Transform) has been suggested.

It should be noted that in the case of fingerprint images, the points that naturally characterize 
ermination and bifurcation type minutiae are mainly the signature of a 

We have used the  bifurcation points extracted  from the algorithm presented in [19] and used in 
minutiae of a fingerprint image. 
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  image  from 
ngerprint area containing  

ridges  and  valleys,  which  is  the  area  of  interest.  The  background  corresponds  to  the  
regions  outside  the  borders  of  the   fingerprint  area,  which  do  not  contain any valid   

eliminate the background regions that allow us to 
(FR). In a second step, the ridges are extracted from 

foreground  regions.  For this purpose,  
ine its contour.  Then a binary mask is 

subsequently applied to the image   filter, which allows to have an image defining  the  contour  of  
foreground regions. 

In order to get the streaks in the image of fingerprint, a photometric adaptive threshold method 
corresponding to the mean of 

 

hotometric thresholding  

being preceded by the extraction of the region of interest. The streaks image is skeletonized in 

f  automatic image registration  of fingerprints involves the automatic 
to realign. The 

performance at this stage of selection of control points is important because it depicts the quality 

Control points, which should serve as a pivot for distortion correction must be sure points. They 
iable  landmarks and intangible. In [10, 11], an automatic extraction of 

) has been suggested. 

urally characterize 
are mainly the signature of a 

We have used the  bifurcation points extracted  from the algorithm presented in [19] and used in 
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International Journal of Image Processing (IJIP), Volume (9) : Issue (5) : 2015 258 

3.3. Zernike Moments Calculation 
3.3.1. Definition and Properties of Zernike Moments 
In (�, 	) polar coordinates, the Zernike radial polynomials of order p with repetition q are defined 
by [21]: 
 

���(�) =  � (−1)�(� − �)!
�!  � + |#|2 − �% !  � − |#|2 − �% !

�&|�|'
�()

��&'�                                       (1) 

 

In the above equation p is a non-negative integer, (p 0), and q positive and negative integers 
subject to the constraints: 
 

*� − |#|  +�  ,-,.|#|  ≤   � 0                                                                                                           (2) 

 
The Zernike moment of order p with repetition q for a continuous image function 1(, �), that 
vanishes outside the unit disk is: 

2�� =  � + 13 4 5��∗ (�, 	)1(, �) 7 7�                                                          (3) 

�9��9:;
 

 
For the digital image, the integrals are replaced by summations [22] to get : 
 

2�� =  � + 13 � � 5��∗ (�, 	) 
�

 
�

�(, �)                                                                     (4) 

with  
 5��(�, 	) =  ���(�),=�>                                                                                            (5) 

 

where 5��∗  denote complex conjugate of  5��,  � =  @' + �'   ≤ 1 and 	 =  �A.&; B��C. 
 
The computation of radial Zernike polynomial ���(�) is performed according to a recursive 

algorithm [21, 23] by replacing the index � − 2� by k in equation (1). We can rewrite the radial 
polynomials in powers of k as follows : 
 

���(�) =  � E��F�F  , (� − G +� ,-,.)�

F(|�|
                                                                 (6) 

where  

E��F =  (−1)IJK9 B� + G2 C !
B� − G2 C !  G + |#|2 % !  G − |#|2 % !                                                                  (7) 

 
Equation (6) is generally preferred to equation (1) for the evaluation of the Zernike polynomials 
[24]. A study [25] has shown that Zernike moments are less sensitive to noise and less redundant 
information. Many works like [21, 26] were then performed on the invariance of the moments 
considering the affine transformation coordinates and intensity changes in grayscale images. 
 
The defined features of Zernike moments themselves are only invariant to rotation. To obtain 
scale and translation invariance, the image needs to be normalized first by using the regular 
Zernike moments. Zernike features invariant to translation are then extracted from the normalized 
image [27]. 
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3.3.2. Zernike Moments on Binary two 
Figure 5 shows the Zernike moments 

Figure 4. Image 2 is the 180° rotation version of image 2.
we have similar values of Zernike moments. This shows the invariance of Zernike moments in 
rotation. 
 

FIGURE 4: 

Image1
 

pq 

00 0.2893952

11 0.0058495

20 0.1317473

22 0.1051705

31 0.0147638

33 0.0579088

40 0.0547054

42 0.0225529

44 0.0536853

51 0.0009113

53 0.0181444

55 0.0225388

TABLE 1: Module of Zernike moments of two binary fingerprints images different of 
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inary two Fingerprints 
Figure 5 shows the Zernike moments computated on binary fingerprint images

rotation version of image 2. One can notice that for the two images, 
we have similar values of Zernike moments. This shows the invariance of Zernike moments in 

 
 Two binary images of fingerprints different of 180°. 

 

Image1 Image 2 :  Image 1 rotated 

180
◦ 

|Zpq |   
 
 
 
 

pq |Zpq |  

0.2893952 00 0.2893952 

0.0058495 11 0.0058495 

0.1317473 20 0.1317473 

0.1051705 22 0.1051705 

0.0147638 31 0.0147638 

0.0579088 33 0.0579088 

0.0547054 40 0.0547054 

0.0225529 42 0.0225529 

0.0536853 44 0.0536853 

0.0009113 51 0.0009113 

0.0181444 53 0.0181444 

0.0225388 55 0.0225388 
 

Module of Zernike moments of two binary fingerprints images different of 
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computated on binary fingerprint images presented in 

One can notice that for the two images, 
we have similar values of Zernike moments. This shows the invariance of Zernike moments in 

Module of Zernike moments of two binary fingerprints images different of 180°. 
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FIGURE 5: Zernike moments applied to the binary image of the Figure 4. 

 
3.4. Matching Process 
After extraction of bifurcation points on the cl of realign images to readjust, we are left with two 
sets of points to match : a set of  bifurcation points on  the reference image �� and a set of 
bifurcation points on the input image ����. The correspondence between these two sets of control 
points is obtained by following steps: 
 

� Subdivide each image into thumbnail size P × P centered on each point bifurcations E=.  
  

� For  each  thumbnail  centered  on  this  point  E=,  construct  the  descriptor  vector  of  
Zernike moments RS as follows: 
 �T =  U|2;;|, … , W2��W, … , |2XX|Y                                                             (8) 

  

where W2��W is the module of Zernike moments.  We have used as the highest order  of 

moments 5 after several experimental trials. Although the higher order moments are the 
fine details of the image, they are more sensitive to noise than lower order moments. 
 

� For any point Z= of  the reference image, we suppose that its  corresponding ,= of   input 

image is from a set of points on ����.  located  within a certain radius �′  around Z=. The 

radius  �′ limits the search for corresponding  and therefore, reduces the number of 
comparisons to achieve in order to find out the  corresponding points. 
 

 
 

FIGURE 6: Determining the corresponding ,=(of input image����) of a bifurcation point Z= (of the reference 
image ��). 
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� The matching process is performed by calculating the correlation coefficients  between 

the two vectors descriptors.  The corresponding points  are those which give the 
maximum value of correlation coefficient. 
 
The correlation coefficient between two vectors of the feature [(;, … , \) and ](�;, … , �\)  is given by the following formula: 

 

^ =  ∑ (= −  ̅). (�= −  �a)\=(;@∑ (= −  ̅)'\=(;  . @∑ (�= −  �a)'\=(;                                                             (9) 

 
where ̅ and �a are averages of the two vectors X and Y respectively. 
If C is 0, the two vectors are not correlated. The two vectors are even better  correlated 
than C is  far from 0 (near -1 or 1). 

 
3.5. Estimation of the Registration Geometric Transformation 
Once the information type to be used to guide the registration and the similarity criterion 
quantifying the similarity between two images are defined, the model of deformation is 
determined to realign the images. The choice of the model of deformation is very important and is 
guided by the underlying application and the information, at first instant, available about the 
nature of the deformation between the images. 
 
The geometric transformations or deformation models involved in the registration of 2D images 
are generally of rigid, affine or curvilinear [28]. 
 
3.5.1. Rigid Transformation 
A registration transformation is rigid when it conserves the distance between any two points. Only 
the rotation and translation are taken into account. Coordinates (, �) of any point M of the image 
to readjust are transformed as follows : 
 

c ′ − )� ′ − �)d  =  Bef�	 −�+.	�+.	 ef�	 C   − )� − �)% + c����d                                         (10) 

 

where R) B)�)C  is the center of rotation, 	 the angle of rotation,  ����%  the coordinates of the 

translation vector and  R′  ′�′%,  the transform of M. 

 
3.5.2. Affine Transformation 
A registration transformation is affine when it preserves parallelism and takes into account the 

difference in scale between the images. The coordinates B�C of any point of the image to readjust 

are transformed as follows : 
 

c ′� ′d  =  BA;; A;'A'; A''C  �% + c����d                                                                (11) 

 

with A;;, A;', A';, A'' real coefficients and B�g�hC the translation vector coordinates. 

 
3.5.3. Curvilinear Transformation 
A registration transformation of the curvilinear type is a polynomial function. It takes into account 

the distortions between the images. The coordinates B��C of any point of the image to readjust are 

transformed as follows : 
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ij =  A)) + A;) + A);� + A')' + A;;� + A)'�' + ⋯ �j =  l)) + l;) + l);� + l')' + l;;� + l)'�' + ⋯                   (12)0 
with A=m , l=m, real coefficients. 

 
Figure 7 shows a practical example of the different transformations. 

  
(a) (b) 

 

 

(c) 

 

(d) 

FIGURE 7: Practical examples of different types of registration geometric transformation. (a) Input image, 
(b) Rigid transformation, (c) Affine transformation, (d) Curvilinear transformation. 

 
3.5.4. Deformation Model Retained 
The transformation model used to produce the image distortion ���� is the rigid transformation 
model expressed by Equation (10). This model is appropriate for  the case of our fingerprint 
images captured at  a fixed distance from the sensor. 
 
The estimation of the parameters of the rigid transformation is carried out iteratively. At each 
iteration we provide online processing parameters found by RANSAC. 
 
The RANdom SAmple Consensus (RANSAC) is an algorithm proposed  for the first time in 1981 
by Fischler and Bolles [29]. It is a general parameter estimation approach designed to cope with a 
large proportion of outliers in the input data. This  is a popular method in  regression problems 
containing aberrant data or outliers [30]. 
 
As pointed out by Fischler and Bolles [29], unlike conventional sampling techniques that use as 
much of the data as possible to obtain an initial solution and then proceed to prune outliers, 
RANSAC uses the smallest set possible and proceeds to enlarge this set with consistent data 
points [29]. In [31, 32], RANSAC is used to refine the search for matching between the pores in 
the fingerprint identification process of individuals. 
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The basic RANSAC algorithm  is summarized as follows :
 

 
The number of iterations, k, is chosen high enough to ensure that the probability p (usually set to 
0.99) that at least one of the sets of random samples does not include an outlier. Let 
the probability that any selected data point is an inlie
an outlier. 
 
A common case is that n is not known in advance, but  an approximate value can be estimated 
using the following algorithm [33].
 

 
According to [33, 34], the maximum number of iterations of the algori

where n is the size of the sample

 
Figure 8, shows an example of 7 pairs of points of interest including 3 red discharged after 

treatment of the RANSAC algorithm
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is summarized as follows : 

The number of iterations, k, is chosen high enough to ensure that the probability p (usually set to 
0.99) that at least one of the sets of random samples does not include an outlier. Let 
the probability that any selected data point is an inlier and o = 1 − n the probability of observing 

is not known in advance, but  an approximate value can be estimated 
using the following algorithm [33]. 

[33, 34], the maximum number of iterations of the algorithm is given by :

G =  log (1 − �)log (1 − (1 − o)\)                                                       
where n is the size of the sample. 

Figure 8, shows an example of 7 pairs of points of interest including 3 red discharged after 

treatment of the RANSAC algorithm. 
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The number of iterations, k, is chosen high enough to ensure that the probability p (usually set to 
0.99) that at least one of the sets of random samples does not include an outlier. Let n represent 

the probability of observing 

is not known in advance, but  an approximate value can be estimated 

 

thm is given by : 

                     (13) 

Figure 8, shows an example of 7 pairs of points of interest including 3 red discharged after 
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FIGURE 8: 7 pairs of correspondents found in the matching process including 3 red rejected by RANSANC

 
4. Experimental Results 
This section is dedicated to the validation and the evaluation of the performances of the proposed 
registration algorithm in terms of precision. 
 
In order to evaluate the precision of the proposed registration algorithm, we have used a first time 
synthetic geometric distortion.  The deformation model chosen was applied to a database of   
fingerprint images that we have formed.  Our test image database consists of 
images of size 480 × 480 pixels
used images acquired at different times, so deformation 
applied the different stages of the registration to these images. 
 

  
(a) (b) 

  
(h) (i) 

FIGURE 9: 10 images of 8

 
The registration method developed is based on the calculated Zernike moments in each
interest.  In the research phase of points, the introduction of the parameter limiting the search 
area has significantly made it possible to reduce the running time of   finding a correspondent 
from 1106ms to 93ms. 
 
We have written a Java code, implemented through the 
method. 
 
The  first test can be described in the 
 

1. Rotation(R) and Translation(T) transformations have been applied to the test images(I).
We used the Random Java function to generate randomly for each image vector of 
translation and rotation. R 

 
2. Performance analysis of  the  algorithm  :   To  plot  the  curve  of  the  actual parameters 

and the curve of the estimated parameters to show the accuracy of the algorithm. 
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7 pairs of correspondents found in the matching process including 3 red rejected by RANSANC

This section is dedicated to the validation and the evaluation of the performances of the proposed 
registration algorithm in terms of precision.  

In order to evaluate the precision of the proposed registration algorithm, we have used a first time 
c geometric distortion.  The deformation model chosen was applied to a database of   

fingerprint images that we have formed.  Our test image database consists of 
pixels.  Ten images are shown in Figure 9.  In a second ph

used images acquired at different times, so deformation is not known in advance.  We have 
applied the different stages of the registration to these images.  

    
(c) (d) (e) (f) 

 

   

(j)    

 
10 images of 80 images contained in our database. 

The registration method developed is based on the calculated Zernike moments in each
interest.  In the research phase of points, the introduction of the parameter limiting the search 

nificantly made it possible to reduce the running time of   finding a correspondent 

We have written a Java code, implemented through the CBFS in order to implement the proposed 

The  first test can be described in the following steps: 

Rotation(R) and Translation(T) transformations have been applied to the test images(I).
We used the Random Java function to generate randomly for each image vector of 
translation and rotation. R ∈ [1; 19] and T ∈ ⟨(3; 3) ... (9; 9)⟩. 

of  the  algorithm  :   To  plot  the  curve  of  the  actual parameters 
and the curve of the estimated parameters to show the accuracy of the algorithm. 
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7 pairs of correspondents found in the matching process including 3 red rejected by RANSANC. 

This section is dedicated to the validation and the evaluation of the performances of the proposed 

In order to evaluate the precision of the proposed registration algorithm, we have used a first time 
c geometric distortion.  The deformation model chosen was applied to a database of   

fingerprint images that we have formed.  Our test image database consists of 80 grayscale 
en images are shown in Figure 9.  In a second phase, we 

not known in advance.  We have 

  
(g) 

 

 

The registration method developed is based on the calculated Zernike moments in each point of  
interest.  In the research phase of points, the introduction of the parameter limiting the search 

nificantly made it possible to reduce the running time of   finding a correspondent 

in order to implement the proposed 

Rotation(R) and Translation(T) transformations have been applied to the test images(I). 
We used the Random Java function to generate randomly for each image vector of 

of  the  algorithm  :   To  plot  the  curve  of  the  actual parameters 
and the curve of the estimated parameters to show the accuracy of the algorithm.  
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3. Computation of error between each real parameters and its estimated parameters, using 
the following equation: 
 

o= =  |	= − 	=′ |	=                                                                         (14) 

 
where o= is the error associated with estimating angles. 
  
The second test is to work with two images acquired at different times thus deformation unknown.  
The test consists of following steps: 
 

1. Estimate of the existing deformation between the two images.  
 

2. Quantification  of  the  precision  of  the  estimated   transformation.   Here, we  have 
measured the precision by the Root Mean Square Error (RMSE), which represents the 
distance between the position of a control point,  once the image, is corrected, and its 
position on the reference image.  It is given by the following formula: 
 

�R�v =  w 1R x�y(= , �=) − z{||=\}&; (′= , �= ′)y'
=

�                          (15) 

 
where (′= , �=′) is the correspondent of (= , �=)control point of the reference image, z������ is the 

estimated affine  transformation , y(= , �=) − z{||=\}&; (′= , �= ′)y is the euclidean distance and M is  

the number of interest pairs points. 
 
 
Figure 10 shows the representation of real and estimated orientations of test images based on 
the hyperbolic cosine function:  
 

1 ∶  	 ⟼ cosh(	) =  ,> −  ,&>
2                                              (16) 

 

 
FIGURE 10: Real parameters and estimated parameters. 
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FIGURE 11: Error

It may be noted that we have similar values between the estimated orientation and the real 
orientation for each image.  This is confirmed by the Figure 11  which represents the relative error 
between the two parameters.  The largest error is less than 0.08
 
For the  first test, we only show in a Figure 12 the results obtained by the proposed method in 
image of Figure 9-(a).  The  Figure 12
in  grayscale,  while the Figure 12
images in Figure12-(a)-(b). Figure 13 shows the zoom of the framed images of Figure 12
12-f. 
 

FIGURE 12: Result of registration. The image (a) has undergone a rotation angle of 

 

FIGURE 13
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Error between original images and transformed images. 

 

It may be noted that we have similar values between the estimated orientation and the real 
orientation for each image.  This is confirmed by the Figure 11  which represents the relative error 
between the two parameters.  The largest error is less than 0.08, while the  smallest is about 0. 

For the  first test, we only show in a Figure 12 the results obtained by the proposed method in 
(a).  The  Figure 12-(d),  show  the  result  of  the  registration  of  the  images  

e the Figure 12-(f) show the result of the registration lc extracted from the 
(b). Figure 13 shows the zoom of the framed images of Figure 12

Result of registration. The image (a) has undergone a rotation angle of 	 =  4° and a translation 

vector z�� =  (10�+,��, 5�+,��). 

 
FIGURE 13: Zoom framed parts of the lc (e) and (f). 
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It may be noted that we have similar values between the estimated orientation and the real 
orientation for each image.  This is confirmed by the Figure 11  which represents the relative error 

, while the  smallest is about 0.  

For the  first test, we only show in a Figure 12 the results obtained by the proposed method in 
(d),  show  the  result  of  the  registration  of  the  images  

(f) show the result of the registration lc extracted from the 
(b). Figure 13 shows the zoom of the framed images of Figure 12-e and 

 
and a translation 



Tahirou  DJARA, Marc Kokou ASSOGB

International Journal of Image Processing (IJIP)

On the second test, we show the results obtained by the 
The Figure 14-(d), shows the result of the registration of the images in grayscale, while the Figure 
14-(f) shows the result of the registration lc extracted from the images in Figure 14
15 shows the zoom of the framed images of Figure 14

FIGURE 14: Result of registration. The images (a) and (b) are acquired at different times.

FIGURE 15

The  results  in  Table 4,  show  that  on  each  
pixel.  The  value  of  the  RMSE  calculated  on  the  total  13 points  is  less  than  0.5 pixel, 
which is relatively high precision.
 

Interest points 1 

RMSE 0.5660 0.1608

 

Interest points 9

RMSE 0.0593

TABLE 2: Second test : The RMSEs calculated at interest points (in pixels)

 
We compared our method to that used descriptors Scale 
plugin implements a registration method SIFT operator ImageJ was developed under the name of 
"SIFT Correspondences Extract" and "Extract MOPS Correspondences". We built this plugin to 
our platform to conduct experiments.
MOPS Correspondences" identify a set of corresponding points of interest in two images and 
export them as PointRoi. Interest points are detected using the
detector thus providing similarity
local feature descriptors that are consistent with respect to a common geometric transformation.
The plugins use the Scale Invariant Feature Transform
Patches (MOPS) for local feature description. The thus established matches are filtered using 
the  RANSAC. 
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On the second test, we show the results obtained by the proposed method in image of Figure 14.  
(d), shows the result of the registration of the images in grayscale, while the Figure 

(f) shows the result of the registration lc extracted from the images in Figure 14-
zoom of the framed images of Figure 14-(e) and  14-(f). 

 

Result of registration. The images (a) and (b) are acquired at different times.

 

 
FIGURE 15: Zoom framed parts of the lc (e) and (f). 

 
The  results  in  Table 4,  show  that  on  each  interest  point,  landmark  error  is  less  than  1 
pixel.  The  value  of  the  RMSE  calculated  on  the  total  13 points  is  less  than  0.5 pixel, 
which is relatively high precision. 

2 3 4 5 6 7 

0.1608 0.4171 0.0270 0.0287 0.0020 0.36894

9 10 11 12 13 RMSE totale

0.0593 0.0435 0.0965 
 

0.0874 0.2004 0.4166

 
Second test : The RMSEs calculated at interest points (in pixels). 

We compared our method to that used descriptors Scale Invariant FeatureTransform [
plugin implements a registration method SIFT operator ImageJ was developed under the name of 
"SIFT Correspondences Extract" and "Extract MOPS Correspondences". We built this plugin to 
our platform to conduct experiments. The plugins "Extract SIFT Correspondences" and "Extract 
MOPS Correspondences" identify a set of corresponding points of interest in two images and 
export them as PointRoi. Interest points are detected using the Difference of Gaussian 

thus providing similarity-invariance [36]. Corresponding points are best matches from 
local feature descriptors that are consistent with respect to a common geometric transformation.

Scale Invariant Feature Transform (SIFT) and Multi-Scale Oriented 
ature description. The thus established matches are filtered using 
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proposed method in image of Figure 14.  
(d), shows the result of the registration of the images in grayscale, while the Figure 

-(a)-(b). Figure 

 
Result of registration. The images (a) and (b) are acquired at different times. 

interest  point,  landmark  error  is  less  than  1 
pixel.  The  value  of  the  RMSE  calculated  on  the  total  13 points  is  less  than  0.5 pixel, 

 8 

0.36894 0.1985 

RMSE totale 

0.4166 

 

Invariant FeatureTransform [35]. A 
plugin implements a registration method SIFT operator ImageJ was developed under the name of 
"SIFT Correspondences Extract" and "Extract MOPS Correspondences". We built this plugin to 

The plugins "Extract SIFT Correspondences" and "Extract 
MOPS Correspondences" identify a set of corresponding points of interest in two images and 

Difference of Gaussian 
. Corresponding points are best matches from 

local feature descriptors that are consistent with respect to a common geometric transformation. 
Scale Oriented 

ature description. The thus established matches are filtered using 
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Figure 16 gives an illustration of the error curve for both methods with respect to the estimate of 
the rotation angle. The minimum error for both methods is 0 while the maximum error is 0.08 for 
our method and 0.043 for the method using SIFT.
 

 
For the estimation of the translation vector, we have represented the 
vectors and module of estimated translations
two modules regarding the real
nearby. It may be noted at Figure 
method using SIFT. 
 

 

FIGURE 17: Module parameters
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gives an illustration of the error curve for both methods with respect to the estimate of 
the rotation angle. The minimum error for both methods is 0 while the maximum error is 0.08 for 
our method and 0.043 for the method using SIFT. 

. 
 

FIGURE 16: Relative error curves. 

For the estimation of the translation vector, we have represented the module of real translation 
estimated translations vectors by each method. Figure 17 shows that the 

real translations vectors and those estimated by our method are 
nearby. It may be noted at Figure 18 there is a very poor estimate of translation vectors by the 

 

Module parameters real and  estimated by bifurcations. 

268 

gives an illustration of the error curve for both methods with respect to the estimate of 
the rotation angle. The minimum error for both methods is 0 while the maximum error is 0.08 for 

real translation 
shows that the 

translations vectors and those estimated by our method are 
there is a very poor estimate of translation vectors by the 
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FIGURE 18: Module parameters real and  estimated by bifurcations  and SIFT.

 
5. CONCLUSION 
In this paper, we have present
includes a segmentation technique to extract  the  streaks,  a  skeletonization  technique  to  
extract  the  center  line  streaks
registration.  The  corresponding  points,  enabling  the
parameters  existing between  the  images  are  obtained  by  comparing  the  correlation  
coefficients  between  the descriptor
allowed us to measure the reliab
individuals identification using our registration method.
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Abstract 
 

The characteristics of human body parts and behaviour are measured with biometrics, which are 
used to authenticate a person. In this paper, we propose Hybrid Domain based Face Recognition 
using DWT, FFT and Compressed CLBP. The face images are preprocessed to enhance 
sharpness of images using Discrete Wavelet Transform (DWT) and Laplacian filter. The 
Compound Local Binary Pattern (CLBP) is applied on sharpened preprocessed face image to 
compute magnitude and sign components. The histogram is applied on CLBP components to 
compress number of features. The Fast Fourier Transformation (FFT) is applied on preprocessed 
image and compute magnitudes. The histogram features and FFT magnitude features are fused 
to generate final feature. The Euclidian Distance (ED) is used to compare final features of test 
face images with data base face images to compute performance parameters. It is observed that 
the percentage recognition rate is high in the case of proposed algorithm compared to existing 
algorithms. 
 
Keywords: Biometrics, CLBP, DWT, Face Recognition, FFT, Histogram.  

 
 
1.    INTRODUCTION 
The biometrics stands for life measurements i.e., the measurement and analysis of biological 
characteristics such as fingerprints, iris patterns, retina etc. or the behavioural characteristics 
such voice, gait, signature etc. of an individual. The identification of a person is based on 
biological factors and behavioural characteristics. Some of the different types of biological 
biometrics are: (i) Fingerprint Recognition: The ridges and valleys in the fingertips to identify an 
individual. The drawback with this approach is that most often it is possible for an individual to 
lose the fingerprints due to injury or due to working in hazardous work environments. (ii) Face 
Recognition: The facial characteristics of an individual are analysed. (iii) Finger/Hand Geometry 
Recognition: The special and transform domain features are analysed for recognition. (iv) Iris 
Recognition: An individual is identified based on the unique patterns of the iris. (v) Retina 
Recognition: Analysing the features of the capillary vessels present at the back of the eye. (vi) 
Vein Detection: The vein patterns in the back of the hand and the wrist is used to identify an 
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individual. The analysis of various behavioural characteristics to identify an individual are: (i) 
Voice Recognition: Analysing the tone, frequency and pitch of an individual’s voice. (ii) Signature 
Recognition: Analysis of the style in which a person does the signature. (iii) Keystroke 
Recognition: Studying the pattern in which an individual types on the keyboard. 
 
Face recognition is the biometric technique of identifying through the analysis of facial features. 
The key advantage of face recognition is that it does not require any cooperation from the subject 
under test. Most face recognition systems implemented in surveillance applications captures and 
analyses the individuals even without their knowledge. Face recognition has extensive application 
in both one-to-one mapping for verification of a person and one-to-many mapping for 
identification of an individual. One of the ways to achieve this is by first acquiring the facial 
features and then comparing it with the facial databases. The advantages and applications of 
face recognition is a hot field of research and challenging task for efficient identification under 
illuminations pose variations etc. 
 
Contribution:  In this paper Hybrid Domain based Face Recognition using DWT, FFT and 
Compressed CLBP is proposed. The Face images are preprocessed to sharpen the images. The 
CLBP is applied on face images to generate CLBP features. The histogram is applied to 
compress CLBP features. The FFT is applied on preprocessed image to generate magnitude 
features, which are fused with Histogram features to generate final features. The final test 
features and data base features are compared using ED.  
 
Organisation: section 1 gives brief introduction of biometrics. The related work of existing 
techniques described in section 2. The proposed model is described in section 3. In section 4 
algorithm is given. The performance analysis is discussed in section 5. The conclusion is given in 
section 6. 
 
2.   RELATED WORK 
Faisal R.AI-Osaimi et al., [1] proposed a spatially optimised data/pixel-level fusion of 3D shape 
and texture. Here in order to make the expression and illumination variations reside better in PCA 
subspace, the fusion is spatially optimised with respect to multimodal pixel values. Also they 
proved that identification performance was further improved by using higher order fusion 
functions and multiple fusion functions systematically. Raghuraman Gopalan et al., [2] created a 
subspace resulting from convolution of an image with a set of orthogonal basis functions and 
showed that subspace created by clear image and its blurred versions are equal under ideal 
conditions of zero noise. Ping-Han Lee et al., [3] explored the orientations of edges and proposed 
Oriented Local Histogram Equalization (OLHE) which compensates illumination. The OLHE 
feature combinations schemes are used for viz, encoded most edge orientations, compactness 
with good edge-preserving capabilities and performs better in extreme lighting conditions. 
Discriminant nonlinear with Generalise Discriminant Analysis (GDA) was applied to LBP, Gabor 
and Local TernityPatterns (LTP) are used for feature extraction. Cosine distance based nearest 
neighbour is used for classification.  
 
Timo Ahonen et al.,[4] proposed face recognition using Local Binary Pattern (LBP).The LBP 
features are extracted by dividing face into several regions and enhanced feature vectors are 
used  for  face recognition. In the field of 3D face recognition system. Parama Bagchi et al., [5] 
have given a robust system which can handle pose as well as occlusions. The system takes in 
3D image, registers facial surfaces to common model minimizing distance between a probe 
model and gallery model using ICP (Iterative Closest Point) algorithm. Later the occlusions are 
extracted by thresholding depth map values of 3D image. The Principal Component Analysis 
(PCA) is used for feature extraction. Classification on the extracted features was performed using 
Artificial Neural Networks. Michel F.Valstar and Maja Pantic [6] have proposed a method for 
detecting larger facial behaviour by recognizing facial muscle actions that have expressions .The 
geometric features are used for recognition. The Support Vector Machine (SVMs) and Hidden 
Morkove Model (HMMs) are used for feature classification. 



Sujatha  B M, K Suresh Babu,  K B Raja  &  Venugopal  K R 

International Journal of Image processing   (IJIP), Volume (9) : Issue (5) : 2015 285 

Wilman W.W.Zou and Pong C. Yuen [7] proposed a method to learn relation between the high 
resolution image spaces, very low resolution image (VRL) space and face super resolution (SR). 
Based on this new data and discriminative constraints were designed for good visuality. SVM and 
INN methods are used for classification. Hu Han et al., [8] have presented a generic frame work 
for automatic demographic (age, gender and race) estimation for a face image. Demographic 
informative features are extracted from biologically inspired features and they have predicted the 
demographic attributes of a face image using a hierarchical classifier to predict the age, gender 
and race. Changxing Ding et al., [9] proposed face identification for handling the full range of 
pose. First the original pose-invariant face recognition problem is transformed into a partial frontal 
face recognition problem. To represent the synthesised partial frontal faces, a robust patch based 
face representation scheme is developed. 
 
Faisal Ahmed et al., [10] introduced a face recognition method using Compound Local Binary 
Pattern (CLBP).This method uses encoding scheme which combines magnitude information of 
the difference between two grey values along with original LBP pattern. The performance of 
CLBP features are classified using Support Vector Machines (SVM) classifier. Gae Yong Choi et 
al., [11] proposed colour texture features based on Colour Local Gabor Wavelets (CLGWs) and 
Colour Local Binary Pattern (CLBP) for face recognition. To perform classification multiple colour 
local textures are combined at the feature level with uniform weights. 
 
3.   PROPOSED MODEL 
The block diagram of proposed model is shown in Figure1. The face images are pre-processed 
using DWT, Laplacian filtering and subtraction for better performance. 
 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 

FIGURE 1: Block diagram of proposed model. 
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3.1   Face Database 
The standard face databases such as JAFFE, ORL, Indian male and Indian female are 
considered to test the proposed model. 
 
3.1.1 JAFFE Database 
The JAFEE face data base [12] has 10 persons with approximately twenty face images per 
person. The different images captured for single person are based on facial expressions, such as 
emotional, happy, angry, disgust, surprise and neutral movements. The original size of image is 
256×256 and ten image samples of a person are shown in Figure 2. For experimental results the 
data base is created by considering eight persons with seven images per person that is fifty six 
images to compute performance parameters FRR and TSR. The remaining two persons with one 
image per person are considered to compute FAR. 

 

 
 

FIGURE 2: Samples of JAFFE face images of person. 
 

3.1.2 ORL Database 
The ORL database [13] shown in Figure 3 has forty persons with ten images per person. The ten 
different images of a same person are taken at different times by varying lightning, facial 
expression (which includes opening/closing of eyes and smiling/not smiling), facial details 
(glass\no glass).The database is created by considering first thirty persons out of forty persons 
and first six images per person are considered to create database which leads to one eighty 
images in the database and ninth image from first thirty persons are taken as test image to 
compute FRR and TSR. The remaining ten persons out of forty are considered as out of 
database to compute FAR.  
 

 
 

FIGURE 3: Samples of ORL face images of person. 
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3.1.3 Indian Male 
The Indian male face database [14] shown in Figure 4 has twenty persons with approximately 
eleven images per person. The images were taken in homogeneous background with an upright 
and frontal position. The eleven different images include facial orientations such as looking front, 
looking left, looking right, looking up, looking up towards left, looking up towards right, looking 
down, with emotions neutral, smile, laughter, sad/disgust. The database is created by considering 
first twelve persons out of twenty persons with first six images per persons are considered to 
create database which leads to seventy two images in the database and ninth image from first 
twelve persons are taken as test image to compute FRR and TSR. The remaining eight persons 
out of twenty persons are considered as out of database to compute FAR. 
 
 

 
 

FIGURE 4: Samples of Indian male data base face images  
 

3.1.4 Indian Female 
The Indian females face database [14] shown in Figure 5 consists of twenty two persons with 
approximately eleven images per person. The variations in pose and expressions are same as 
Indian male face database. The database is created by considering first fifteen persons out of 
twenty two persons with first seven images per persons are considered to create database which 
leads to hundred five images in the database and ninth image from first fifteen persons are taken 
as test image to compute FRR and TSR. The remaining seven persons out of twenty two persons 
are considered as out of database to compute FAR. 
 

 
 

FIGURE 5: Samples of Indian female database face images  
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3.2    Discrete Wavelet Transform  
It serves as one of the important tools for image compression due to their data reduction 
capability. It analyses the signal at different frequency bands with different resolution by 
decomposition using high and low pass filters. 
 
The Two Dimensional-Discrete Wavelet Transform (2D-DWT) is a multilevel decomposition 
technique that converts the images from spatial to frequency domain [15]. One-level of wavelet 
decomposition produces four filtered and sub sampled images referred to as sub bands. 2D-DWT 
is implemented as a convolution of selected wavelet function with the original image or it can be 
viewed as a set of two matrices of filters with row and columns. The mathematical representation 
of decomposition is given in equation (1). 
 
Cf = X × I ×Y --------------------------------------------------------------------------------------------------------    (1) 
 
Where, 
Cf is the final matrix of wavelet coefficients 
 
I is the original image 
 
X is the matrix of row filters  
 
Y is the matrix of column filters. 
 
Figure 6 shows two levels of 2D filter tree [16]. The input image in each level is split into four 
bands using the low pass and high pass wavelet filters on the rows and columns. The row filters 
in each level are used to convert an image into low and high frequency components. The column 
filters in each level are used to convert low frequency components of row filters into low and high 
frequency components. Similarly high frequency components of row filters are converted into low 
and high frequency components. In each level four sub bands are generated. The low frequency 
sub bands of level 1 act as input to the level 2. 

 
 

 
FIGURE 6: 2D DWT decomposition into two levels. 
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3.3    Laplacian Filter 
It is used for image edge detection. The laplacian filter is applied on resized LL band coefficients 
of DWT. The original image coefficients are subtracted from laplacian filter coefficients to 
generate sharpened image. 

 
3.4    Compound Local Binary Pattern (CLBP) 
It is an extension of the Local Binary Pattern (LBP) texture operator. The image is converted into 
number of cells of dimension 3*3. The centre pixel in the 3*3 cell is considered as reference to 
generate CLBP texture operator with LSB for magnitude component and MSB for sign 
component. An example of CLBP texture operator for 3*3 image is shown in Figure 7. The 
intensity value of centre pixel is say Ic and intensity values of surrounded pixels are represented 
by Ip. 
 
The sign component of CLBP is generated using equation (2) 
 

����_���	 
  �0 �    �� � �� � 0
1 �   �� � �� � 0�--------------------------------------------------------------------------------- (2) 

The magnitude components of CLBP are generated using equation (3) 
 

����_��� 
  �0 �  �� � �� � ����
1:   �� � �� � ����

�     ------------------------------------------------------------------------- (3) 

Where, 
Mavg=  (|m1|+|m2|…………+|m8|)/8 
m1 to m8 are the magnitude  values of difference between respective Ipand Ic. 
 
Example: Fig (a) is the original image, the intensity value difference between centre pixel and 
neighbouring pixels are given in fig (b). The sign component and magnitude components with 
CLBP are given in figures (c), (d) and (e) respectively. The binary 8 bits of sign and magnitude of 
each pixel are converted into decimal values to generate sign and magnitude features. The binary 
8 bits of sign and magnitude of each pixel are converted into decimal values for feature 
extraction. The numbers of magnitude and sign components of CLBP for an image size of 
256*256 are 64512.  

 

Mavg 
 16 " 13 " 9 " 3 " 11 " 39 " 74 " 15 
8 
 200

8 
 25 

 

 
 

 

 

FIGURE 7: CLBP Operator. 
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3.5   Histogram  
Histogram or specifically image histogram is the representation of an image in terms of a bar 
graph of pixel intensities. Histogram is a powerful tool used to view the image contrast and 
intensity distribution [17]. The histogram for image consists of pixel intensities plotted along the x-
axis and the frequency of these pixel intensities along the y-axis. The histogram reduces number 
of features, which is advantage in real time application. 
 
Example: - Consider an image of size 256 × 256 as shown in Figure 8. The total number of 
pixels in the image is 65536 with intensity levels varying from 0 to 255. The histogram of an 
image is shown in Figure 8. The histogram is applied on magnitude and sign components of 
CLBP to generate histogram features. The number of CLBP features are reduced from 64512 to 
256, which increases the processing speed in real time applications. The histogram features of 
magnitude and sign components of CLBP are fused by concatenation to form CLBP – histogram 
features which are represented by C. 
 
 

    
 
 
        (a)  Image                    (b) Histogram             (c) Magnitude                       (d) Sign 
                                   

FIGURE 8:  Histogram of original face image and CLBP. 
 
3.6    Fast Fourier Transform (FFT) 
The tool used to decompose an image into cosine (real) and sine (imaginary) components [18]. 
The transformation is the representation of input image into frequency domain. FFT algorithm is 
based on either divide and conquers method or linear filtering. The divide and conquer method 
includes FFT algorithms like Radix-2 and Radix-4 uses Decimation in Time (DIT) and Decimation 
in Frequency (DIF). FFT is facilitates computation of Discrete Fourier Transform (DFT) in real 
time which reduces the complexity and reduces the computational time. The FFT and its inverse 
of 2D image can be computed using the equations (4) and (5). 
 
 

DFT: F(x, y) = ∑ ∑ +,-, 	/01234,56
789:

;/<1=>?@A1=B?@   ------------------------- --------------------------------- --- (4) 

 IDFT: f(m, n) = 
=

A< ∑ ∑ C,D, E/0234,56
789:

;/<1=>?@A1=B?@    ----------------------------------------------------------- (5) 
 
Where, 
M is the number of rows 
N is the number of columns 
 
It is observed from the equations (4) and (5) that the implementation is complex and expensive. 
Hence the 2D transform is split as two 1D transforms, one in horizontal direction and the other in 
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the vertical direction. The end result is equivalent to 2D transform in frequency domain. The 1-D 
DFT and IDFT are given in equations (6) and (7). 
 

F(x) = ∑ +,	/01234,5:
;/<1=>?@ ------------------------------------------------------------------------------------- ----- (6) 

 
 

f(n) =
=
< ∑ C,D/0234F5:

;G<1=>?@ ------------------------------------------------------------------------------------- - ---  (7) 
 
The magnitude values of F(X) are very high compared to pixel intensity values in the spatial 
domain and features are represented by D. 
 
3.7   Fusion 
The texture features are fused with transform domain features to generate final features. The final 
fusion features differentiate different and similar images efficiently compared to individual 
features. The CLBP-Histogram features and FFT magnitudes are fused using equation (8) to 
generate final features of an image. 
 
 
C�	�H ��IJ0 C 
 � K L " ,1 � �/ K �------------------------------------------------------------------------ --- (8) 
 
Where P is improved factor varies from 0 to 1 
            D is transform domain features 
            C is CLBP-histogram features. 
 
3.8   Euclidian Distance 
The final features of test images are compared with final features of images in the data base 
using Euclidian Distance (ED) to identify a person using equation (9). 
                   

                  E D = MN ,Pi � qi /3 A
R?=  ----------------------------------------------------------------------- ---- (9) 

Where, M = No of coefficients in a vector. 
            Pi= Coefficients values of vectors in database. 
            qi = Coefficient values of vectors in test image 
 
 
4.   ALGORITHM 
Problem Definition: The hybrid domain technique is used for face recognition with DWT in the 
Preprocessing.  
 
The objectives are  
i) To increase TSR 
ii) To decrease FRR, FAR and EER 
 
The proposed face recognition algorithm using DWT, Filtering, CLBP, Histogram and FFT is 
given in Table 1. 
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TABLE 1:  Proposed Algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.   PERFORMANCE ANALYSIS 
In this section the definitions of performance parameter and performance analysis of proposed 
model are discussed. 
 
5.1   Definitions of Performance Parameters 
(i) False Acceptance Rate: The number of unauthorized persons accepted as authorized 
persons. It is the ratio of the number of unauthorized persons accepted to the total number of 
persons in the outside database and given in equation (10) 
 

  FAR=
<SBTUV WX S>�SYZWVR[U\ ]UV[W>[ �^^U]YU\

_WY�` >SBTUV WX ]UV[W>[ R> YZU WSY WX \�Y� T�[U----------------------------------------------------   (10) 

 
(ii) False Rejectio Rate: The number of authorized persons rejected as unauthorized persons. It 
is the ratio of number of authorized persons rejected to the total no of persons in the database as 
given in equation (11) 
 
    

 FRR=
<SBTUV WX �SYZWVR[U\ ]UV[W>[ VU2U^YU\

_WY�` >SBTUV WX ]UV[W>[ R> YZU \�Y� T�[U------------------------------------------------------------- (11) 

 
(iii) Total Success Rate: The number of authorized persons recognized correctly in the 
database. It is the ratio of number of persons correctly matched to the total no of persons in the 
database and is given in equation (12) 
 

      TSR=
<SBTUV WX  ]UV[W>[ ^WVVU^Y`9 B�Y^ZU\

_WY�` >SBTUV WX ]UV[W>[ R> YZU  \�Y� T�[U  --------------------------------------------------- (12) 

 
(iv) Equal Error Rate:It is the measure of trade-off between FAR and FRR and is given in  
equation (13). 
       
         EER=Cab 
 Cbb--------------------------------------------------------------------------------------- (13) 
 
 
 

 
 
Input: Face Images  
Output: Performance parameters  

1. The Face Images are pre-processed using DWT, resize, filtering and 
subtract. 

2. The CLBP is applied on preprocessed face images to generate 
magnitude and sign components. 

3. The Histogram is applied on magnitude and sign components of CLBP 
and concatenate the Histograms of magnitude and sign. 

4. The FFT is applied on preprocessed image to generate FFT magnitude 
features. 

5. The FFT magnitude features are fused with concatenated histogram 
features to generate final features. 

6. The final features of test and data base images are compared using 
Euclidian Distance. 

7. Compute performance parameters such as TSR, FRR, FAR and EER. 
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5.2   Analysis of Performance Parameter 
The Performance Parameters such as FRR, FAR, EER and TSR for different face databases viz., 
JAFFE, ORL, Indian male and Indian female  are discussed in detail for the proposed model. 
 
5.2.1 Analysis using JAFFE Database 
(i) CLBP Technique 
The database is created to test the performance of an algorithm by considering eight persons 
inside data base and two persons outside data base. The variations of FAR, FRR and TSR with 
threshold using CLBP technique with/without Preprocessing are shown in Figure 9. The values of 
FRR decrease from 100 % to 0 % as threshold increases. The values of FAR and TSR increases 
with threshold. The values of Maximum TSR (Max.TSR) are 75 % to 87.5 % without and with 
preprocessing respectively. The EER values are less with preprocessing compared to without 
preprocessing. 
 
 

     
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
(a) Without Preprocessing    (b) With Preprocessing 

 
FIGURE 9: The variations of   FAR, FRR and TSR with threshold for CLBP technique. 

 
 
 
(ii) FFT Technique 
The data base is created to test the performance of an algorithm by considering eight persons 
inside data base and two persons outside data base. The variations of FAR, FRR and TSR with 
threshold using CLBP technique with/without Preprocessing are shown in Figure 10. The values 
of FRR decrease for 100% to 0% as threshold increases. The values of FAR and TSR increases 
with threshold. The values of Max.TSR without and with Preprocessing are 100%.  The EER 
values are less with preprocessing compared to without preprocessing. 
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(a) Without Preprocessing                    (b) With Preprocessing 
 

FIGURE 10: The variations of   FAR, FRR and TSR with threshold for FFT technique. 
 

(iii) Proposed Hybrid Technique 
The data base is created to test the performance of an algorithm by considering eight persons 
inside data base and two persons outside data base. The variations of FAR, FRR and TSR with 
threshold using CLBP technique with/without Preprocessing are shown in Figure 11. The Values 
of FRR decrease for 100 % to 0 % as threshold increases. The values of FAR and TSR increases 
with threshold. The values of Max. TSR are 88.33% to 100% without and with preprocessing 
respectively. The EER values are less with Preprocessing compared to without Preprocessing. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
   (a)  Without  Preprocessing         (b)  With Preprocessing 

 
FIGURE 11: The variations of   FAR, FRR and TSR with threshold for Hybrid technique. 

 
(iv) Performance Comparison of CLBP, FFT and Hybrid Techniques 
The performance parameters viz., EER, Optimum TSR (Opt.TSR) and Maximum TSR (Max.TSR) 
for CLBP, FFT and Hybrid domain techniques are tabulated in Table 2. The values of EER with 
Preprocessing are lower compared to without preprocessing. In all the three techniques the 
values of Max.TSR and Opt.TSR values are   higher in the case of with preprocessing compared  
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to without preprocessing  It is observed that the values EER are zero in the case proposed hybrid 
technique compared to CLBP and FFT techniques. The values Opt. and Max. TSR with and 
without preprocessing are high in the case of hybrid technique compared to CLBP and FFT 
techniques.  

 
TABLE 2:  Percentage variations of FAR, FRR and TSR without and with preprocessing. 

 
5.2.2   Analysis using ORL Database 
(i) CLBP Technique 
The data base is created to test the performance of an algorithm by considering thirty persons 
inside data base and ten persons outside data base. The variations of FAR, FRR and TSR with 
threshold using CLBP technique with/without Preprocessing are shown in figure 12. The values of 
FRR decrease for 100 % to 0 % as threshold increases. The values of FAR and TSR increases 
with threshold. The values of Max. TSR are 73.33 % to 83.33 % without and with Preprocessing 
respectively. The EER values are less with Preprocessing compared to without Preprocessing. 
 
 
 
                    

                    
 
 
 
 
 
 
 

 
 
 
 
 
 
   (a) Without Preprocessing                          (b) With Preprocessing 

 
FIGURE 12: The variations of   FAR, FRR and TSR with threshold for CLBP technique. 
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with threshold. The values of Max. TSR is 90% without and with Preprocessing. The EER values 
are less with preprocessing compared to without preprocessing 
 
 
                   
                                          
 
 
 
  
 
 
 
 
 

 
 
 

 
               (a)  Without Preprocessing    (b) With Preprocessing 

 
FIGURE 13: The variations of   FAR, FRR and TSR with threshold for FFT technique. 

 
(iii) Proposed Hybrid Technique 
The data base is created to test the performance of an algorithm by considering thirty Persons 
Inside Data base and ten Persons Outside Data base. The variations of FAR, FRR and TSR with 
threshold using CLBP technique with/without Preprocessing are shown in Figure 14. The values 
of FRR decrease for 100 % to 0 % as threshold increases. The values of FAR and TSR increases 
with threshold. The values of Max. TSR are 93.33% without and with Preprocessing. The EER 
values are less with preprocessing compared to without preprocessing. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a)Without Preprocessing              (b) With Preprocessing 

FIGURE 14: The variations of   FAR, FRR and TSR with threshold for Hybrid technique. 
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(iv)  Performance Comparison of CLBP, FFT and Hybrid Techniques 
The performance parameters viz., EER, Optimum TSR and Maximum TSR for CLBP, FFT and 
Hybrid domain techniques are tabulated in Table 3. The values of EER with preprocessing are 
lower compare to without preprocessing. In all the three techniques the values of Max.TSR and 
opt. TSR values are   higher in the case of with preprocessing compared to without 
preprocessing. It is observed that the values EER are zero in the case proposed hybrid technique 
compare to CLBP and FFT techniques. The values opt. and Max.TSR with and without 
preprocessing are high in the case of hybrid technique compared to CLBP and FFT techniques. 
 

TABLE 3: Percentage variations of FAR, FRR and TSR without and with preprocessing. 

 
 
5.2.3    Analysis using Indian Male Database 
(i) CLBP Technique 
The data base is created to test the performance of an algorithm by considering twelve Persons 
inside Data base and eight Persons Outside Data base. The variation of FAR, FRR and TSR with 
threshold using CLBP technique with/without Preprocessing is shown in Figure 15. The values of 
FRR decrease for 100 % to 0 % as threshold increases. The values of FAR and TSR increases 
with threshold. The values of Max. TSR are 66.66 % to 83.33 % without and with Preprocessing 
respectively. The EER values are less with preprocessing compared to without preprocessing. 
                                   

                 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a)   Without Preprocessing                     (b) With Preprocessing 
         

FIGURE 15: The variations of   FAR, FRR and TSR with threshold for CLBP technique. 
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(ii) FFT Technique 
The data base is created to test the performance of an algorithm by considering twelve Persons 
inside Data base and eight Persons outside Data base. The variations of FAR, FRR and TSR 
with threshold using CLBP technique with/without Preprocessing are shown in Figure 16. The 
values of FRR decrease for 100% to 0% as threshold increases. The values of FAR and TSR 
increases with threshold. The values of Max. TSR are 72% to 80% without and with 
Preprocessing respectively. The EER values are less with preprocessing compared  
to without preprocessing 
        
 
                           
 
 
 
 
 
 
 
 
 
 
 

     
 
 
 (a)   Without Preprocessing                                                       (b) With Preprocessing 
 

FIGURE 16: The variations of   FAR, FRR and TSR with threshold for FFT technique. 

 
(iii) Proposed Hybrid Technique 
The data base is created to test the performance of an algorithm by considering eight Persons 
Inside Data base and two Persons Outside Data base. The variations of FAR, FRR and TSR with 
threshold using CLBP technique with / without Preprocessing are shown in Figure 17. The values 
of FRR decrease for 100 % to 0 % as threshold increases. The values of FAR and TSR increases 
with threshold. The values of Max.TSR without and with Preprocessing are 100%.  The EER 
values are less with preprocessing compared to without preprocessing. 
 
 
 
 
 
 
 
 
 
                                              
     

 
 
 
 
 
 
(a )  Without Preprocessing     (b) With Preprocessing 
 

FIGURE 17: The variations of   FAR, FRR and TSR with threshold for Hybrid technique. 
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(iv)   Performance Comparison of CLBP, FFT and Hybrid Techniques 
The performance parameters viz., EER, optimum TSR and maximum TSR for CLBP, FFT and 
Hybrid domain techniques are tabulated in Table 4. The values of EER with preprocessing are 
lower compared to without preprocessing. In all the three techniques the values of Max. TSR and 
opt. TSR values are higher in the case of with preprocessing compared to without preprocessing. 
It is observed that the values EER are zero in the case proposed hybrid technique compared to 
CLBP and FFT techniques. The values opt. and Max.TSR with and without preprocessing are 
high in the case of hybrid technique compared to CLBP and FFT techniques. 
        

TABLE 4: Percentage variations of FAR, FRR and TSR without and with preprocessing. 
 

 
 
5.2.4   Analysis using Indian Female Database 
(i) CLBP Technique 
The data base is created to test the performance of an algorithm by considering fifteen persons 
inside data base and seven persons outside data base. The variation of FAR, FRR and TSR with 
threshold using CLBP technique with / without Preprocessing is shown in Figure 18. The values 
of FRR decrease for 100 % to 0 % as threshold increases. The values of FAR and TSR increases 
with threshold. The values of Max.TSR are 60 % to 72.11 % without and with Preprocessing 
respectively. The EER values are less with preprocessing compared to without preprocessing. 
 
                                       
 
 
 
 
 
        

       
 
 
 
 

 
 
 
(a)  Without Preprocessing                                                        (b) With Preprocessing 
 

FIGURE 18: The variations of   FAR, FRR and TSR with threshold for CLBP technique. 
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(ii) FFT Technique 
The data base is created to test the performance of an algorithm by considering fifteen persons 
inside data base and seven persons outside data base. The variations of FAR, FRR and TSR 
with threshold using CLBP technique with / without Preprocessing are shown in Figure 19. The 
values of FRR decrease for 100% to 0% as threshold increases. The values of FAR and TSR 
increases with threshold. The values of Max. TSR are 60% to 72.11 without and with 
Preprocessing. The EER values are less with preprocessing compared to without preprocessing 
 
                                

 
 
 
 
 
 
 
 
 
 
 
       
 
 
 
      (a) Without Preprocessing         (b) With Preprocessing 
 

FIGURE 19: The variations of   FAR, FRR and TSR with threshold for FFT technique. 

 
(iii) Proposed Hybrid Technique 
The data base is created to test the performance of an algorithm by considering fifteen persons 
inside data base and seven persons outside data base. The variations of FAR, FRR and TSR 
with threshold using CLBP technique with / without Preprocessing are shown in figure 20. The 
values of FRR decrease for 100 % to 0 % as threshold increases. The values of FAR and TSR 
increases with threshold. The values of Max.TSR are 86.46% to 93.33% without and with 
Preprocessing respectively. The EER values are less with preprocessing compared to without 
preprocessing. 
 
                             

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

(a) Without Preprocessing                                                 (b) With Preprocessing 
 

FIGURE 20: The variations of   FAR, FRR and TSR with threshold for Hybrid technique. 
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(iv)  Performance comparison of CLBP, FFT and Hybrid Techniques 
The performance parameters viz., EER, optimum TSR and maximum TSR for CLBP, FFT and 
Hybrid domain techniques are tabulated in Table 5. The values of EER with preprocessing are 
lower compare to without preprocessing. In all the three techniques the values of Max. TSR and 
opt. TSR values are   higher in the case of with preprocessing compared to without 
preprocessing. It is observed that the values EER are zero in the case proposed hybrid technique 
compare to CLBP and FFT techniques. The values opt. and Max.TSR with and without 
preprocessing are high in the case of hybrid technique compared to CLBP and FFT techniques. 

 
TABLE 5: Percentage variations of FAR, FRR and TSR without and with preprocessing. 

 
 
5.2.5    Comparison of Proposed Algorithm with Existing Algorithms for ORL Database 
The percentage TSR of proposed algorithm for ORL database is compared with existing 
algorithm presented by Pallavi D. Wadakar and Megha Wankhade [19], Swarup Kumar Dandpat 
and Sukadev Meher [20] and D Murugan et al.,[21] and is given in Table 6. It is observed that the 
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and FFT techniques are used compared to DWT, PCA+2DPCA and DWT+PCA techniques used 
in the existing algorithms. The performance parameter values are computed to demonstrate the 
proposed algorithm is better for the following reasons. (i) The face images are preprocessed 
using DWT and Laplacian filter to generate sharpened face images.(ii)The CLBP magnitude  and 
sign component produce texture feature which represents micro level information and also 
produce high dimensional features which results in better performance parameters.(iii)The 
histogram on CLBP features reduces high dimensional features to low dimensional 
features.(iv)The FFT magnitude features are able to produce highly discriminant features for 
images of different persons.(v)The proposed algorithm is able to produce highly similar features 
for images of same persons and highly discriminant features for images of different persons. This 
is proved through Euclidian Distance and experimental results. 
 

TABLE 6: Comparison of TSR with proposed and existing algorithms. 
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6.   CONCLUSION 
The biometrics are used to create human data base of nation for authentication and national 
security. In this paper Hybrid Domain based Face Recognition using DWT, FFT and Compressed 
CLBP is proposed. The face data bases are preprocessed using LL band of DWT and Laplacian 
filter to generate sharpened face images. The CLBP is applied on sharpened face images to 
generate high dimensional magnitude and sign features. The histogram is applied on magnitude 
and sign features to convert high dimensional features to low dimensional features. The FFT is 
applied on sharpened face images to generate FFT magnitude features. The low dimensional 
histogram features are fused with high dimensional FFT magnitude features using strengthening 
equation to generate final features. The data base image features and test image features are 
compared using ED to compute performance parameters. The performance parameter values are 
better in the case of proposed algorithm compared to existing algorithms. In future the algorithm 
can be tested using FPGA which suits real time applications.  
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