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Editorial Preface 

This is fifth issue of volume four of the Signal Processing: An International 
Journal (SPIJ). SPIJ is an International refereed journal for publication of 

current research in signal processing technologies. SPIJ publishes research 

papers dealing primarily with the technological aspects of signal processing 
(analogue and digital) in new and emerging technologies. Publications of SPIJ 

are beneficial for researchers, academics, scholars, advanced students, 

practitioners, and those seeking an update on current experience, state of 
the art research theories and future prospects in relation to computer science 

in general but specific to computer security studies. Some important topics 

covers by SPIJ are Signal Filtering, Signal Processing Systems, Signal 

Processing Technology and Signal Theory etc. 
 

This journal publishes new dissertations and state of the art research to 
target its readership that not only includes researchers, industrialists and 

scientist but also advanced students and practitioners. The aim of SPIJ is to 

publish research which is not only technically proficient, but contains 

innovation or information for our international readers. In order to position 
SPIJ as one of the top International journal in signal processing, a group of 

highly valuable and senior International scholars are serving its Editorial 

Board who ensures that each issue must publish qualitative research articles 
from International research communities relevant to signal processing fields. 
   
SPIJ editors understand that how much it is important for authors and 
researchers to have their work published with a minimum delay after 

submission of their papers. They also strongly believe that the direct 

communication between the editors and authors are important for the 
welfare, quality and wellbeing of the Journal and its readers. Therefore, all 

activities from paper submission to paper publication are controlled through 

electronic systems that include electronic submission, editorial panel and 
review system that ensures rapid decision with least delays in the publication 

processes.  
 

To build its international reputation, we are disseminating the publication 

information through Google Books, Google Scholar, Directory of Open Access 

Journals (DOAJ), Open J Gate, ScientificCommons, Docstoc and many more. 
Our International Editors are working on establishing ISI listing and a good 

impact factor for SPIJ. We would like to remind you that the success of our 

journal depends directly on the number of quality articles submitted for 

review. Accordingly, we would like to request your participation by 
submitting quality manuscripts for review and encouraging your colleagues to 

submit quality manuscripts for review. One of the great benefits we can 

provide to our prospective authors is the mentoring nature of our review 
process. SPIJ provides authors with high quality, helpful reviews that are 

shaped to assist authors in improving their manuscripts.  
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Abstract 

 
We propose a phase-locked loop (PLL) architecture which reduces double 
frequency ripple without increasing the order of loop filter. Proposed architecture 
uses quadrature numerically–controlled oscillator (NCO) to provide two output 
signals with phase difference of π / 2 . One of them is subtracted from the input 
signal before multiplying with the other output of NCO. The system also provides 
stability in case the input signal has noise in amplitude or phase. The proposed 
structure is implemented using field programmable gate array (FPGA) which 
dissipates 15.44 mW and works at clock frequency of 155.8 MHz. 
 
Keywords: Digital Phase-Locked Loop (DPLL), Field Programmable Gate Array (FPGA), Numerically-
controlled Oscillator (NCO), Read Only Memory (ROM), Look-Up Table (LUT). 

 

1. INTRODUCTION 

A PLL is a closed-loop feedback system that sets fixed phase relationship between its output 
phase and the phase of a reference input. It tracks the phase changes that are within its 
bandwidth. Tasks performed by PLL include carrier recovery, clock recovery, tracking filters, 
frequency and phase demodulation, phase modulation, frequency synthesis and clock 
synchronization. PLLs are also used in radio, television, every type of communications (wireless, 
telecom, datacom), all types of storage devices and noise cancellers [1]. 
 
A PLL block diagram is shown in Fig 1. It has three main components which are, phase detector 
(PD), a low pass filter (LPF) called as the loop filter and a voltage controlled oscillator (VCO). PLL 
operates as a negative feedback loop. VCO generates a signal at center frequency, multiplied by 
the input signal in PD and the resultant is passed through LPF to eliminate double frequency 
ripple. The filter output is fed back to VCO to adjust its generated frequency and phase. This 
process continues until no phase or frequency difference exists and the PLL is said to be 
“frequency locked”. 
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FIGURE 1: Phase Locked Loop 

PLL behaves as a narrow band tracking filter and its LPF output has a characteristics of 
frequency discriminator. The linearity of VCO affects the overall linearity of PLL in case of analog 
implementation [2]. Hence, digital PLLs can solve some of the limitations of analog ones. In 
addition, the digital tangent method can compute frequency from the ratio of in-phase and 
quadrature (I-Q) signals [3,4,5]. Some other problems associated with the analog loops like 
sensitivity to d.c. drifts and the need for initial calibration and periodic adjustments can also be 
alleviated using DPLL. Nonuniform sampling DPLLs are the most ones because they are simple 
to implement and easy to model [6]. Digital tanlock loop (DTL), proposed in [7], has introduced 
several advantages over other nonuniform sampling digital phase locked loops. It allows a wider 
locking range of the first-order loop and a reduced sensitivity of the locking conditions to the 
variation of input signal power [7]. 
 
Noise is an extremely important issue in the field of PLL applications and is of two main types. 
Most common is the additive white Gaussian noise (AWGN) which is added to the signal at every 
component of communication system. Fig. 2 shows an input sinusoidal signal with AWGN at 35 
dB signal to noise ratio (SNR). Second type of noise in PLL is called as the double frequency 
ripple, which is generated by phase detector. Since phase detector multiplies two sinusoidal 
signals, its output will be two terms, one is at low frequency and the other is at higher frequency 

( ω2 ). The situation will be critical when the two noise sources are involved with the feedback 

loop. This will affect the operation of PLL especially when it is used as a synthesizer, as the 
generated frequencies will have much noise or jitter. 
 

0 5 10 15
-1.5

-1

-0.5

0

0.5

1

1.5

Time (s)

A
m

p
lit

u
d
e

 

FIGURE 2: Input signal with AWGN at 35dB SNR 

LPF in the loop is used to eliminate double frequency terms resulting from multiplying the input 
signal with generated signal from VCO. In practical circuits, there is no ideal LPF and a residual 
noise will be present at the output of phase detector. Using higher order loop filters offer better 
noise cancellation. However, in this case generally the PLL becomes unstable since its order is 
always higher by 1 than that of loop filter. Noise cancellation performance can also be improved 

Input signal 

  ω θis (t) ,,  

θ − θfs , ˆ   
Generated signal 

     ω θvcos (t) ˆˆ,,  

  

Loop filter 

 

Phase detector 
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by lowering cut-off frequency of first order LPF. This will cause lower bandwidth and lower 
damping of the PLL and will also have a negative impact on its locking ability. 
This paper presents an improved PLL which helps in suppressing noise without increasing the 
order of LPF. Computer simulations performed using Matlab show significant performance 
improvements over conventional PLL. Furthermore, the system is also modeled in VHDL and 
implemented using FPGA. This hardware implementation further confirms the results obtained 
through computer simulations.    

2. Mathematical Analysis of PLL 

In this section we’ll perform mathematical analysis of a conventional PLL shown in Fig. 1. We 
assume an input sinusoidal signal 
 

ω + θ = ψ=i i i t  s (t) A sin( ) A s( ) int (t) ,                                                                                      (1)                                                                                 

 

where ω  is the angular frequency and  (t)θ  is the unknown phase of input signal. The signal 

generated by VCO is 
 

ω += =θ ψivco o
ˆˆ ˆ t  (t)s (t) A cos( ) A cos (t) ,                                                                       (2)                                                 

     
where ω̂  is the estimation of angular frequency of VCO and ˆ  (t)θ  is the estimated phase of VCO. 

 
There are several designs and construction methods for phase detector. For the present 
discussion, we assume that PD is a multiplier. Input signal is multiplied by the VCO output, then 
 

×

ω− ω + θ − θ + ω+ ω + θ + θ

=

=

d m i vco

i o m

s

ˆ ˆˆ ˆ)t  (t)  (t)) sin

s (t)

(( )t

k s (t

 (t

) (t)

A A k
[si )  (n((

2
t))]

 

= ψ − ψ ψ+ + ψd
ˆ ˆ       k (t) (t) (t) [sin( ) sin( (t))] ,                                                                                   (3)        

where  mk is the gain of phase detector with dimension [1/V] , = i o m
d

A A k
k .

2
 

 
In the simplest case we assume that low-pass filter removes the upper sideband with frequency 

ω + ω̂  but passes the lower sideband ω − ω̂ . VCO’s tuning voltage will be  

 

f d d e
ˆ(t) (ts (t) k sin( ) sin (k t) ),ψ − ψ = ψ=                                                                                      (4) 

 

where ψe(t)  is the phase difference between input and output VCO signals  

 

e
ˆ(t) (tt ).( )ψ ψ − ψ=                                                                                                             (5) 

 
This difference will be used to control the frequency and phase generated by VCO. If the error 

signal is zero, VCO produces just its free running frequency ( ωc , center frequency). If the error 

signal is other than zero, then VCO responds by changing its operating frequency. 
 

+ω = ωc o f
ˆ  (t) k s (t),                                                                                                              (6) 

 

where the constant  ok is the gain of VCO in units ( π2 Hz / V ). After integration of the above 

equation and substituting into (5), the phase difference is    

e c

t

o f(t) k s(t) .( ) d
−∞

ψ ψ − ω τ τ= − ∫                                                                                                (7) 
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This can be rearranged as follows: 
 

−∞

ψ ω − ω ψ τ τ= − ∫e c o d e

t

(t) t k k sin ( ) . dt                                                                                      (8) 

 
Differentiating (8) w.r.t. ‘t’ gives  
 

e e

d
(t) (t)

d
n

t
K siψ ∆ω− ψ=                                                                                                      (9) 

 

where   ∆ω = ω− ωc and  = o dK k k is the gain of PLL having units  [ π2 Hz ]. 

 

The PLL continues to vary the phase of VCO ω̂  until locked, that is, frequency and phase of the 

input signal are the same as those generated by VCO. After getting locked, PLL follows the 
changes in frequency and phase of input signal [9,10].  
It can be concluded from the above analysis that the phase lock arrangement is described by the 

nonlinear equation (9). Solution of this equation is not known for arbitrary values ∆ω , andk . 

Without an aperiodic solution, the feedback system (PLL) cannot achieve phase stability, i.e., 

output frequency of VCO ω̂  will never be equal to input frequency ( )ω . Simplifications are needed 

to solve the equation. One solution is the linear solution, in which we assume that, for small 

values of ψe(t)  

   

≈ψ ψe esin (t) (t)                                                                                                               (10) 

 
Substituting in (9) 
 

e e

d
(t K) (t)

dt
ψ ∆ω − ψ=                                                                                                       (11) 

If  θ =(
d

t
t)

d
0 , solution of this differential equation is  

 

Kt

e e0(t) e ( )
K K

− ∆ω ∆ω
ψ ψ= − +                                                                                                   (12) 

 

where ψ ψ θ= −= θe0 e
ˆ(0)(0)  (0) .   

For steady state, that is, for → ∞t , the left hand side of (11) is equal to zero, with the result that 

 

e .
K

∞
ψ =

∆ω
                                                                                                                     (13) 

 
In the above analysis we assumed that LPF completely suppressed the high frequency term in 
(3). This operation is not easy for a first order low pass filter and requires a higher order. 
However, the LPF is part of a feedback control system and instability of the system will increase 
in this case. Our proposed improvement of PLL aims to reduce noise inside the loop without 
using higher order LPF. 
 



M. Saber, Y. Jitsumatsu & M. T. A. Khan 

Signal Processing: An international journal, (SPIJ), Volume (4): Issue (6)                                                   308                                                              
 

3. Proposed PLL 
We propose modification in conventional PLL to suppress noise without increasing the order of 

LPF (first order LPF). Fig. 3 shows the block diagram of our suggested architecture. It uses a 

quadrature numerically controlled oscillator (NCO) to generate two signals ˆˆ  tsin t)( ) (ω + θ  

and ˆˆ  tcos t)( ) (ω + θ . The phase detector subtracts ˆˆ  tsin t)( ) (ω + θ  from the input signal and 

multiplies the resultant by ˆˆ  tco )t)s( (ω + θ  before passing on its output to LPF. 

 

 

FIGURE 3: Block diagram of proposed PLL 

This operation eliminates almost the entire high frequency term and if there is some residual, the 

first order LPF can remove it easily. Following equations describe the operation of proposed PLL 

in time domain.  

Output signal from the phase detector is 

 

d d
ˆ ˆ (t) sin  (ts (t) k [sin ]c)  t)os (= ψ − ψ ψ  

d       k  [sin( ) sˆ ˆ ˆ (t)  (t)  (t)  (t)  (t)]in( ) sin(2 ψ − ψ ψ + ψ−ψ= +                                                           (14) 

 

A comparison of (3) and (14) clearly establishes that in the proposed structure, the high 

frequency term ψ + ψ̂ (t)  sin( (t))  is subtracted by the term ψ̂si  n(2 (t))  before passing on the 

resultant to LPF. Thus even a first order LPF can suppress the noise easily. In conventional PLL, 

LPF is responsible for removing the term ψ + ψ̂ (t)  sin( (t)) .  First order filter cannot suppress all 

this term and its output will have large residual high frequency component. 

Proposed modification will not have any negative impact on the PLL’s locking performance. The 

term d ek sin (t)ψ   is passed to VCO and the process continues like a conventional PLL.  

 

4. Simulation Results 

In this section we compare the performances of proposed and conventional PLL’s using computer 

simulations. Two types of simulations are done. In the first group of simulations, we use a first 

order LPF in both architectures. Both architectures receive a signal with frequency difference 

(results shown in Fig. 4), phase difference, or both frequency and phase are changed (results 

shown in Fig. 6). In the second group of simulations, proposed PLL uses a first order LPF, while 

conventional PLL uses a second order LPF and performances of the two are compared.  

 

 

LPF 

  NCO 

Phase detector 

ω + θ (t)  sin( (t))  

ω + θ̂ˆ  (t)  sin( (t))  ω + θ̂ˆ  (t )  co s( ( t ))  

ds (t)  

= θ
f d d

s (t) k  
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4.1 Proposed versus Conventional PLL (Using first order LPF) 
The parameters for both PLLs are: 

 1 5 4

m o s vcok 1 v , k 1500 rad / v.s, f 1.0  Hz, f =1.0  Hz10 1 . 0−
= = = × ×   

LPF: first order with cut-off frequency =1000 Hz, 

VCO generates = πvco vcos (t) cos(  f2  t)  

First of all we perform comparison of the two PLL structures in case of input signal having 

frequency difference. For ω = π×2 10100 rad/s and θ = (t) 0  in (1), Fig. 4 shows the response of 

both PLLs for the input signal. It can be seen that the proposed PLL suppresses much more 

noise than the conventional one. In Fig. 4 the response of proposed PLL converges to the mean 

value 0.0389 with variance −
×

41.3926 10 . While the conventional PLL has the mean value 0.0389 

with a high variance of −
×

44.4758 10 . 
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FIGURE 4: Response in case of frequency difference  

Fig. 5 shows amplitude spectrum of output signals from each phase detector and each LPF for 

the two architectures. As can be seen in Fig. 5(a) the proposed architecture attenuates the high 

frequency term at ×=
4f 2 10 Hz to an amplitude of 0.05 V before passing signal to the LPF which 

eliminates this term completely as shown in Fig. 5(b). While in conventional PLL the amplitude of 

high frequency term is 10 V which is almost equal to the amplitude of low frequency term. After 

passing signal through LPF high frequency component residual noise still has amplitude of 0.025 

V as shown in Fig. 5(d).  
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FIGURE 5: Amplitude spectrum of the output signal of (a) PD in proposed PLL, (b) LPF in proposed 
PLL, (c) PD in conventional PLL, (d) LPF in conventional PLL.  

 

We also performed comparison in case of input signal having both frequency and phase 

difference. Fig. 6 illustrates the response of both architectures at ω = π×2 10100 rad/s and  

θ = π(t) / 2  in (1).  
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FIGURE 6: Response in case of phase difference  
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We also performed comparison of the two structures in the presence of AWGN. When the input 

signal is combined with AWGN at 35 dB SNR, the response of both PLLs is plotted in Fig. 7. 
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FIGURE 7: Response in the presence of  AWGN at 35 dB SNR 

4.2 Proposed PLL versus Higher Order Conventional PLL 
In this group of simulations, we have used a first order LPF in the proposed PLL while second 
order LPF is used in conventional one. Fig. 8 shows both responses when the frequency of input 

signal is changed and the phase stays fixed, i.e, ω = π×2 10100 rad/s and (t) 0θ = . 

Proposed PLL locked to the input signal while conventional PLL did not achieve locking although 
noise level is reduced. As mentioned before, increasing the order of LPF in the loop increases 
instability of the system. Therefore, the parameters of conventional PLL must be adjusted 
carefully to control the location of poles and zeros to achieve stability of higher order PLLs. 
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FIGURE 8: Response when conventional PLL has higher order LPF than proposed one    

The above simulations clarify and explain operation of the proposed architecture through a 
comparison with conventional one in different cases such as a frequency difference or phase 
difference in the input signal as shown in both Fig. 4 and Fig. 6. Furthermore simulations show us 
the signals’ amplitudes in different stages inside both architectures as in Fig. 5. The situation in 
case the received signal has AWGN is clarified in Fig. 7. In case the order of LPF in conventional 
PLL is increased, Fig. 8 shows that the noise is suppressed while the PLL loses stability and 
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unlocked the input signal while proposed one is stable. All previous simulations clearly 
demonstrate that the proposed PLL has low ripple and is more stable than the conventional one.   

5.  Hardware Implementation of Proposed PLL 

Since Digital Phase Locked Loops (DPLL) find applications in most of the state of the art 
equipment, we discuss hardware implementation of the digital version of our proposed 
architecture in this section. Hardware modeling is performed using VHDL language [11,12]. In 
Fig. 3, the input signal is 8 bits-length, comes from Analog to digital converter (ADC) and 
generates 8 bits as an output of DPLL architecture. The following sub blocks describe the 
operation of each part: 
 
5.1 Phase detector (PD) 
The Phase Detector detects the phase error between input signal and generated signal from 
NCO. This operation is done using a multiplier and a register as shown in Fig. 9. In the VHDL 
model, Booth’s multiplication algorithm [13] is used to achieve smaller area and higher speed of 
multiplication. 

 

FIGURE 9: Phase Detector module 

5.2 Loop Filter  
The loop filter is a digital filter responsible for eliminating high frequency term from the output of 
phase detector unit. The filter is a first order IIR low pass filter. In designing filter it is important to 
choose the pole, which controls cut-off frequency, to be inside the unit circle to provide stability to 
the filter. It cannot be equal to 1 because the filter in this case becomes an integrator [14,15]. The 

transfer function of the filter in z-domain for an input d ss (nT )  and output f ss (nT )  is  

 
1

f

1

d

s (z) kz
H(z)

s (z) 1 pz

−

−
= =

−
                                                                                                          (15) 

 

where k, and p are coefficients of the filter. The structure of digital filter is illustrated in Fig. 10. 

 

FIGURE 10: First order digital low pass filter 
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5.3 Quadrature NCO 
NCO is an important component in DPLL because it determines power consumption of the entire 
system. The generation of analog sinusoidal waveform in digital domain requires storing the 
amplitudes of analog waveform in a read only memory (ROM). The structure of ROM in digital 
implementation causes high power consumption and slow operation of the circuit. These 
drawbacks of ROM block limit the use of DPLL in portable applications which require low power 
consumption [16]. 
 
Since it is desirable to have a large number of bits to achieve fine frequency tuning, several 
techniques have been invented to limit the ROM size while maintaining sufficient performance. 
One method exploits the quarter wave symmetry of the sine function to reduce by four the 
number of angles for which a sine amplitude is required. Truncating the phase accumulator 
output (eliminating a number of most significant bits (MSB) of the output) is another common 
method, although it introduces spurious harmonics in the generated waveform [17].  
 
Various angular methods have been proposed to reduce memory size [18-19]. They consist of 
splitting the ROM into a number of smaller units each addressed by a portion of the truncated 
phase accumulator output bits. Data retrieved from each small ROM is added to yield a sinusoidal 
approximation.  
 
In this paper instead of using ROM in the quadrature NCO, piecewise linear approximation for the 
first quarter of the sine waveform is employed. From the first quarter of sine wave a complete 
waveform for sine and cosine can be generated due to symmetry of both functions. The first 
quarter of sine waveform which lies between (0, )/ 2π  is represented by eight linear equations. 

Slopes and constants for these linear equations are chosen according to minimum mean square 
error (MMSE) criterion between the approximated and ideal sine wave.   
 

i i

i 1
t ,     i = 0,1...

i
sin(t) a t b , .7 

1
 

6 6
  

1

+
π ≤ < π≈ +                                                                    (16) 

 

where ia  is segment slope  and ib  is segment constant.  

The quadrature NCO block diagram is shown in Fig.11. It consists of 3 blocks, the first one is the 

accumulator, which receives input signal 
f s

s (nT ) corresponding to phase difference between θ  

and θ̂ . The accumulator width is 16 bits. 

 

 

 

 

FIGURE 11: Structure of modified NCO 

The accumulator works as a circular counter, a complete rotation of accumulator represents one 
cycle of output waveform.  All bits leaving accumulator are directed to Quarter calculation block. 
The first three MSBs are used to choose between slopes and constants for every linear segment. 
After calculation of first quarter, the results are directed to waveform block. This block forms 
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complete sine and cosine waveforms according to the 
1st 

MSB and 
2nd

 MSB of accumulator block. 

The frequency of generated waveforms ncof  is  

 

f c
nco clkn

s
f ( ) ,

2
f

ω
×

+
=                                                                                                           (17) 

 

where ncof  is the generated frequency, fs  are the input binary bits  to the NCO, ωc  is a constant 

value which represents the free running frequency of NCO, n is number of bits or width of  

accumulator which is 16 bits and clkf  is the clock frequency which is 50 MHz. When input signal 

fs  is zero, the architecture generates free running frequency. 

     
Spurious free dynamic range (SFDR) is a measure of spectral purity of the waveform generated 
by NCO. It represents the ratio between amplitude of the fundamental generated frequency and 

the amplitude of the largest spur in the dynamic range of NCO (0 : sf / 2 ) [20,21]. For our 

proposed NCO, SFDR is 60 dBc which is sufficient not to introduce ripples to DPLL.  
 

Fig. 12 shows the output spectrum for input word of value 1317 representing fv (n) , at a clock 

frequency of 50 MHz, ωc =1317 and accumulator width n = 16. The fundamental frequency is 

approximately 2 MHz with -30.057 dB and the spurious appears at 14.46 MHz with -89.925 dB,  
so SFDR = 59.868 dBc. 
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FIGURE 12: SFDR in dBc of fundamental frequency 2 MHz 

 

6. FPGA Implementation Results 

The proposed DPLL architecture is written in VHDL and simulated using Modelsim program. The 
simulation is done at clock frequency 50 MHz, the input is sinusoidal waveform of frequency 1 
MHz. Fig. 13 shows the simulation waveforms for proposed PLL. The input signal is multiplied by 
the modified NCO signal after subtracting the other sinusoidal output from NCO and the resultant 
is subjected to digital filter. The final output shows that digital simulation agrees with the expected 
waveform. Fig. 14 shows the response of conventional PLL for the same input signal. It is clear 
that the proposed PLL suppresses noise more effectively than the conventional one. 
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FIGURE 13: Proposed DPLL waveforms for input sinusoidal of 1 MHz 

 

FIGURE 14: Conventional DPLL waveforms for input sinusoidal of 1 MHz 

 
A comparison between conventional DPLL (in which the phase detector is only a multiplier and 
NCO uses ROM) and proposed DPLL is done by implementing both architectures on the same 
FPGA device (cyclone II, EP2C35F67C).  The result is illustrated in TABLE 1. It is clear that the 
proposed PLL saves area, reduces power consumption and works at higher frequency than the 
conventional one.  
 

Architecture Conventional DPLL Proposed DPLL 

Total logic elements 762 655 

Logic registers 106 78 

Memory bits 2048  0 

Maximum clock 115.02 MHz 155.8 MHz 

Core dynamic power 
consumption(100 MHz) 

19.54 mW 15.44 mW 

 
TABLE 1: DPLL implementation comparison 

7. CONSLUSION  

An improved PLL design was presented. The signal estimated by the VCO was subtracted from 
the signal input to the PLL, before passing the resultant to the phase detector. This resulted in 
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eliminating the noise present because of the double frequency ripple, without increasing order of 
the LPF. Computer simulations performed using Matlab showed significant performance 
improvements in the case of changing frequency, phase and both frequency and phase. A digital 
version of the improved PLL was also proposed using VHDL and then implemented through 
FPGA. High power consumption and low operation speed in conventional DPLL results because 
of the NCO in which the generation of sinusoidal waveform depends on ROM. As accuracy of the 
generated signal increases, the size of ROM is increased. Proposed structure replaces the 
traditional NCO with another one, which depends on piecewise linear approximation to the sine 
function thus ROM is not needed in this case. The proposed architecture reduces noise, power 
consumption, area consumption and works at higher frequency than the conventional DPLL.   
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Abstract 
 
One major drawback associated with an OFDM system is that the transmitter’s 
output signal may have a high peak-to-average ratio (PAPR). High levels of PAR 
may be a limiting factor for power line communication (PLC) where regulatory 
bodies have fixed the maximum amount of transmit power. To overcome this 
problem, many approaches have been presented in the literature. One potential 
solution for reducing the peak-to-average power ratio (PAPR) in an OFDM 
system is to utilize a constant envelope OFDM (CE-OFDM) system. This paper 
describes a CE-OFDM based modem for Power Line Communications (PLC) 
over the low voltage distribution network. The impact of the electrical appliances 
on the signal transmission is investigated. The good performances of the BER 
have been checked by the simulation platform of real PLC channel using Matlab. 
Finally, CE-OFDM-CPM is compared with conventional OFDM under HomePlug 
AV.. 
 
Keywords: OFDM, CE-OFDM, CPM, BER, PAPR 

 
 

1. INTRODUCTION 
In home networks advanced communication technologies has allowed the Power Line 
Communication (PLC) channel to be a transmission medium that enables the transferring of high-
speed digital data over the classical indoor electrical wires. Power Line Communications [1, 2, 3] 
have been the subject of an important research work.  At the same time, the growing demand for 
multimedia communications provides a good prospect for PLC as a promising transmission 
technique for the “last mile” access network. However, the main characteristics of the power line 
channel seem quite unfavorable: multipath reflections induced by impedance mismatches, 
changes in the channel transfer function [4] due to the switching of electrical devices, a highly 
diverse noise environment, and so forth. Therefore, an efficient transmission scheme has to 
include robust techniques in order to face the difficulties of such a medium and to get reliable and 
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spectrally efficient transmissions. In this study, we investigate the influences of some switching 
power devices on PLC adapters. 
Orthogonal frequency division multiplexing (OFDM) [5, 6, 7] modulation using orthogonal 
subcarriers reduces the delay spread by increasing robustness to multipath fading and can use 
overlapped bandwidth due to orthogonality on frequency domain. Thus, OFDM has been adopted 
for high speed data transmission of multimedia traffic such as HomePlug A/V and Mobile WiMax. 
However, OFDM also has a drawback of a high PAPR (peak-to-average-power-ratio). This high 
PAPR takes place due to parallel processing of a number of data at once using a fast Fourier 
transform (FFT) processor. Implementation of multicarrier system needs more precision Digital-
to-Analog Converter (DAC) in Transmitter and more precision Analog-to-Digital Converter (ADC) 
in Receiver. The DAC clips all samples that exceed certain maximum amplitude, the clip level. 
Setting this level is a compromise between clipping probability and quantization noise level: 
decreasing the chip level will increase the average clip noise but decrease the quantization noise. 
It is usually set to that the total Signal-to-Noise Ratio (SNR) is minimized. A lower PAR will 
increase the SNR or allow for a DAC with lower resolution to be used. In the literature, many PAR 
reduction schemes have been studied, such as block coding [8], clipping [9], trellis shaping [10] 
and selected mapping (SLM) [11].  
To alleviate this problem, constant envelope OFDM (CE-OFDM) signal has been introduced in 
[12, 13, 14], which combines orthogonal frequency division multiplexing and phase modulation or 
frequency modulation. Furthermore, by utilizing continuous phase modulation (CPM) in a CE-
OFDM system, the PAPR can be effectively reduced to 0 dB. Although the CPM has low spectral 
efficiency, it features low system complexity and favorable performance due to low PAR and 
robustness to amplitude variation and impulsive noise [15]. The CPM decreases the side lobe of 
the power spectrum by means of continuously connecting the phase that contains the 
information. 
This paper is organized as follows. Next section describes the PAPR of OFDM system. In section 
3, we give a brief insight on CPM modulation. Then the CE-OFDM-CPM signal is introduced in 
section 4. Experimental and Simulation results are presented in Section 5 and Section 6 
concludes the paper.  
 

2. PAPR OF OFDM SYSTEM  
The OFDM baseband waveform can be represented by 
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It can be seen that the sequence { ][nm } can be interpreted as the inverse discrete Fourier 

transform (IDFT) of the OFDM data block I with NJ )1( − zero padding. It is well known that PAPR 

of the continuous-time OFDM signal cannot be obtained precisely by the use of Nyquist rate 
sampling, which corresponds to the case of 1=J . It is shown in [16] that 4=J  can provide 

sufficiently accurate PAPR results. The PAPR computed from the J-times oversampled time-
domain signal samples is given by 
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Where E{.} denotes expectation. 

The instantaneous signal power, { } { })()()(
222

tststs ℑ+ℜ= , with the peak and average signal 

power, are plotted in Figure 1. For this example the peak-to-average power ration is more than 
7.9 dB. 
There have been many schemes proposed in the research literature aimed at reducing the impact 
of the PAPR problem. All PAPR reduction techniques have some advantages and disadvantages. 
These PAPR reduction techniques should be chosen carefully for getting the desirable minimum 
PAPR. In the following section we introduce an improved PAPR reduction scheme using constant 
envelope modulation. 
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FIGURE 1: Instantaneous signal power of OFDM signal, also showing average and peak powers. N=16, 

{ }1±∈kI
 

 

3. CONTINUOUS PHASE MODULATION 
Continuous phase modulation (CPM) is a good example of nonlinear modulation with memory. 
Signal dependence is introduced purposely to shape the spectrum of the transmitted signal to 
achieve better spectral efficiency. As a result, CPM modulation is a nonlinear modulation scheme 
with memory [17]. Furthermore, CPM is typically implemented as a constant-envelope waveform.  
The CPM baseband signal is given by: 

( ) ( )
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,Itj
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where A is the signal energy and the phase is given by 
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where 0φ is the phase memory, Ik is the sequence of M-ary information symbols, hk is a sequence 

of modulation indices and the waveform q(t) can be represented as,  
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Normally, the function g(t) is a smooth pulse shape over a finite time interval 0 ≤ t ≤ LT and zero 
outside. Thus, L is the pulse length and T is the symbol period. From the definition of the above 
class of constant amplitude modulation schemes the pulse g(t) is defined in instantaneous 
frequency and its integral q(t) is the phase response [18].  
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4. CE-OFDM-CPM SIGNAL DESCRIPTION 
  

4.1. CE-OFDM Signal Définition  
Consider the baseband OFDM waveform:  
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Where {
ki

I , } are the data symbols and { ( )tqk } are the orthogonal subcarriers. For 

conventional OFDM the baseband signal is up-converted to band-pass as: 
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Where ( )tAm
= ( )tm and ( ) ( )[ ]tmtm arg=φ . For real-valued ( )tm , ( ) 0=t

m
φ  and ( )ty  is simply an 

amplitude modulated signal. For CE-OFDM, ( )tm is passed through a phase modulator prior to 

up-conversion. The baseband signal is ( ) ( )tmjAets α=  
whereα is a constant. The band-pass 

signal For real-valued m(t) is , 
 
 

Therefore ( )ty is a phase modulated signal.  

The OFDM signal is phase modulated onto a carrier signal to obtain a constant envelope signal 

with 0dB PAPR. CE-OFDM requires a real-valued OFDM [19] message signal, that is, ( ) 0=tmφ . 

Therefore the data symbols in (7) are real-valued, this one dimensional constellation is known as 
pulse-amplitude modulation (PAM). Thus the data symbols are selected from an M-PAM set. The 

subcarriers ( )tqk must also be real-valued, and may be expressed as: 
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The subcarrier orthogonality condition holds: 
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The baseband CE-OFDM signal is, 
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Where A  is the signal amplitude. 
 
The phase signal during the i

th
 block is written as: 
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The phase memory iθ may be used in conjunction with a phase unwrapper at the receiver to 

ensure a continuous phase at the symbol boundaries and hence better spectral containment [20, 

( ) ( )[ ] )9(2cos tmtfty
c

απ +=



El Ghzaoui Mohammed, Belkadid Jamal & Benbassou Ali 

Signal Processing: An International Journal (SPIJ) Volume: 4   Issue: 6                                                 322 

12]. Here h refers to modulation index; N is the number of sub-carriers knI ,  represents M-PAM 

data symbols; TB is the i
th
 block interval, and )(tqk  represents the set of subcarrier waveforms. 

The normalizing constant, Nc , is set to 
2
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=  where Iσ is the variance of the data symbols, 

and consequently the variance of the phase signal will be 22 )2( hπσ φ = . Assuming that the data is 

independent and identically distributed, it follows that 
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The benefit of continuous phase CE-OFDM-CPM is a more compact signal Spectrum [20]. 
 
4.2. Spectral Efficiency 
The effective double-sided bandwidth, defined as the twice the highest frequency subcarrier, of 
m(t) is: 
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The bandwidth of )(ts is at least W, and depending on the modulation index the effective 

bandwidth can be greater than W. The RMS (root-mean-square) bandwidth is obtained by 
borrowing a result from analog angle modulation [21], [22], 
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As defined in (16), the RMS bandwidth can be less than W. A more suitable bandwidth is thus,  

)17()1,2max( WhBs π=  

The power density spectrum can be easily estimated by the Welch method [23] of periodogram 
averaging. Figure 2 shows Power Spectrum of CE-OFDM for different value of modulation index. 
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FIGURE 2: Power Spectrum of CE-OFDM-CPM. N=512 
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Since the modulation index controls the CE-OFDM spectral containment, smaller h can be used if 
a tighter spectrum is required. The tradeoff is that smaller h results in worse performance. 
Therefore, the system designer can trade performance for spectral containment, and visa versa, 
consequently the modulation index also controls the system performance. Figure 2 shows that 

the power spectrum of the CE-OFDM signal is nearly constant over the range 8.0<
W

f . To 

calculate the spectral efficiency versus performance, the data rate must be defined, which for 
uncoded CE-OFDM is:     
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Using (17) as the effective signal bandwidth, the spectral efficiency is, 
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5. MEASUREMENTS AND SIMULATIONS RESULTS 
We have made frequency response measurements for in-building power line channels in the 
frequency range of (1–100 MHz). As can be seen, the frequency response exhibits considerable 
frequency dependent variation, due to the specific wiring configurations encountered. The 
frequency dependent channel fading is the result of reflections and multipath propagation. One 
main source for reflection and multipath propagation is impedance discontinuity. There are many 
possible reasons for impedance discontinuity, such as change of gauge of wires connected to 
each other, connected loads or branch wires, etc.  
 
5.1. Individual Appliances Connection 
Electrical appliances connected or not connected to the network at anytime generate changes on 
network characteristics.  We consider the topology in Figure 3. The electrical appliances at point 
B were varied as personal computer charger, cell phone charger, heater, and without electrical 
appliances. Figure 4, we plot the realization of a channel frequency response magnitude 
measured by network analyzer in downlink from a household for different electrical appliances. 
Measurements demonstrate that the impedance varies significantly from one electrical appliance 
to another.  
 
 
 
 
 
 

FIGURE 3: Power line network between sending and receiving ends. 
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FIGURE 4: Experimental measurements of frequency response magnitude for different Electrical appliances 

(a1) without Electrical appliances (a2) heater, (a3) personal computer charger, (a4) cell phone charger. 

 
5.2. Combinations of Appliance Connection 

In Figure 5 the measurements results regarding the simultaneous connection of two outlet cable 
with a length of 1.5m, heater, personal computer charger, cell phone charger and arbitrary 
generator are recorded.  
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FIGURE 5: Experimental measurements of frequency response magnitude of arbitrary combinations of 
appliance connection. 

 
5.3. NUMERICAL RESULTS 

In this section, the bit error rate (BER) performance of the proposed CE-OFDM-CPM PLC system 
is investigated. The signal-to-noise ratio (SNR) is defined as Eb/N0, where Eb is the received 
energy per information bit and N0 is the power spectral density of the noise. The BER 
performance of CE-OFDM-CPM over PLC channel is evaluated using computer simulation. First 
let us see the influence of different electrical appliances on transition on PLC channel. 
Figure 6 shows the performance of the CE-OFDM-CPM system for different electrical appliances 
cases. A good channel performance is seen for without electrical appliances with the bit error 
probability of 3.10

-7
 at a Eb/N0 per bit of 20 dB. The power is 26 dB, 28 dB and 39 dB, for heater, 

personal computer charger, and cell phone charger, respectively. When the cell phone is 
connected the power loss is 39 dB indicating degraded performance. The results in Figure 6 
show the dramatic performance degradation as a consequence of the severe frequency 
selectivity. The analysis of the results leads to a classification of the electrical appliances, 
according to their influence on the transmitted PLC signal in the narrow-band frequency range. 
Appliances such as cell phone charger cause a severe attenuation on the transmitted signal. For 

c 

a2 a3 
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example, Lin et al. showed that cell phone chargers caused serious degradation of the bandwidth 
of the PLC adapters [24]. The severe attenuation is related to the presence of the compensation 
capacitors of the devices. The signal levels are also affected by the transmitter and the distance 
of the connection point from the transmitter. 
Figure 7 shows the performance of the CE-OFDM-CPM system for channel (c) (Combinations of 
appliances connection). A good channel performance is seen for without electrical appliances 
with the bit error probability of 10

-7
 at a Eb/N0 per bit of 20 dB, but if the simultaneous connection 

of electrical appliances the power loss is 59 dB indicating degraded performance (the 
performance is severely degraded due to the several frequency selectivity). 
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FIGURE 6: Performance of CE-OFDM in PLC channel for different Electrical appliances, (M=4, N=512, 
2πh=1, J=4, MMSE). 
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FIGURE 7: Performance of CE-OFDM in PLC channel for simultaneous connection of electrical appliances.  

(M=4, N=512, 2πh=1, J=4, MMSE). 
 

In figure 8, the BER performances of CE-OFDM-CPM have been simulated and compared with 
OFDM system under HomePlug AV. In this case 2πh=0.8 and M=16. CE-OFDM-CPM is shown 
to outperform OFDM at high bit energy-to-noise. CE-OFDM-CPM is shown to outperform OFDM 
at high Eb/N0. Alternatively, if operation at low Eb/N0 is important, then CE-OFDM-CPM may not 
be well suited due to the threshold effect. 
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FIGURE 8: BER performances comparison of CE-OFDM, and OFDM systems under HomePlug AV 
 

6. CONCLUSION  

In this paper the performance of power line channel has been investigated. The propagation of 
high frequency signals in an indoor power network is strongly influenced by the connection of 
various electrical appliances, by the complexity and by the varying star topology of the power 
distribution installation. Therefore, a PLC application must be carefully designed and must be 
combined with proper experimentation, regarding signal transmission characteristics. Together 
with the PLC transmission environment, a possible modulation technique is introduced in order to 
create a complete picture of the PLC transmission. Design parameters for a CE-OFDM-CPM 
communication system for high rate data transmission over power lines are specified. OFDM-
CPM is compared with conventional OFDM under HomePlug AV. CE-OFDM-CPM is shown to 
outperform OFDM at high Eb/N0. However, at low Eb/N0 the CE-OFDM-CPM phase demodulator 
receiver suffers from a threshold effect. 
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                                                       Abstract  
 

In this paper, quantum neural network (QNN), which is a class of feedforward 
neural networks (FFNN’s), is used to recognize (EEG) signals. For this 
purpose ,independent component analysis (ICA), wavelet transform (WT) and 
Fourier transform (FT) are used as a feature extraction after normalization of 
these signals. The architecture of (QNN’s) have inherently built in fuzzy. The 
hidden units of these networks develop quantized representations of the 
sample information provided by the training data set in various graded levels 
of certainty. Experimental results presented here show that (QNN’s) are 
capable of recognizing structures in data, a property that conventional 
(FFNN’s) with sigmoidal hidden units lack . Finally, (QNN) gave us kind of fast 
and realistic results compared with the (FFNN). Simulation results show that a 
total classification of 81.33% for (ICA), 76.67% for (WT) and 67.33% for (FT). 
 
Keywords: Quantum Neural Network, EEG, ICA, Wavelet  

 
 

1. INTRODUCTION 
Brain is the center of central processing of Physical and mental activities, which is mostly 
affected by the Physical performance. 
 
Neurons, or nerve cells, are electrically active cells which are primarily responsible for 
carrying out the brain's functions. Neurons create action potentials, which are discrete 
electrical signals that travel down axons and cause the release of chemical neurotransmitters 
at the synapse, which is an area of near contact between two neurons [1,2].  
 
An electroencephalograph (EEG) is the measurement of  electrical activity generated by the 
brain. First measured in humans by Hans Berger in 1929 [3].  
 
 In general, EEG is obtained using electrodes placed on the scalp with a conductive gel. In 
1998, Rodrigo Q. Q. described and extended two new approaches that started to be applied 
to (EEG) signals (a) the time-frequency methods, and (b) the methods based on Chaos 
theory [4]. 
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Quantum neural network (QNN's) is a promising area in the field of quantum computation and 
quantum information. In 1996, Lov K. Grover, proposed a method can speed up  a range of 
search applications over unsorted data using Quantum mechanics [5]. Several models have 
been proposed in the literature but for most of them need a clear hardware requirements to 
implement such models. One of the most exciting emerging technologies is quantum 
computation, which attempts to overcome limitations of classical computers by employing 
phenomena unique to quantum-level events, such as nonlocal entanglement and 
superposition. It is therefore not surprising that many researchers have conjectured that 
quantum effects in the brain are crucial for explaining psychological phenomena, including 
consciousness [6]. Jarernsri. L. Mitrpanont, Ph. D. Ananta Srisuphab, presented the approach 
of the quantum complex-valued backpropagation neural network or QCBPN. The challenge of 
their research is the expected results from the development of the quantum neural network 
using complex-valued backpropagation learning algorithm to solve classification problems [7]. 
 
Independent component analysis (ICA) is essentially a method for extracting useful 
information from data. It separates a set of signal mixtures into a corresponding set of 
statistically independent component signals or source signals. ICA belongs to a class of blind 
source separation (BSS) methods for separating data into underlying informational 
components [8]. The mixtures can be sounds, electrical signals, e.g., electroencephalographic 
(EEG) signals, or images (e.g., faces, fMRI data). The defining feature of the extracted 
signals is that each extracted signal is statistically independent of all the other extracted 
signals[9].  
 
The basis signal, or wavelet, used to decompose a signal does not produce information about 
“frequency” in the traditional sense, but rather a distribution of time and scale is created. A 
change in scale represents stretching or compressing the wavelet by a factor of two. It is 
therefore possible to reconstruct any signal using one wavelet as the basis and placing as 
many wavelets as are needed at different times with different amplitudes and scales[10].  
 
Fourier Transform (FT) which transforms a signal (function) that exists in the time (or space) 
domain to the frequency domain. The FT accomplishes this task through a kernel composed 
by sine and cosine waveforms. This is the origin of the main disadvantage of FT for signal 
analysis [11].  
 
The FFT (Fast Fourier Transform) can be computed relatively quickly, at or around real-time. 
The FFT does have its disadvantages, however. The frequencies used to decompose a signal 
are a function of the sampling frequency of the signal and the number of frequency bins 
desired. Without modifying these two parameters, these frequencies are not selectable. A 
simple sine wave whose frequency does not fall on one of the frequencies of the transform 
will produce a spectrum with energy spread to many frequencies[10]. 
 

2. METHODOLOGY 
In (ICA), each signal is described as a scalar variable, and a set of signals as a vector of 
variables, and the process of obtaining signal mixtures from signal sources using a set of 
mixing coefficients [9]. ICA  showing us how a set of source signals can be represented as a 
scattergram in which each point corresponds to the values of the signals at one time, and that 
a set of mixing coefficients can be used to implement a geometric transformation of each 
point. 
  
x1 = as1 + bs2.................................................................................(1)  

x2 = cs1 + ds2.................................................................................(2) 

where (a, b, c, d), a set of mixing coefficients. 

 

The resultant set of “mixture” points can be transformed back to the original set of “source 
signal” points using a set of unmixing coefficients, which reverse the effects of the original 
geometric transformation from source signals to signal mixtures. 
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s1 = αx1 + βx2 ...............................................................(3) 

s2 = γ x1 + δx2................................................................(4) 
 
where (α, β, γ, δ), a set of unmixing coefficients and (s1, s2) are the original signals.  

 
The desecrate wavelet (DWT) of a signal x is calculated by passing it through a series of 
filters. First the samples are passed through a low pass filter with impulse response g 
resulting in a convolution of the two: 
 

                                                   

The signal is also decomposed simultaneously using a high-pass filter h. The outputs giving 
the detail coefficients (from the high-pass filter) and approximation coefficients (from the low-
pass). It is important that the two filters are related to each other and they are known as a 
quadrature mirror filter. However, since half the frequencies of the signal have now been 
removed, half the samples can be discarded according to Nyquist’s rule. The filter outputs are 
then subsampled by 2 (g- high pass and h- low pass): 

[ ] [ ] [ ]∑
+∞

−∞=

−=
k

low kngkxny 2  …………………………….....(6) 

[ ] [ ] [ ]∑
+∞

−∞=

−+=
k

high knhkxny 12  ………………………….(7) 

This decomposition has halved the time resolution since only half of each filter output 
characterises the signal. However, each output has half the frequency band of the input so 
the frequency resolution has been doubled. 

With the downsampling operator  

 ………………………………………….(8) 

the above summation can be written more concisely 

( ) 2↓∗= gxylow  ………………………………………….(9) 

( ) 2↓∗= hxyhigh  …………………………………………..(10) 

However computing a complete convolution x * g with subsequent downsampling would 
waste computation time. The Lifting scheme is an optimization where these two computations 
are interleaved [12,13]. 

...............(5) 
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The fast Fourier transform (FFT) is a discrete Fourier transform algorithm which reduces the 

number of computations needed for points from to , where lg is the base-2 
logarithm. If the function to be transformed is not harmonically related to the sampling 
frequency, the response of an FFT looks like a sinc function. Discrete Fourier transform can 
be computed using an FFT by means of the Danielson-Lanczos lemma if the number of 

points is a power of two. If the number of points is not a power of two, a transform can be 

performed on sets of points corresponding to the prime factors of which is slightly degraded 
in speed. Prime factorization is slow when the factors are large, but discrete Fourier 

transforms can be made fast for , 3, 4, 5, 7, 8, 11, 13, and 16 using the Winograd 
transform algorithm [14]. 

Fast Fourier transform algorithms generally fall into two classes: decimation in time, and 
decimation in frequency. The Cooley-Tukey FFT algorithm first rearranges the input elements 
in bit-reversed order, then builds the output transform (decimation in time). The basic idea is 
to break up a transform of length N into two transforms of length N/2 using the identity [15].     
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where, 

)
2

exp(
N

j
N

π
ω

−
= ..................................................................(13)                                                                    

 x(n)           is the signal in time domain. 

 X(k)          is the signal in the frequency domain. 
 
To selecting  the best features from the signal which is dealt with (ICA), (WT) and (FFT), 
classification method was used for this purpose. 

 
The individual within-class scatter matrix and the total within-class scatter matrix is defined by 

 

....................................(14) 

 

.....................................................................................(15) 

     where,  µi is the mean vector of the class i . 

 

We can obtain the transform vector w with maximal between class distance and minimal 
within class variance by Fisher criterion function and Lagrange multiplier method: [16] 
 

........................................................................(16) 
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The QNN consists of ni inputs, one hidden layer of nh nodes, each hidden node represents a 
multilevel function (Eq. 17), and no output units. The output units are sigmoidal [17]. 

 

The equation of the output of hidden layer can be written as: 

 

...........................(17) 

  

 

 

Where: hβ is a slope factor, θ j
r
’s define the jump positions in the transfer function, and ns is 

the number of levels or sigmoids in the hidden unit. 
 
 

3. RESULTS AND DISCUSSION 
This section presents experimental classification results on the (EEG) data set which is used 
in (QNN). The results were obtained by using the (ICA), (WT) and (FFT) are from two different 
electrodes of the scalp hat, as in tables 1,2 and 3: 
 

 

 

 
 

(QNN) electrode no.1 (QNN) electrode no.5 

TP FN FP Se PP TP FN FP Se PP 

CLASS 1 
(baseline) 

25 1 4 .96 .86 25 0 5 1 .83 

CLASS 2 
(rotation) 

25 2 3 .926 .89 24 0 6 1 .8 

CLASS 3 
(multiplication) 

24 2 4 .923 .857 26 0 4 1 .867 

CLASS 4 
(counting) 

26 2 2 .929 .929 19 1 10 .95 .655 

CLASS 5 
(letter comp.) 

22 4 4 .846 .846 22 0 8 1 .733 

TCA 81.33% 77.33% 

 

TABLE 1:  Classification Results With QNN By Using (ICA). 
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(QNN) electrode no.1 (QNN) electrode no.5 

TP FN FP Se PP TP FN FP Se PP 

CLASS 1 
(baseline) 

25 2 3 .926 .89 25 0 5 1 .833 

CLASS 2 
(rotation) 

22 2 6 .916 .79 23 3 4 .8846 .85 

CLASS 3 
(multiplication) 

23 3 4 .88 .85 22 7 1 .758 .956 

CLASS 4 
(counting) 

24 2 4 .923 .86 22 5 3 .814 .88 

CLASS 5 
(letter comp.) 

21 3 6 .875 .78 19 8 3 .703 .86 

TCA 76.67% 74% 

 

TABLE 2:  Classification Results With QNN By Using WT(db1). 

 

 

 

 
 

(QNN) electrode no.1 (QNN) electrode no.5 

TP FN FP Se PP TP FN FP Se PP 

CLASS 1 
(baseline) 

21 6 3 .78 .875 20 2 8 .9 .714 

CLASS 2 
(rotation) 

20 4 6 .83 .77 20 6 4 .769 .83 

CLASS 3 
(multiplication) 

19 6 5 .76 .79 18 3 9 .857 .67 

CLASS 4 
(counting) 

20 3 7 .87 .74 17 5 8 .77 .68 

CLASS 5 
(letter comp.) 

21 4 5 .84 .807 22 0 8 1 .73 

TCA 67.33% 64.67% 

 

TABLE 3:  Classification Results With QNN By Using (FFT). 

 

 

 

 Where, 

(TPi) is (true positive) classification for class i. 
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(FNi) is (false negative) classification for class i. 

(FPi) is (false positive) classification for class i. 
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From tables(1,2 and 3), we can notice that, different results were obtained from different 
electrodes and that means (EEG) signals are different from electrode to another according to 
mental tasks. 

 

 

 

 

 

FIGURE 2: Error By Using ICA (5
th

.electrode). FIGURE 1: Error By Using ICA (1
rst

.electrode). 

    FIGURE 4: Error By Using WT(db1) 
(5

th
.electrode). 

FIGURE 3: Error By Using WT(db1) 
(1

rst
.electrode). 
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The error diagrams for the first and fifth electrode, (Fig.1 to Fig.6), tell us that, the value of 
error is decrease whenever the training is progress until convenient weights and biases are 
obtained. 
 

4. CONCLUSION 
As resultant for this research, different results were obtained from different electrodes. 
Because of different mental tasks for different positions of brain. 
 
Generally, the results were obtained from first electrode best than  the fifth electrode's results. 
And the classification of (EEG) signals by using (ICA) best than by using (WT and FFT), and   
the classification by using (WT) best than by using (FFT). Besides, classification of class(4) 
from the first electrode is best than fifth electrode. It means the mental tasks which  read from 
the first electrode as (EEG) signals ,may be they were specialist with routine actions (like 
counting) more than the others.       
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Abstract 

 
Improving data association process by increasing the probability of detecting 
valid data points (measurements obtained from radar/sonar system) in the 
presence of noise for target tracking are discussed in this paper. We develop a 
novel algorithm by filtering gate for target tracking in dense clutter environment. 
This algorithm is less sensitive to false alarm (clutter) in gate size than 
conventional approaches as probabilistic data association filter (PDAF) which 
has data association algorithm  that begin to fail due to the increase in the false 
alarm rate or low probability of target detection. This new selection filtered gate 
method combines a conventional threshold based algorithm with geometric 
metric measure based on one type of the filtering methods that depends on the 
idea of adaptive clutter suppression methods. An adaptive search based on the 
distance threshold measure is then used to detect valid filtered data point for 
target tracking. Simulation results demonstrate the effectiveness and better 
performance when compared to conventional algorithm. 
 
Keywords:  Target Tracking, Data Association, Probabilistic Data Association Algorithm, Kalman Filter. 

 
 

1. INTRODUCTION 

Real-world sensors often report more than one measurement that may be from a given target. 
These may be either measurements of the desired target or “clutter” measurements. Clutter refers 
to detections or returns from nearby objects, clouds, electromagnetic interference, acoustic 
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anomalies, false alarms, etc. Data association algorithms allow the use of the Kalman filter (KF) 
structure for estimation in the presence of clutter. But data association can be the source of both 
track loss and computational complexity issues. Two most popular KF-based algorithms for single-
target tracking in clutter using data association as probabilistic data association filter (PDAF) and 
nearest neighbor kalman filter (NNKF) used in comparative evaluation in simulation. Failing 
algorithm to track a target (track loss) may be from increasing the range of clutter density. Filtering 
methods for tracking targets in noise are well established [1], [2]. The way to separate signals 
from clutter in target tracking is to use a distance measure from the predicted target positions. 
Since it is computationally expensive to evaluate this for all measurements, we require a gating 
process in order to reduce the number of candidate measurements to be considered. The gating 
technique in tracking a maneuvering target in clutter is essential to make the subsequent 
algorithm efficient but it suffers from problems since the gate size itself determines the number of 
valid included measurements. If we choose a too small gate size, we can miss target-originated 
measurements on the other hand, if we choose a gate with too large size, we will obtain many 
unwanted non-target measurements, giving rise to increased computational complexity and 
decreased performance. To find a gate volume in which we regard measurements as valid is an 
important consideration. There have been many types of gating techniques studied. First of all, 
previous approaches have used constant parameters to determine the gate size [3]-[6]. Recently, 
adaptive and (locally) optimal approaches to estimate gate size have also been proposed under 
more restricted assumptions [7]-[14]. However, this estimation is often computationally intensive. 
Data association is responsible for deciding which of the existing multiple measurements in gate 
of the predicted position should update with a tracking target. Some data techniques use a unique 
to update a track; i.e. at most one observation is used to update a track. PDAF is An alternative 
approach to use all of the validated measurements with different weights (probabilities). Due to 
increase in the false alarm rate or low probability of target detection (target in dense clutter 
environment), most of the data association algorithms begin to fail.  We propose here an 
algorithm which is less sensitivity to false alarm targets in the gate region size than PDA and 

NNKF algorithms. This proposed algorithm reduces the number of candidate measurements in 
the gate by a filtering method that compares the measurement in the gate at the prediction step 
with the current measurement in the same gate at the update step and then avoids any 
measurement in the current gate less than the threshold value due to comparison. This is called 
filtering gate method which is similar to an idea taken from adaptive clutter suppression filtering 
methods used in radar signal processing [15,16]. The filtering gate algorithm is combined with 
PDA algorithm to apply the proposed algorithm in tracking targets in presence of various clutter 
densities. Simulation results showed better performance when compared to the conventional 
PDA algorithm. 
 

2. BACKGROUND 

State Space Model 
In a dynamic state space model, the observed signals (observation/measurements) are 
associated with a state and measurement noise. Let the unobserved signal (hidden states) 

{ } XxtNtxt ∈∈ ,:  be modeled as a Markov process of initial distribution ( )xp 0  and transition 

probability ( )xtxtp 1| − . The observations { } ZztNtzt ∈∈ ,:  are assumed to be conditionally 

independent given the process { }Ntxt ∈:  and of the marginal distribution ( )xtztp | .We have the 

following state and measurement space models at time t:   

v tx tHz t

wtx tAxt

+=

+−= 1
                                                                                                                     (1)  

where w t  and v t  are white Gaussian noise with zero mean and covariance  Q and R 

respectively. A and H are matrices with appropriate sizes. The initial distribution is defined 

by ( ) )0,0|0(0 pmxNxP = where the initial configuration defined by parameters m 0  and 



E.M.Saad , El.Bardawiny, H.I.ALI & N.M.Shawky            

Signal processing: An International Journal (SPIJ) Volume (4) : Issue (6) 340 

p 0 is assumed to be known. In linear systems, the state space model is optimally addressed by 

the Kalman filter [14],[17]. The functioning of the Kalman filter consists of two recursive steps: 
prediction and update. 
 
 
Filtered Gate Method 

In the prediction step, Let { }z twn
z tiz tz tZ t 1,,...1,,...1,2,1,11 −−−−=−  be a set of points in the 2-

D Euclidean space at time t-1  where w n  is the number of points at time scan t∆  and let 

∧
zt  be 

a predicted position of the tracked target at time t. according to distance metric measure and gate 

size, let { }z tmz tjz tz t 1,,..1,,..,1,11 −−−=−
(

 be a set of the candidate points detected in the gate 

of predicted position 

∧
zt  whose elements are  a subset  from the set Z t 1−  where j =1 to m ( 

number of detected points in gate at time t-1) and z t
(

1−  be a set of all valid points z tj 1, −  that 

satisfy the  distance measure condition
∧

−− z tz ti 1,  < W where W is threshold value that 

determines the gate size and i =1 to w n , j =1 to m, i. e  j = j +1 after each valid point is detected 

up to m points. We consider each point z tj 1, −  in the gate is a center of very small square gate 

g j  its length is small δ  where each value in the small gate g j is approximately equal to z tj 1, −  

i.e. 2/1,1, δ−−≈− z tjz tj  to 2/1, δ+−z tj . 

 In the updating step, let { }z twk
z tz tZ t ,,....,2,,1=  be a set of points in the 2-D Euclidean space 

at time t where w k  is the number of points at time scan t∆ . The candidate points detected in 

the same gate of predicted position 
∧
zt  be a subset { }z tnz tkz tz t ,,..,,..,,1=(  from the set Z t  

where k =1 to n (number of detected points in gate at time t) and z t
(  be a set of all valid points 

z tk,  that satisfy the distance measure condition 
∧

− z tz ti, < W where i =1 to w k , k=1 to n for 

k=k+1 after each valid point is detected. After receiving the measurement Z t  and detecting the 

valid measurements z t
(

 in the gate , each point from z t
(

in the specified gate at time t is 

compared with the previous points zt
(

1−  in the gate at time t-1  to detect the invalid points when 

δ<−− z tjz tk 1,,  and then exclude the point z tj 1, −  from the set zt
(

1−  in the next iteration of 

comparison as shown in Fig. 1. 
Finally, we obtain the reduced number of valid points in the gate while the other invalid points is 
not including in the data association process.  
 
                                                                                                                                
 

                            

 

 

 

 

 



E.M.Saad , El.Bardawiny, H.I.ALI & N.M.Shawky            

Signal processing: An International Journal (SPIJ) Volume (4) : Issue (6) 341 

                   ………………… 
                                                         .      Gt 1−                          Gt  

 
                                                               
                                                    
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 1: Filtered Gate scheme.  
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• Each point in gate Gt is compared 

with m points in gate Gt 1−  to detect 

the invalid points z tk ,  that satisfy the 

condition δ<−− z tjz tk 1,, .  

• Remove the point z tj 1, − from gate    

Gt 1−    in the next iteration up to the 

last point in Gt compared with the 

remaining points in Gt 1−       

                                                                                                                                     
.                                                                .  

At time t-1 At time t 

Filtered gateGt has only valid 

points associated to track  
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FIGURE 2: Gated measurements given an identical threshold for conventional PDA and filtered gate based 

PDA (FG-PDA): (a) measurements at previous scan. (b) Measurements at current scan. (c) Filtered gate 
based approach at the scan of (b). 

3. INTEGRATION BETWEEN DATA ASSOCIATION AND FILTERED GATE 

We propose an algorithm which depends on the history of observation for one scan and use a 
fixed threshold but operates similar to an adaptive estimator. In conventional data association 
approaches with a fixed threshold, all observations lying inside the reconstructed gate are 
considered in association. The gate may has a large number of observations due to heavy clutter, 
this leading to; increasing in association process since the probability of error to associate target-
originated measurements my be increased. In our proposed algorithm a filtered gate structure is 
used to provide the possibility to decrease the number of observations in the gate by dividing the 
state of observations into valid and invalid that only the valid are considered in association. The 
proposed algorithm can be applied to all gate based approaches, including tracking and clustering. 
See Fig. 2. Fig. 2(a) and 2(b) show the candidates for association in both conventional probabilistic 
data association (PDA) and our proposed filtered gate based probabilistic data association (FG-
PDA). Red circles represent the gated measurements. Our approach has measurements as well 
as ones inside the validated region but is divided into two states valid and invalid, yellow points 
represent invalid points as shown in Fig. 2(c).   

4. IMPLEMENTATION OF PROBABILISTIC DATA ASSOCIATION FILTER 
USING FILTERED GATE METHOD 

 The Probabilistic Data Association (PDA) algorithm is used to calculate the probability that each 
validated measurements is attributable to the target in cluttered environments [1],[2],[4],[14],[18-

19]. This algorithm is useful in tracking a single object (target) in clutter and referred to as the 
PDA filter (PDAF). 
Notation for PDAF Approach 
The PDAF calculates the associated probability of each element of the set of validated 

measurements at time t, denoted as { }
c tiz i

tZ t :1=
= where zi

t is the ith validated 

measurement and ct  is the number of measurements in the validation region at time t. under the 

Gaussian assumption for the prediction kernel )1:1|( z txtp −  , the validation region is commonly 

taken to be the elliptical region 
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











≤−−−= γ)(1)(: mtHzi
tSt

T
mtHzi

tZV t  (2)                                                                                                                          

Where γ  is a given threshold and the covariance is defined by RHTptHSt +=  . We define 

the accumulation of validated measurements is { }






 ∈= tjforZ jZ t ,....,1,:1 .                                            

 
Prediction step in PDAF Approach 

We define the posterior distribution of  xt    given the past sequence of observations Z t 1:1 −  in 

the prediction step, i.e., ).1:1|( Z txtp −  This process is equivalent to the prediction step of 

standard Kalman filter. The prediction distribution is defined by  

),;()1:1|( ptmtxtNZ txtp =−   ,where……………….                                 .                                        

mtAm t 1−=  and QATptApt +−= 1        

 
Update Step in PDAF Approach 
As mentioned in section 2.1, the hidden variables of the state space model are recursively 
estimated by the prediction and updating steps. The PDAF can be modeled as a state space 
model which can also be estimated using these recursive operations. First of all, the update step 
in PDAF approach is as  

β itpi
tmi

t

ct

i
xtNZ txtp ,),;

0

():1|( ∑
=

=                                                                                           (3) 

where the β itZ tiP ,):1|( =     is association probability and  





 −+−=

−





 −+−=

mtptzi
tRHTpi

tmi
t

HRHTptpi
t

11

1
11

and                                                                                                  (4) 

for 






∈ cti ,....,0  . In addition, we have m tmt =0  and ptpt =0    for i = 0 where there is no 

target-originated measurement (i.e.,  z t
0 = nil).     

    
Estimating Conditional Probability in PDAF  Approach  

In order to obtain the filtering density, we require an estimate for the parameter β it,   for 







∈ cti ,....,0 . Under the assumption of a poisson clutter model, the association probability   

β it,     can be estimated as [20-21] 



































=

∑
=

+

=

∑
=

+

==

0,

1

,.....1,

1
):1|(,

i
ct

j
e jb

b

cti
ct

j
e jb

ei

Z tiPitβ                                                                             (5) 

where 
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{ }

i
vtSt

iT
vt

i
mtHzi

tSt
iT

mtHzi
tD

PD

pGpD
Stb

Dei

)(1)(
2

1

)(1)(
2

1

12/1
2

exp

−−=

−−−−=

−
=

=

πλ

                                                                                      (6) 

and λ is a spatial density parameter. The functions p D   and pG  denote the probability of 

detection and Gaussian validation. The proposed filtering gate based PDAF is represented in 
algorithm 1. The algorithm is divided into four major parts: prediction, finding validated regions, 
estimating conditional probability and finally an update step. Since only finding validated regions 
component is fundamentally different from the conventional PDAF, we look at this in more detail. 
 
 

Algorithm 1 PDAF using filtered gate 

1. for t = 1 to T do 

2. Do prediction step, 

 ),|()1:1|(~1| ptmtxtNZ txtPx tt =−−  

where  












+−=

−=

QATptApt

mtAmt

1

1
  

3. Finding validated region according to Algorithm 2. 

4. Estimating conditional probability, β it, for 

  for 






∈ cti ,....,0 ,  

      

































=

∑
=

+

=

∑
=

+

=

0,

1

,.....1,

1
,

i
ct

j
e jb

b

cti
ct

j
e jb

ei

itβ  

where  

        

PD

pGpD
Stb

i
vtSt

iT
vtei

−
=







 −−=

12/1
2

)(1)(
2

1
exp

πλ

   

5. Do update step, 

6. Calculate the distribution of the missing observation )1:1|( Z txtP − which is for i = 0,                  

ptptmtmt == 0,0  
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7. Calculate the distribution of  the associated observation, 

),;(),
1:1

|( pi
tmi

txtNZz i
t t

xtP =
−

for     






= cti ,....,1  

        





 −+−=

−





 −+−=

mtptzi
tRHTpi

tmi
t

HRHTptpi
t

11

1
11

 

8. Calculate marginalized probability using Gaussian 

approximation, ),|():1|( ptmtxtNZ txtP =  where           . 

∑
=





 −−+=

∑
=

=

ct

i

T
mtmi

tmtmi
tpi

titpt

mi
t

ct

i
itmt

0

))((,

0
,

β

β

                                                                                    (7) 

9. end for 

For finding the validated region, the filtered gate FG_PDAF after the prediction step checks the 

number of measurements zi
t 1− at time t-1 that lying inside the gate that determined by the same 

way of PDAF, then in the update step at time t also checks the number of measurements zi
t  that 

lying in the same gate. If any measurement in the current gate has approximately the same 
weight (position) to any measurement detected in the previous frame for the same gate within 
tolerance value with very small threshold δ as mentioned before, we consider this measurement 

be invalid in the gate and not taken in consideration to data association process. 
 
Filtering the Validation Region to valid/invalid Observations 
Intuitively, we find measurements in the gate with fixed size which are associated to the predicted 
position of the existing target before receiving new measurements. To update the predicted 
position, the new measurements in the gate is compared with the detected previous 
measurements in the same gate and avoid these new measurements which have approximately 
the same weight from data association process as described in algorithm 2. 

       
Algorithm 2 Finding Validated Region of Filtered Gate based PDAF 

1. Find validated region for measurements at time t-1: 

       mizi
tZ t ,.....,1},

1
{1 =−=−  

By accepting only those measurements that lie inside the gate:                           :                   













≤−−
−−−−=− γ)

1
(1)

1
(:11 mtHzi

tSt
T

mtHzi
tztzt   

2. Find validated region for measurements at time t: 

       niz i
tZ t ,.....,1},{ ==  
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By accepting only those measurements that lie inside the gate ……………………………..:             













≤−−−= γ)(1)(: mtHzi
tSt

T
mtHzi

tztzt      

 where          RHTptHSt +=  

3. for i = 1 to n do 

4.     If mjz j
tzi

t ,......1
1

=<−− δ   

        Set   Itozi
t , 

 Remove z j
t 1−

from the set Z t 1−  ,    and set 1−= mm  

5. Else 

       Set   Vtozi
t  

6. End if 

7. End for 

8. Obtain valid (V) measurements ct are included for data association process  where the 

invalid (I) measurements c f are excluded, i.e.:   

       
{ }

ctnc fwherecttoi

Vzi
ttsmeasuremenallofsetabeZt

−==

=

1

,

 

 

5. SIMULATION RESULTS 

We used a synthetic dataset to highlight the performance of the proposed algorithm. The 
performance of the FG-PDAF is compared with a conventional PDAF and nearest neighbor 
kalman filter (NNKF) [22] . The synthetic data has a single track which continues from the first 

frame to the last frame. The mean and covariance for the initial distribution ( )xp 0    is set to m 0 = 

[12, 15, 0, 0] and p 0 = diag ([400, 400, 100, 100]). The row and column sizes of the volume 

(V= s HsW ×  ). We initiate the other parameters as: 148=τ  ,V=26x26 , λ = 0.001 , t∆ = 4 , 

p D =0.99, pG =0.8,   in addition, we also set the matrices of (1 ) as 
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Given a fixed threshold ( 10 5−=γ  ), we showed that the proposed FG-PDAF succeeded to 

track a target in dense clutter environment while the others conventional PDAF, NNKF failed to 
track a target as shown in Fig. 3. We obtain trajectories for   X and Y components as shown in 
Fig. 4(a),(b). In this figure, the blue line represents the underlying truth target of the trajectory. 
Our proposed algorithm (green line) detects and associates the proper sequence of observation 
very well compared to PDAF (red line) and NNKF (yellow line).It is clear that the values obtained 
from using the proposal FG-PDA algorithm, is approximately attached to the values of the true 
target up to the processing of the last frame number while the values obtained from the 
conventional two algorithms(PDA and NNKF ) is started to far from the true target values after 11 
number of frames due to failing in tracking process with existing more numbers of false targets . 
We also compared error value and root mean square (RMSE) for different approaches as shown 
in Fig. 5,6.  It is also noted that the absolute tracking error is very successful especially after 11 
number of frame using the proposed algorithm that has far lower error, RMSE values than either 
PDAF or NNKF over frame numbers. 
From results, Simulation have been achieved that the proposed algorithm improves the 
conventional PDA algorithm to be able to, continue tracking without losing the true target in heavy 
clutter environment, decreases the number of valid measurements region by avoiding the 
measurements that represent the false targets and thus, the performance of the data association 
process is increased. 
 
 
 
 
 

                                

                                                    (a)                                           (b) 

                                     

                                                                               (c) 

FIGURE 3: The state of tracking a single target moving in heavy clutter using 3 approaches algorithm (a) 
PDAF failed to track    (b) NNKF failed to track   (c) FG-PDAF succeeded to track 
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                                                                                 (b)  

FIGURE 4: Trajectory for X and Y components for the 3 approaches algorithm used in tracking a target in 
dense clutter and the true target path (as presented in Fig. 3). (a) Trajectory for X (b) Trajectory for Y 



E.M.Saad , El.Bardawiny, H.I.ALI & N.M.Shawky            

Signal processing: An International Journal (SPIJ) Volume (4) : Issue (6) 349 

                                   

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37

FRAME NUMBER

E
R

R
O

R
 V

A
L

U
E

 I
N

 X

X Error value for PDA

X Error value for FG-PDA

X Error value for NNKF

 

                                                                          (a)                                                                              

                                  

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37

FRAME NUMBER

E
R

R
O

R
 V

A
L

U
E

 I
N

 Y

Y Error value for PDA

Y Error value for FG-PDA

Y Error value for NNKF

 

                                                                        (b)  

FIGURE 5:  Absolute error value for the 3 approaches algorithm in X- and Y-components where the error for 
FG-PDA  is minimum compared to the increased error for PDA and NNKF due to failing in tracking (a) 

absolute error for X component   (b) absolute error for Y component 
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FIGURE 6: The root mean square error [RMSE] over frame number (each frame take 4 sec / one scan) for 
the 3 approaches algorithm and the RMSE is maintained minimum for the proposed FG-PDA and less 

sensitivity to dense clutter. 

     

6. CONCLUSION 

We have showed that the probabilistic data association filter (PDAF) is improved by avoiding the 
false targets from the valid based measurement region using a filtering method in dense clutter 
environment. This approach can be used to overcome the clutter of gate based approaches in 
tracking. With even high threshold values for gate size, we can obtain smaller validated 
measurement regions with improving data association Process which have been shown to give 
targets the ability to continue tracking in dense clutter.   
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Abstract 

 
Speech synthesis quality depends on its naturalness and intelligibility. These 

abstract concepts are the concern of phonology. In terms of phonetics, they are 
transmitted by prosodic components, mainly the fundamental frequency (F0) 
contour. F0 contour modeling is performed either by setting rules or by 

investigating databases, with or without parameters and following a timely 
sequential path or a parallel and super-positional scheme. In this study, we opted 
to model the F0 contour for Arabic using the Fujisaki parameters to be trained by 

neural networks. Statistical evaluation was carried out to measure the predicted 
parameters accuracy and the synthesized F0 contour closeness to the natural 

one. Findings concerning the adoption of Fujisaki parameters to Arabic F0 
contour modeling for text-to-speech synthesis were discussed. 

 
Keywords: F0 Contour, Arabic TTS, Fujisaki Parameters, Neural Networks, Phrase Command, Accent 
Command.

 
 

1. INTRODUCTION 

TTS systems have known much improvement with a variety of techniques. However, naturalness 
is still a troublesome aspect, which needs to be looked after. In fact, naturalness is too large as a 
concept; it may be related to the speech synthesizer, which is required to produce an acoustic 

signal matching as closely as possible to the natural waveform, or to the listeners, who react 
perceptually to the sound they hear [1].  
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In both cases, it’s prosody which is responsible of the naturalness quality. Prosody includes the 
underlying features spanning the speech segments. Again, there is a twofold definition of 

prosody, according to the adopted viewpoint. Thus, phonologically speaking, prosody stands for 
stress, rhythm and intonation. These terms describe the cognitive side of speech. Translated into 
phonetics, these abstract definitions are quantified by the signal’s amplitude, duration and F0 

contour [1].  

The latter feature, i.e. F0 contour, is the physical transmitter of the acoustic information, whether 
linguistic, para-linguistic or non-linguistic. Linguistic information includes the lexical, syntactic and 

semantic data present in the text, while para-linguistic data describe the speaker’s intention, 
attitude and style. Finally, non-linguistic information is related to his physical and emotional state 
[2]. 

All these sides, acting simultaneously to produce speech, need a model able to re-synthesize the 
F0 contour transmitting them. Nevertheless, modeling F0 contour is subject to many constraints, 
according to the approach to be used. Thus the way these data are dealt with is responsible of 

the modeling strategy, either in a timely manner, i.e. sequentially, or in a parallel and super-
positional manner.  

Besides, the presence/absence of parameters in the adopted model is a key index for its 

applicability. In fact, non-parametric modeling, in spite of its simplicity, is of lesser relevance than 
parametric modeling, which provides the opportunity of multi-language applicability.  
For instance, the Fujisaki model is a super-positional model, inspired from the early works of 

Ohman [4], and developed to provide an analytical description of the phonatory control 
mechanism, through the introduction of three basic concepts: 

1. The baseline frequency Fb 

2. The phrase command 
3. The accent command 

Then the overall F0 contour is calculated in the logarithmic domain as the superposition of the 

aforementioned concepts. 
Since Fujisaki model is parametric, the main task is to measure its parameters. This can be done 
either by approximation, using the analysis-by-synthesis technique, [5] and [6], or by prediction, 

[22] and [23].  

Amongst the prediction techniques, neural networks are famous for their generalization power, 
through capturing the latent relationship between an input set and the matching outputs, to be 

able to guess the value of any new coming sample. Nevertheless, supervised learning, i.e. 
specific and separate input and output sets, is highly recommended to ensure a faster 
convergence of the neural networks [7]. 

In the framework of Arabic TTS synthesis, we opted for a parametric tool, i.e. the Fujisaki model, 
to generate synthesized F0 contours after the analysis of a phonetically balanced Arabic speech 
corpus. 

Hence, we started by extracting the Fujisaki parameters from our corpus, using Mixdorff’s tool [8]. 
Then neural networks were used to train a learning set, covering 80% of the corpus to predict the 
parameters related to the test set.  
In this paper, we start by defining the different levels of intonation modeling, to locate the Fujisaki 
model and describe its components. Then, after a short description of our corpus and the 
extraction method, the selected neural architecture is explicitly shown, with the various involved 
phonological, contextual and linguistic features. Finally, synthesized F0 contours and original 
ones are compared using statistical coefficients, and the synthetic parameters are discussed. 
These instructions are for authors of submitting the research papers to the International Journal 
of Computer Science and Security (IJCSS). IJCSS is seeking research papers, technical reports, 
dissertation, letter etc for these interdisciplinary areas. The goal of the IJCSS is to publish the 
most recent results in the development of information technology. 
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2. INTONATION MODELING  

 
2.1 Phonological vs. Phonetic Models 
Phonological models attempt to explain the intonation system of a language through a set of 

principles of intonation and the relationship between intonation processes and the linguistic units, 
mainly syllables. This implies that phonological models are not directly related to the physical 
waveform, they are rather a symbolic representation. 

In contrast, phonetic models focus more on the alignment of intonation movements with phonetic 
segments and their temporal location, which is a physical representation [1]. 
For example, the Tilt model is a phonetic intonation model using a continuous description of F0 

movements based on acoustic F0 data [28] while ToBI model [3], is based on a linguistic survey 
which divides the speech tones into phonological categories having each its own linguistic 
function [9]. 
Then, F0 pattern is inferred from the relationship between the phonological sets ad their assigned 
linguistic functions. However, phonological categories may linguistically interfere, causing mutual 
interaction between the linguistic functions. This phenomenon may seriously affect the model’s 
results [10].  
 
2.2 Rule-based vs. Data-driven Models  
The rule-based models emphasize on the representations which capture maximal generality and 
focus on symbolic characterizations. This is completely compatible with the human way to 

produce speech, which variability depends on these abstract representations. But linguistics 
focus on the cognitive aspect of speech at the expense of data itself, which is, actually, the visible 
aspect. 

On the opposite side, speech data-driven modeling doesn’t require a close interaction with 
linguistics. Certainly some linguistic rules have to be considered or used to extract meaningful 
data, but do not interfere in processing, and do not impose major constraints on the output. This 
approach has proved that such models can explore areas that linguistics cannot reach, and give 

answers that they haven’t found, thanks to its high-level computational processing, and also 
because of the difficulty to simulate the phonological and cognitive rules related to speech 
production.  

Although these constraints can be modeled by using uncertainty, in the form of probability 
characterizations, it is still a wide and deep area to be explored, looking to the various and 
complicated interactions lying in [1].  

In the case of intonation modeling, the rule-based modeling was used to generate F0 by targeted 
interpolation [3]. Actually, linguistic rules are first set to define the target functions of every 
syllable structure. This function allows them to place the pitch target in the right range, between 

the top and base values [11]. 
Data-driven models are based on a phonetic and prosodic segmentation and labeling of the 
speech corpus. This data is used to predict either F0 movements or F0 values. For example the 
Tilt model is used for English pitch modeling using accent marks [11]. Besides, data-driven 
methods don’t need a deep linguistic exploration and therefore are more adapted for statistical 
learning. Then they can be used to predict the pitch pattern using either a parametric 
representation or not. 
 
2.3 Superpositional vs. Sequential Models 
Superpositional models are built upon the idea that F0 contour can be seen as the result of the 
interaction of many factors at different levels of the utterance, such as the phoneme, the syllable, 

the word...etc. Thus instead of processing the F0 contour as a whole, the study can be split into 
many sub-models dealing each with a particular level, to be combined later to generate the 
desired F0 contour.  
Sequential models stand on the other edge. They aim to generate F0 values or movements either 
directly or by means of parameters, but in both cases, they rely on a sole model moving from the 
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beginning to the end of the utterance. Hence, the components of the F0 contour are generated 
together at any particular instant of speech [9]. 
 
2.4 Parametric vs. Non Parametric Models 
In intonation modeling, parameterization consists in transforming the original F0 values into some 
parametric forms. Hence, instead of predicting the F0 values, it would be enough to predict the 
values of its parameters, to re-synthesize the F0 contour. 

In contrast, the non-parametric approach consists in estimating the F0 values directly from a set 
of features. Though its simplicity and its direct scheme, the latter method provides equivalent 
results when compared to the first one. Actually, the F0 values are considered as meaningful and 
intrinsic linguistic parameters, and thus, predictable from linguistic features.   

However, non-parametric modeling proceeds directly, discarding the hierarchy and especially the 
interactions of the various input features. Hence, the components of the F0 contour are ignored 
and its movements are neglected at the expense of its values. So forth, a post-processing is 

required to ensure the smoothness of the estimated F0 contour. 
This post-processing action is not required while parametric modeling, as the prediction of each 
parameter is made in a local level, e.g. the syllable, then smoothness is inherently processed. 
Nevertheless, care should be taken in the parameterization process, as too many parameters 
may provide better prediction accuracy, but on the other hand, may cause the loss of linguistic 
meaning [12]. 

3. FUJISAKI INTONATION MODEL  

This is a phonetic data-driven superpositional and parametric model for intonation. It starts from a 
physiological interpretation of the intonation to provide an analytical description in the logarithmic 
domain through the introduction of some theoretical concepts such as the accent and the phrase 

commands [2]. 
Thus, the F0 contour is considered as the response of the mechanism of the vocal cord vibration 
to the accent and phrase commands. So forth, the Fujisaki model gives a twofold description of 
the intonation:  

1. A physiological and physical description of the phonatory control mechanisms through 
the shapes of phrase and accent components. 

2. An analytical description through the magnitude, the timing and the superposition of the 

aforementioned commands. 

 
3.1 Physiological Description  
Fujisaki applied the Buchthal & Kaiser formulation of the relationship between the tension, T, and 
the elongation of skeletal muscles, x, to the vocal muscle 

1>>e if a.e=

1)-a.(e=T

bxbx

bx

          (1) 

and the relationship between the vibration frequency of elastic membranes and their tension  

2

1

0 T.C=F0                               (2) 
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               (3) 

Actually, the passage to the logarithmic domain is helpful to achieve a linear superposition, and 
so forth, a decomposition of the model into accent and phrase components. The constant (C0.a

1/2
) 

refers then to the baseline frequency Ln(Fb) which is constant during each utterance. 
As the elongation of the vocal muscle, x, is associated to the tension of the glottis, a further 
decomposition of the movement of the glottis into a rotation around the cricothyroid joint and a 
translation of the thyroid against the cricoids allows introducing the concept of the accent 
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component which refers to the rotation of the glottis, and the phrase component describing its 
translation [13]. 
 
3.2 Analytical Description 
The Fujisaki model describes F0 as a function of time in the logarithmic domain by achieving a 
linear superposition between: 

1. The baseline frequency, which doesn’t alter along the sentence 

2. The phrase component 
3. The accent component 

The phrase and accent components are the outputs of 2 second-order linear systems, called the 
phrase and the accent commands [14]: 
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The parameters Ap, T0, Aa, T1, T2, α, β and γ are called the Fujisaki parameters. 

As inferred by the formulation of Ln(F0), Fb denotes the asymptotic value of F0 in absence of 
accent commands. Furthermore, it is proved that Fb is highly correlated to the mode of the 
sentence. It has higher values in direct Yes/No questions than in declarative statements [15]. 

 
 

1. The Phrase Component  

The phrase control mechanism is a second-order linear system whose impulse response 

is stated in (5).Then the output impulses are defined by their magnitude Ap and onset 
time T0. The parameter α is constant during an utterance. Hence, Ap describes the 
declination degree in an utterance, and therefore cannot be subject of comparison 

between different types of utterances.  
 

2. The Accent Component  
The accent command is also a second-order linear system whose step-response is 
stated in (6). Then, the accent command introduces a magnitude Aa, an onset time T1 
and an offset time T2. Besides, the parameter β is constant during an utterance. The 
same for γ, which is fixed to a ceiling value of 0.9 to ensure that the accent component 
will converge to its maximum in a finite delay. As T2 is usually higher than T1, the 
variation of F0 is proportional to the accent component magnitude Aa, which was 
extended to the negative domain to be able to apply the model to many other languages 
[15]. 

 
3. F0 Contour Analysis  

In order to obtain an optimal approximation of the F0 contour, the analysis by synthesis of 

the natural F0 contour is applied [6]. This is done by modifying the input commands of the 
model until: 

• The F0 contour is approximated 

• The result is linguistically interpretable 
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These constraints are either linguistic, describing the relationship between linguistic units and 
structures, or paralinguistic, dealing with phrase and accent components. 
 

 
FIGURE 1: Fujisaki model components [4] 

 
3.3 Motivation to use the Fujisaki model for Arabic 
The Fujisaki model sound physiological background has been a great asset to its application to 
other languages. In fact, the model is based on the analytical formulation of the larynx 

movements, which are more related to the phonatory control system than to the linguistic rules. 
For instance, a polyglot speaker is able to produce, with his own larynx, the same intonation 
patterns as a native speaker [14].  

Furthermore, the model can be modified to meet the specifications of the language to model. In 
fact, after its success in modeling, first Japanese [16], then English F0 contours [36], it was 
adapted to many languages of different etymologies, Nordic (German and Swedish), Latin 
(Spanish and Portuguese) or south-east Asian (Chinese and Thai). This large use of the model 

brought many benefits to its primary formulation. For example, the falling accents can be modeled 
by introducing negative accent commands Aa.  
Hence, the modified characteristics reveal the specific prosodic constraints of the language, while 
the invariable properties are mainly related to the speaker, regardless his language. Therefore, 
the Fujisaki model is potentially able to model the Arabic intonation. 
 

4. SPEECH MATERIAL 

4.1 Speech corpus 
For this survey, we used a 200-Arabic-sentence corpus recorded by a male voice, with a 16-Khz 
sampling rate and 16-bit encoding, including the entire Arabic alphabet, composed by 28 

consonants, 3 short vowels and 3 long vowels. In addition, amongst the 6 types of Arabic 
syllables, the most used ones are present in the corpus, i.e. /CV/, /CVV/, /CVC/ and /CVVC/ [29].  
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Corpus level Type Quantity 
Sentence Declarative 160 

Interrogative  20 
Imperative 20 

Syllable Opened and short  /CV/ 721 
Opened and long /CVV/ 315 
Closed ans long /CVC/ 
and /CVVC/ 

519 

Phoneme Vowels 43% 

Consonants 57% 
 

TABLE 1: Balanced Arabic corpus hierarchy and composition. 

 
This corpus was first translated into phonetics, then segmented and labeled using spectrogram 
and waveform tools. The segmented data was stored in a database containing two levels: the 
predictors, i.e. the input features and the observations, i.e. the actual segmented durations. Then 
the main task while shaping the input space consists in classifying these features. Therefore, a 
twofold classification was suggested. The first part is linguistic, where segmented data are 
divided according to their contextual, positional and phonological aspects, and the second is 
statistical, as input data can be categorical or continuous. This classification generates a 2-
dimension array where every factor is described according to its linguistic and numerical classes. 
 
 
4.2 Fujisaki Parameters Extraction 
Fujisaki constants, α, β and γ of the recorded voice were set at, respectively, 2/s, 20/s and 0.9 
[17]. The Fujisaki parameters were obtained by Mixdorff’s tool [18] which applies a multi-stage 

process called ‘Analysis-by-Synthesis’. This process allows extracting the baseline frequency Fb, 
the phrase and the accent commands parameters through the minimization of the minimum 
square error between the optimal synthetic F0 contour and the natural F0 contour [6].The first step 
consists in quadratic stylization using the MOMEL algorithm [19] to interpolate the unvoiced 

segments and the short pauses within the F0 curve, and to smooth the microprosodic variations 
due to sharp noises. Then, a high-pass filter is used to separate the phrase and the accent 
components through the subtraction of the filter output from the interpolated contour. This yields a 

low frequency contour containing the sum of phrase components and Fb. The third step consists 
in initializing the command parameters, i.e. Ap, T0, Aa, T1 and T2. Finally, the synthesized contour 
is optimized, considering the interpolated contour as a target and the mean square error 

minimization as a criterion [18]. 
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 TABLE 2: Accent command’s input features 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 3: Phrase command’s input features 

5. MODELING FUJISAKI PARAMETERS WITH NEURAL NETWORKS 

5.1 General Neural Scheme 
Neural networks are famous for their large ability to link the input to the output through a 
functional relationship. Therefore, they have been used in several intonation models, not only to 
predict F0 values [20] or F0 movements [21], but also F0 parameters [22] and [23]. 

Input features types  Phrase command input features 
Phonological • Sentence mode 

• Phrase command syllable type 
• Phrase command syllable accent level 

• Nucleus weight 

Positional • Phrase command syllable position in sentence 
• Number of syllables in sentence 

• Nucleus position in phrase command syllable 

• Number of phonemes in phrase command’s syllable 
• Nucleus position in sentence 

• Number of phonemes in sentence 

Contextual • Nucleus duration 
• Phrase command syllable duration 

• Sentence duration 

• Utterance’s baseline frequency (Fb) 
Extra features for T0 • Ap predicted for phrase command 

 

Input features types  Accent command input features 
Phonological • Sentence mode 

• Syllable type 

• Syllable accent level 
• Nucleus weight 

 
Positional • Accent command rank in sentence 

• Number of accent commands in sentence 

• Accented syllable position in sentence 
• Number of syllables in sentence 

• Nucleus position in accented syllable 

• Number of phonemes in accented syllable 
• Nucleus position in sentence 

• Number of phonemes in sentence 
 

Contextual • Nucleus duration 
• Previous phoneme’s duration in accented syllable 

• Accented syllable’s duration 

• Sentence duration 
• F0 in beginning of accented syllable 

• F0 at end of accented syllable 

• F0 movement in accented syllable 
 

Extra features for Aa • Predicted accent command duration (T2-T1) 
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Though the modeling goal may differ, the approach is always the same. Neural networks are 
used to map a learning set, representing intonation-related features to a target set. Once learning 

is achieved, the model becomes able to predict the output from the test set inputs. 
In most cases, the learning set includes 80% of the samples whereas the test set covers the 
remainder. The input features consist of a variety of speech characteristics, describing different 

aspects. However, these features should be selected looking to their correlation with the 
intonation. According to a previous survey we made about segmental duration using neural 
networks [30], the introduction of some features may give better prediction accuracy, whereas it’s 
best to discard other features. Though the targets are different, as we are aiming to predict the 

Fujisaki parameters, it is still important to study the relevance of every feature or class of 
features. 
Besides, the variety of the targets requires different implementation schemes for the neural 

networks. Hence, looking to our corpus composed of 200 separate sentences, we decided to 
assign a single phrase command for every sentence and at most one accent command for every 
syllable. 

Then the task is to predict Fujisaki Parameters related to each aspect. For the phrase command, 
we need to predict Ap and T0, and for the accent command, we need to predict Aa, T1 and T2. It 
looks obvious that we are looking for different types of targets at different levels, i.e. amplitudes 

and temporal locations for sentences and syllables. Therefore, the neural processing should be 
carried out in a parallel and distributed way to predict every single target on its own. Furthermore, 
we have noted that the targets themselves are well correlated with each other at each level, i.e. 
Ap and T0, Aa and (T2-T1). Therefore we set a double tier strategy where, at every level, i.e. the 

sentence or the syllable level, the predicted parameters are used as inputs to predict the other 
ones. This strategy has been helpful to give better results, as it captures the latent relationship 
between the amplitude and the location of phrase and accent commands.  

In addition, we opted for a 4-layer feed-forward neural network to model each parameter, i.e. 
using 2 hidden layers and a single-node output layer. Actually, it’s been proved that a 2-hidden-
layer neural network is able to model any continuous vector-valued function [24]. The first hidden 

layer is used to capture local features from the input, while the second hidden layer is required to 
capture the global features.   
For the activation functions, we used a linear function at the output whereas they were non linear 

at the hidden layers, respectively the logistic sigmoid function and the tangent hyperbolic function. 
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FIGURE 2: General neural network’s scheme : a 2-hidden-layer FFNN with respectively, sigmoid and 

hyperbolic tangent transfer functions.  

 
5.2 Modeling Phrase Command 
In order to predict the phrase command parameters, i.e. Ap and T0, we used an input set covering 

the contextual, phonological and positional features extracted from the corpus.  
It’s necessary to stress that the sentences of the corpus are totally distinct, which implies that 
contextual features are strictly internal to the sentence. Therefore we don’t encounter any feature 
like ‘previous phrase command amplitude’ or ‘previous phrase command timing’ in the learning 

set.  
However, looking to the high correlation between Ap and T0, we start by predicting the Ap to be 
used later as input for T0 prediction, but again, only within the same sentence. Also, to normalize 

the output, we opted to use the logarithm of the squared values for the temporal locations of the 
phrase commands. 
 
5.3 Modeling Accent Command 
In order to build the learning set to be mapped to the extracted targets, a certain number of 
constraints have to be considered: 

 
1. Only accented syllables have accent commands, and one syllable have at most one 

accent command. 

2. Each accent command is defined by its amplitude Aa, its onset time T1 and offset time T2. 
If the accented syllable lies in the beginning of the sentence, the accent command can 
start before the accent group, but in any case, the accent command cannot end beyond 

the accent group [25].  
In addition to these constraints, we adopted 2 major modifications to the Fujisaki model, which 
were suggested to allow its extension to other languages, i.e. German and Swedish:  

1. For the interrogative sentences, a final rise component is added. It’s represented by an 
extra accent command [26]. 

2. Accent command magnitude, Aa, can be negative [27]. 
 

Input layer 

 
Output layer 

 

Hidden layers 
 with transfer 

 functions 
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FIGURE 3: Ap training error                                         FIGURE 4: T0 training error  

 

 
 

FIGURE 5: Aa training error                                         FIGURE 6: (T1,T2) training error  
5.4 Selection of Input Features 
For both levels, phrase and accent commands, the input features are treated according to their 
hierarchical class, i.e. the phoneme, the syllable or the sentence. It’s important to note that for 

Arabic, the word is the acoustic unit between 2 successive pauses. However, the phonetic 
transcription doesn’t always match with the text, because of the frequent presence of word-
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boundary-linking syllables. To cope with this problem, we opted for the syllable as the acoustic 
unit. 

The other criteria of features selection are firstly, the type of data values, whether discrete or 
continuous, and secondly their classes, i.e. contextual, phonological or positional. 
Actually, such a broad classification is widely used while dealing with neural networks. As 
learning is supervised, these classes have to be defined to reduce the scarcity of data incurring a 
high-dimension input space, and to get rid of unnecessary data which may reduce the learning 
performance. This pre-processing is also useful to avoid the over-learning problem. Actually, too 
many inputs may yield generalizing the learning exceptions. 

6. EVALUATION AND DISCUSSION  

After training the neural networks for each parameter on its own, the test phase is carried out 
jointly with statistical evaluation. Thus we used the following statistical coefficients to measure the 
accuracy of the model: 

• Mean absolute error  

N

yx
i ii∑ −

=

||
µ                               (7) 

• Standard deviation 
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• Correlation coefficient 
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,         (10) 

X and Y are the actual and the predicted F0 values. 
 
Then we used the test results to build synthetic F0 contours to be compared with the original 
ones, which voiced parts were extracted by SHR algorithm [31] whereas we used Praat software 
[32] to locate the voiced and unvoiced parts of speech. 
 
 
 
 
 
 

 
TABLE 4: Statistical evaluation of synthesized F0 contours with extracted F0 contours in the test set. 

Statistical coefficients With extracted F0 contour by SHR 
Mean absolute error 38.59 (29.75%) 

Correlation in voiced parts 0.78
 

Standard deviation 43.12 
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FIGURE 7: Synthesized F0 contour, AC and PC of the Arabic sentence``hal ka:na juqabilukuma: ?’’  

( ``Was he meeting with both of you?’’) 
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FIGURE 8: Extracted and synthesized F0 contours in voiced parts of the Arabic sentence ``hal ka:na 

juqabilukuma: ?’’ ( ``Was he  meeting with both of you?’’) 
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Though we opted to process the Fujisaki parameters separately, we have noticed a certain 
number of dependencies between them, especially within each level, i.e. the phrase and the 

accent groups. Actually, the single-node-output-layer scheme has been advantageous since it 
allowed the use of some already predicted parameters as inputs for the others.  
Although it’s still difficult to appreciate the quality of speech relatively to the synthesized F0 

contour before perceptual tests, the correlation between the natural and synthetic F0 contour can 
tell about the accuracy of the model. 
In addition to the statistical evaluation, these experiments revealed a certain number of notes 
about, not only the output parameters, but also about the predictors, i.e. the input features: 
 
6.1 The Phrase Command’s Evaluation  
 

• The Phrase Command’ Amplitude Ap: It’s highly correlated with the duration of the 

sentence. It has higher values for longer sentences 
 

• The Phrase Command’s Timing T0: This parameter is particularly critical, since it 

describes the very beginning of the phrase component, which precedes the onset of the 
utterance. Looking to our corpus, which is composed of separate sentences, T0 should 
usually be negative, unless there is a silence in the beginning of the utterance. 

 

Generally, the phrase command is higher, only in the beginning, to decay along the sentence, 
and therefore the accent command is more relevant in the global shape of F0 contour. 
 
 

 

 

 

TABLE 5: Phrase command parameters statistical evaluation in the test set 

 
6.2 The Accent Command’s Evaluation  

• Accent command’s onset and offset (T1, T2 ): Unlike the phrase component, the accent 
component is characterized by a variable range of temporal locations. If we consider (T2-
T1) as the accent group duration, and according to a previous study we made about the 

segmental durations [30], then the accent command onset T1 and offset T2 are mainly 
related to the phonological, contextual and positional features of the speech. Yet, a good 
result of the accent group prediction has been helpful to predict its amplitude Aa. 

 

• Accent command’s magnitude Aa: A good prediction of Aa requires, not only information 
about the speech characteristics, but also about the neighboring accent groups, i.e. Aa 
and (T2-T1) of the previous accent group, and (T2-T1) of the actual accent group. In fact, 

the accent component is responsible of the overall shape of the F0 contour after the 
decay of the phrase component, and so forth, the amplitude, the temporal locations of the 
previous accent group, coupled with the F0 movement, provide a relevant indication 

about the accent command amplitude. 
 
The assumption made in the beginning, stating that Aa values can be expanded to the negative 
domain, was verified in the test set. However, synthetic and natural Aa values, for the same 
accent group, don’t have always the same sign. This is due, from one side, to the prediction 
accuracy, and from the other side, to the interaction of the phrase and accent commands, which 
are superposed to generate a natural looking F0 contour. Besides, the contextual input features, 
such as (T2-T1), Aa and F0 movement of the previous accent group, act jointly as correction 
agents to keep watching the fall/rise evolution of the synthesized contour. 

Phrase command 
parameter 

Mean absolute 
error 

Mean Value Correlation 

Ap 0.279 0.779 0.913 
T0 0.072 -0.409 0.508 
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TABLE 6: Accent command parameters statistical evaluation in the test set 

 
6.3 Discussion  

 

• Fujisaki Constants (α, β): In our model, we used average values of the angular 

frequencies α=2/s and β=20/s. The variation of these factors doesn’t alter significantly the 
results. Actually, the tool we used to extract the Fujisaki parameters, [8], allows changing 

their values, but without a great influence on the resulting contour. This confirms many 
previous researches concluding that α and β are mainly speaker-dependent, such as 
English [36], German [13] and Japanese [4] since they characterize the dynamic 

properties of the glottal control mechanism. [4]. 
  
 

• Input Features: A good approximation of F0 contour needs, not only a good model, but 
mainly a representative learning set, able to describe as closely as possible, the various 
interactions and synergies between different contributory types of data. Hence, after the 
feature selection phase, pre-processing is required either to normalize input data or to 
broad-classifying them. In fact, a heterogeneous input set, including different data 
classes with different value ranges may fall in over-fitting, where exceptions could be 
generalized, or may require a high calculation time before the training error falls down to 
an acceptable minimum. Back to the obtained results, the pre-processing phase was of 
great help to tune the output values, improve accuracy and minimize training error. It also 
allowed capturing the inherent relationship between some input features and their relative 
outputs, and therefore guided us to build a personalized predictors set for each following 
parameter. 

 

7. CONCLUSION  

In the general framework of developing an Arabic TTS system, spotlight was focused on 

modeling F0 contour. This task was performed using the Fujisaki model, which parameters were 
extracted by Mixdorff’s analysis-by-synthesis-based tool and trained by neural networks.  
Therefore, a phonetically-balanced Arabic corpus was analyzed, firstly to extract the Fujisaki 
parameters and secondly to select and pre-process the input features used as predictors for the 

neural network. Neural networks were hired for their large ability to capture the hidden functional 
mapping between input and output sets. Many neural schemes were suggested during the 
elaboration of this work, to select those which performed best in the try-and-error test. Then, 

statistical coefficients were calculated between actual and predicted Fujisaki parameters.  
This study revealed also that Fujisaki parameters are dependent at each of the phrase and 
accent levels. Therefore, some of them were used as inputs to predict the other ones. In fact, an 

interaction was noted between the phrase and accent component to keep the overall shape of F0 
contour. Thus, after the decay of the phrase command, the accent command rises, and so forth, 
the F0 contour becomes more sensitive to the accent variations. This note was checked out by 

the introduction of correction agents to the input feature while training. Furthermore, some of 
Fujisaki’s assumptions were verified in this study. Thus negative accent commands were 
necessary to model the variations of the accent group; and the variation of some parameter 

Accent command 
parameter 

Mean absolute 
error 

Mean Value Correlation 

Aa 0.205 0.438 0.595 
T1  0.136 1.134  0.903 
T2 0.141 1.332  0.918 
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values such as α and β didn’t have a relevant impact on the results, confirming that they are 
rather speaker-dependant.  
As a future projection, this model can be used along with our previous study on segmental 
duration modeling [30], to build an integrated model of Arabic prosody, able to generate 
automatically the duration and the F0 contour of an input text. Also, this study can be expanded to 
a paragraph-composed corpus in different Arabic dialects. 
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