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EDITORIAL PREFACE 

 
This is first issue of volume five of the Signal Processing: An International Journal (SPIJ). SPIJ is 
an International refereed journal for publication of current research in signal processing 
technologies. SPIJ publishes research papers dealing primarily with the technological aspects of 
signal processing (analogue and digital) in new and emerging technologies. Publications of SPIJ 
are beneficial for researchers, academics, scholars, advanced students, practitioners, and those 
seeking an update on current experience, state of the art research theories and future prospects 
in relation to computer science in general but specific to computer security studies. Some 
important topics covers by SPIJ are Signal Filtering, Signal Processing Systems, Signal 
Processing Technology and Signal Theory etc. 

 
The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal. 
Starting with volume 5, 2011, SPIJ appears in more focused issues. Besides normal publications, 
SPIJ intend to organized special issues on more focused topics. Each special issue will have a 
designated editor (editors) – either member of the editorial board or another recognized specialist 
in the respective field. 
 
This journal publishes new dissertations and state of the art research to target its readership that 
not only includes researchers, industrialists and scientist but also advanced students and 
practitioners. The aim of SPIJ is to publish research which is not only technically proficient, but 
contains innovation or information for our international readers. In order to position SPIJ as one of 
the top International journal in signal processing, a group of highly valuable and senior 
International scholars are serving its Editorial Board who ensures that each issue must publish 
qualitative research articles from International research communities relevant to signal processing 
fields. 
   
SPIJ editors understand that how much it is important for authors and researchers to have their 
work published with a minimum delay after submission of their papers. They also strongly believe 
that the direct communication between the editors and authors are important for the welfare, 
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper 
submission to paper publication are controlled through electronic systems that include electronic 
submission, editorial panel and review system that ensures rapid decision with least delays in the 
publication processes.  
 
To build its international reputation, we are disseminating the publication information through 
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate, 
ScientificCommons, Docstoc and many more. Our International Editors are working on 
establishing ISI listing and a good impact factor for SPIJ. We would like to remind you that the 
success of our journal depends directly on the number of quality articles submitted for review. 
Accordingly, we would like to request your participation by submitting quality manuscripts for 
review and encouraging your colleagues to submit quality manuscripts for review. One of the 
great benefits we can provide to our prospective authors is the mentoring nature of our review 
process. SPIJ provides authors with high quality, helpful reviews that are shaped to assist authors 
in improving their manuscripts. 
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On Fractional Fourier Transform Moments Based On  
Ambiguity Function  

 
 

Sedigheh Ghofrani                              s_ghofrani@azad.ac.ir 
Electrical Engineering Department, Islamic  
Azad University, South Tehran Branch 
Tehran, 15317, Iran 

 
Abstract 

 
The fractional Fourier transform can be considered as a rotated standard Fourier transform in 
general and its benefit in signal processing is growing to be known more. Noise removing is one 
application that fractional Fourier transform can do well if the signal dilation is perfectly known. In 
this paper, we have computed the first and second order of moments of fractional Fourier 
transform according to the ambiguity function exactly. In addition we have derived some relations 
between time and spectral moments with those obtained in fractional domain. We will prove that 
the first moment in fractional Fourier transform can also be considered as a rotated the time and 
frequency gravity in general. For more satisfaction, we choose five different types signals and 
obtain analytically their fractional Fourier transform and the first and second-order moments in 
time and frequency and fractional domains as well. 

 
Keywords: Fractional Fourier Transform, Moments, Ambiguity Function. 

 
 
1. INTRODUCTION 
The uncertainty principle is a fundamental result in signal analysis. It is often called the duration-
bandwidth theorem, which is perhaps more appropriate and descriptive for signals. Given a signal 

)(tx  and its Fourier transform (FT), )(ωX , whenever we want to know the time or frequency-

bandwidth, they can be calculated by: 

22 ><−><=∆ ttt   ;  22 ><−><=∆ ωωω          (1) 

where: 

( ) +

+∞

∞−

∈>=< ∫ Zndttxtt
nn 2

  ;   ( ) +

+∞

∞−

∈>=< ∫ ZndX
nn ωωωω

2
    (2) 

∫
+∞

∞−

−= dtetxX
tjω

π
ω )(

2

1
)(   ;  ∫

+∞

∞−

= ωω
π

ω
deXtx

tj)(
2

1
)(        (3) 

In terms of these quantities, the standard uncertainty principle is 
2

1
≥∆∆ ωt . We notify that the 

spectral central moments can also be obtained using the time domain signal as: 

+

+∞

∞−

∈>=< ∫ Zndttx
dt

d

j
tx

nn
)()

1
)((

*ω               (4) 

The uncertainty principle arises, because )(tx
 
and )(ωX  are not arbitrary functions but are a FT 

pair. A proper interpretation of this result is that a signal cannot be both narrowband and short 
duration, since the variances of FT pairs cannot both be made arbitrarily small. 
 
The FT is undoubtedly one of the most valuable and frequently used tools in theoretical and 
applied mathematics as well as signal processing and analysis. A generalization of FT, the 
fractional FT was first introduced from the mathematics aspect by Namis [1] and then considered 
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by McBride [2]. They tried to make the theory of the fractional FT unambiguous and expressed 
the fractional FT in integral form similar to what now a day use. Fractional FT has been 
introduced in signal processing for the first time in [3]. It explored some relationship between the 
best well known time frequency distribution, Wigner Ville, and the fractional FT as well. Fractional 
FT of some functions in addition to its properties was given in [1], [3]-[5]. Specific features of the 
fractional FT for periodic signals were considered in [6]. Generally, in every area where FT and 
frequency domain concepts are used, there exists the potential for generalization and 
implementation by using fractional FT. In most of the signal processing applications, the signal 
which is to be recovered is degraded by additive noise. The concept of filtering in fractional 
Fourier domain is being realized. Some researchers noticed that signals with significant overlap in 
both time and frequency domain may have little or no overlap in a fractional Fourier domain [5], 
[7]. Filtering in a single time domain or in a single frequency domain has recently been 
generalized to filtering in a single fractional Fourier domain. They [8] further generalized the 
concept of signal fractional Fourier domain filtering to repeat filtering in consecutive fractional 
Fourier domains. A methodology for on-line tuning of transition bandwidth of windowed based FIR 
filters using fractional FT was proposed in [9]. The Fractional FT can be interpreted as 
decomposition of a signal in terms of chirps. In [10], an adaptive fractional Fourier domain filtering 
scheme in the presence of linear frequency modulated type noise was considered.  
 
In this paper, we briefly introduce the fractional FT and a number of its properties and then 
present some new results; the fractional moments are independently derived and some 
relationship between moments belong to ordinary and fractional plane are proved; in addition 
example of fractional FT’s of some new and useful signals are obtained and their moments are 
directly determined. 
 
This paper is organized as follows. In section 2, we present the fractional FT and list some of its 
properties. In section 3, we derive the first and second fractional FT moments according to 
ambiguity function (AF) and find some relations among time-frequency and fractional moments 
respectively. In section 4, we obtain the fractional FT of some signals those can be used as an 
additive noise model, and obtain the first and second their fractional moments. Finally section 5 
concludes the paper. 

Note on the Formalism: we will represent by “j” the imaginary unit ( 1−  ) and by a superscript 

asterisk ‘*’ the complex conjugate operation. 
 

2. FRACTIONAL FOURIER TRANSFORM 
In the mathematics literature, the concept of fractional order FT was proposed some years ago 
[1], [2], [5]. The ordinary FT being a transform of order 1, and the signal in time is of order zero. 
The fractional FT depends on a parameter α  and can be interpreted as a rotation by an angle α  

in the time- frequency plane. The relationship between fractional FT order and angle is given by 

2

π
α a= . This section gives a compact review of the theory of fractional FT and some properties 

that will be used throughout this paper. The fractional FT of function )(tx  can be written in the 

form: 

∫
+∞

∞−

= dtutKtxuX ),()()( αα                   (5) 

the kernel ),( utKα  is given by 
αα

α
π

α csccot
2

22

2

cot1
),(

jut
ut

j

e
j

utK
−

+
−

= . The parameter α  is 

continuous and interpreted as a rotation angle in the phase plane. When α  increases from 0 to 

2

π
, the fractional FT produce a continuous transformation of a signal to its Fourier image. If α  or 

πα +  is a multiple of π2 , the kernel reduces to )( ut −δ  or )( ut +δ  respectively. We also note 
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that for 
2

π
α = , the kernel coincide with the kernel of the ordinary FT. In summary, the fractional 

FT is a linear transform, and continuous in the angle α , which satisfies the basic conditions for 

being interpretable as a rotation in the time- frequency plane [3]. Fractional FT is the energy-
preserving transform [3], it means: 

duuXdttx ∫∫
+∞

∞−

+∞

∞−

= 22 |)(||)(| α                   (6) 

Due to the energy-preserving property of the FT, the squared magnitude of the FT of a signal 
2
|)(| ωX  is often called the energy spectrum of the signal and is interpreted as the distribution of 

the signal’s energy among the different frequencies. As the fractional FT is also energy 

conservative, 2|)(| uXα  is named as the fractional energy spectrum of the signal x(t), with angle 

α . 

In time-frequency representations, one normally uses a plane with two orthogonal axes 
corresponding to time and frequency respectively, (Fig. 1). 
 

 
FIGURE 1: time- frequency plane and a set of coordinates ),( vu  rotated by an angle α  relative to the 

original coordinates ),( ωt . 

 

A signal represented along the frequency axis is the FT of the signal representation )(tx
 
along 

the time axis. It can also be represented along an axis making some angle α  with the time axis. 

Along this axis, we define the fractional FT of )(tx  at angle α  defined as the linear integral 

transform (Eq. 5). It is easy to prove that pairs ),( ωt  and ),( vu  corresponding to an axis rotation 

by: 
















 −
=





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

v

ut

αα

αα

ω cossin
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                 (7) 

   Although many properties were known for fractional FT, it is convenient to include in this 

preliminary section three results which will be useful later on. Now according to )()( uXtx

FrFT

α⇔ , 

we denote these properties, they are named shift, modulation, and multiplication as follows: 

)cos()(
sincossin

2

2

αττ α

αταα
τ

−−
−

⇔ uXetx
jujFrFT

             (8) 

)sin()(
coscossin

2

2

αθα

αθαα
θ

θ +
−−

− ⇔ uXeetx
jujFrFT

tj             (9) 

)(sin)(cos)( uXjuXuttx

FrFT

αα αα ′+⇔               (10) 
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3. FRACTIONAL MOMENTS BASED ON AMBIGUITY FUNCTION 
We suppose that an optimal fractional domain corresponds to minimum signal width. Calculation 
of this moment can be done analytically, based on using the AF which can be interpreted as a 
joint time- frequency auto correlation function. In this paper, based on connection between the AF 
and the fractional FT, we derive the fractional moments, though the first and second moments 
were obtained in [11] and [12] before. These moments are related to the fractional energy spectra 
and therefore can be easily measured for example in signal analysis. The AF of a signal )(tx  is 

defined as [13]: 

∫∫
+∞

∞−

∗

+∞

∞−

−∗ −+=−+= ω
θ

ω
θ

ω
ττ

τθ ωτθ
deXXdtetxtxAF

jtj
x )

2
()

2
()

2
()

2
(),(        (11) 

It is easy to show that: 

∫
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∞−

−∗= dtetxtxAF
tj
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n
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0
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⋅>=< Zn
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0

),0(

)(

1

τ
τ

τ
ω     (13) 

Before starting to derive the first and second-order moments in fractional FT based on the 
moments in time and frequency, we recall that as fractional FT is a linear transform and energy 
conservative, so in general the fractional moments can be considered as: 

+

+∞

∞−

∈>=< ∫ ZnduuXuu
nn 2

|)(| α                (14) 

Now according to the fractional FT definition (Eq. 5), and shift and modulation properties (Eqs. 9 
and 10), we rewrite the AF as follows: 

duuXeuXeeeAF

u
j

u
j

u
jj

x )sin()cos(),(

22
2

)
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(
2
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∫  

  (15) 
 

3.1 Time Moments 
Although it takes really long analytic computation, we try to obtain the first and second-order 
moments belong to time according to Eq. (12) and by using Eq. (15) as follows: 

duuXeuXeAF

u
juj

x )sin()()0,(

22 )
sin

(
2

cossin

*tan2

1

αθθ α
α

θ
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α
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Easy using equation (16), and (11) show the fractional FT is energy conservative or unique signal 
has unique fractional FT and so the transform is reversible 

( duuXdttxAFE xx ∫∫
+∞

∞−

+∞

∞−

=== 22
|)(||)(|)0,0( α ). We consider the signal energy is 1 ( 1=xE ). Now we 

determine the first derivative in order to determine the first order moment in time domain: 
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∫ udu
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)sin(
)(

0
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Similarly, the second-order moment in time domain can be obtained by the second derivative of 

AF as: 
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duuXujduuXj
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Now we should simplify the derived equations for the first and second-order moments in time 
domain. Using Eqs. (5) and (15) for fractional FT definition, it is not too hard to prove the following 
relationship: 

u

uXuX

∂

∂
=

∂
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=

)(
sin

)sin(
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Thereby, we rewrite the first and second order moments: 

><+
∂

∂
⋅>=< ∫

+∞

∞−

udu
u

uX
uXjt αα α

α cos
)(

)(sin
*              (22) 

><++
∂

∂
⋅+

∂

∂
⋅−>=< ∫∫

+∞

∞−

+∞

∞−

22*

2

2
*22

cos
2

2sin)(
)(2sin

)(
)(sin ujdu

u

uX
uuXjdu

u

uX
uXt α

α
αα α

α
α

α  (23) 

As u  and v  are orthogonal axes (Fig. 1), we can obtain moment in v  domain by using signal in 

u  domain as: 

+
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∈
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∂
>=< ∫ ZnduuX

uj
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nn
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1
)((
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αα               (24) 

Now the first and second order moments for time domain and then duration are obtained 
according to the fractional moments: 

><+><−>=< uvt αα cossin                 (25) 

><++
∂

∂
⋅+><>=< ∫

+∞

∞−

22*222
cos

2

2sin)(
)(2sinsin ujdu

u

uX
uuXjvt α

α
αα α

α      (26) 

du
u

uX
uuXjuvjtt uvt

∂

∂
⋅+>><<++∆+∆=><−>=<∆ ∫

+∞

∞−

)(
)(2sin2sin

2

2sin
cossin

*2222222 α
ααα

α
αα  

  (27) 

where 2
u∆  and 2

v∆  refer to signal dilation in fractional plane. 

 
3.2 Frequency Moments 
Exactly the same algebra is used in order to obtain frequency moments. By notifying Eq. (13) and 
usind Eq. (15), we write: 
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As we consider the signal energy equal to 1 then the spectral second order moment is: 
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In order to simplify the derived equations, the following relations by employing Eqs. (5) and (15) 
are determined: 

u

uXuX

∂

∂
−=

∂

−∂

=

)(
cos

)cos(
*

0

*
α

τ

α α
τ

ατ
    

2

*2
2

0

2

*2
)(

cos
)cos(

u

uXuX

∂

∂
=

∂

−∂

=

α

τ

α α
τ

ατ
  (33) 

And now, the first and second spectral moments and also signal bandwidth are written as follows: 
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  (36) 
In order to make the derived equations more readable, we define the first and second order 

moments and signal dilation according to their corresponding plane. They are >=< tm0 ; 

>=< ωπ

2
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+
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Result1: according to the derived equations (25) and (34), and using the above definitions, we 
have: 
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                (37) 

As rotation is true for pairs ),( ωt  and ),( vu , (Eq. 8), obviously it is also true for the first moments 

in original plane. This result emphasize on why fractional FT is considered as a rotation operator. 

The first order moment, >=< umα , in a fractional domain defined by an arbitrary angle α  can 

be calculated from the relationship 

2

0 sincos πα αα mmm += .  

Result 2: Taking into account Eqs. (25), (26), (34), and (35), we conclude the following 
relationships: 

2

2

22

2

2
0 π

α
απ

+
+=+ mmmm  ; απ

α
π wwww +=+

+
22

0  ; 

22

0 π
α

απ µµµµ
+

+=+     (38) 
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According to what are derived, we can say the first, and the second moments as well as dilation 
are rotate invariant. 
 
Result 3: At first we notice to Eqs. (27) and (36), that duration in time or bandwidth in frequency 
domain should be real positive value because of physical interpretation, so the imaginary parts in 
two above referred equations are to be considered equal zero. In addition if signal in fractional 
domain supposed to be real, then we have: 

2

2

2

2
0 2sincossin π

α
ααπ

α
αµαµαµ

++
++= mm             (39) 

2

2

2

2

2

2sinsincos π
α

ααπ
α

π αµαµαµ
++

−+= mm             (40) 

So in a fractional domain defined by an arbitrary angle α , the signal dilation can be computed by 

duration in time, bandwidth in frequency and the first order moments. 
 

4. DIFFERENT SIGNALS 

Fractional FT of a number of common signals such as )2/exp( 2t− , )(tδ  , and tkj
e  were 

computed before [1]. It was proved that fractional FT also exist for certain functions which are not 

square integrable (for example:
 

etc,,,1
2

tt  ) [1] ( as in Z transform using r causes having this 

feature, here being α  causes this effect). Fractional FT has attracted a great attention. Some 

researchers try to discover its features more [6], and some try to use it in application. 
Conventionally, the filtering systems are based on the FT, though the frequency of the noise and 
that of the signal usually overlap with each other, so it is very difficult to filter the noise 
completely. So it may conclude that filtering in the optimal fractional domain is significantly better 
than filtering in the conventional frequency domain. Fractional Fourier domain filtering in a single 
domain is particularly advantageous when the distortion or noise is of a chirped nature [7], [10], 
[14]. For further application of the fractional FT analysis, it is important to study its effects on 
different types of signals. It was suggested that instead of filtering in time or frequency, it can be 
done better in rotated domain where the signal spreading is low. It means that obtaining the 
central moments and explore their behavior are important topic for design an optimum filter in 
rotated domain or fractional FT. In this section, we will obtain the fractional FT for five different 
type functions which can be considered as a model for additive noise. We also compute the 
corresponding first and second fractional order moments and derived some relations among time, 
frequency and characteristics belong to rotated coordinates as well. At the end, we notify that as 
the energy of these five signals are not equal to 1, we divide the calculated moments by signal 
energy. 
 
4.1 Gaussian Function 

We consider 
2

2

2)( σ

t

etx
−

=  as a Gaussian function, the signal’s energy is equal to σπ=xE  and 

the standard FT is, 
2

2

2)(
ω

σ

σω
−

⋅= ejX . Although, the fractional FT of Gaussian function was 

computed before, here we determine it again: 

)

cot
1
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2
exp(
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cot1
)(

2

22
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α
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α
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α
α

j

j

u

j

j
uX

−

−

⋅
−

⋅

−

−
=             (41) 

Obviously, it is easy to show that )()(
2

ωπ
αα jXuX =

=
 , this result prove the computed procedure 

has done correctly. The central moments in time, frequency, and fractional domain are written in 
Tabel 1.  
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TABLE 1: The central moments of Gaussian function. 

 
We see that Eq. (37) is satisfied. On the other hand, it was proved in [15], for any real valued 

signal inequality, 22

0
0 )

2

)sin(
(]

4

sinsin
coscos[

βα

µ

βα
βαµµµ βα

−
++≥ , is always satisfied. Now for 

Gaussian signal, we have 22

2

2 )
2

)sin(
(]

sinsin
coscos[

4

1 βα

σ

βα
βασµµ βα

−
++= . It means that 

Gaussian function has the least dilation not only in time and frequency domain but also in 

fractional domain among all different signals. Now, if we compute 
α

µα

∂

∂
 for Gaussian function, we 

see that for 1|| <σ , the least dilation happens in time and for 1|| >σ , the least dilation happens at 

an angle 
2

π
α =  in frequency domain. So considering Gaussian as an additive noise, it is better to 

perform filtering in time or frequency not in fractional domain. 
 
4.2 Laplace Function 

The laplace function is 0;)(
|| >= −

betx
tb

 and its energy is equal to 
b

Ex

1
=  . The classic FT is, 

)(2

2
)(

22 ωπ
ω

+
=

b

b
jX , and the fractional FT is obtained: 
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u
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According to the derived Eq (42), we suggest the fractional FT of Laplace function is written as 
follows: 

)
cos

||
exp())(
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exp(tan1)( 22 b

u
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j
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−
⋅−⋅+=
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αα           (43) 

The central moments in time, frequency, and fractional domain are written in Tabel 2.  
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TABLE 2: The central moments of Laplace function. 

 

Obtaining 
α

µα

∂

∂
, we conclude Laplace function has the least dilation in time domain. 
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4.3 One Sided Gaussian Function 

One sided Gaussian function is )()(
2

2

2 tuetx

t

σ
−

= , and the signal’s energy is equal to 

σπ
2

1
=xE . Although it is really simple, we obtain the FT, 
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fractional FT as: 
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As it is seen, )()(
2

ωπ
αα jXuX =

=
 , and this result show the derived fractional FT for one sided 

Gaussian function is definitely correct. The central moments in time, frequency, and fractional 

domain are written in Tabel 3, the value of k  is the same as what defined for Gaussian function.  
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TABLE 3: The central moments of one sided Gaussian function. 

 
4.4 Rayleigh Function 

Rayleigh function, )u()(
2

2

2 ttetx
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= , is known especially in wireless communication. Its energy is 

equal to 
4

3σ
π=xE , and the FT is 

2
2

2

32

22
)(

ω
σ

ω
σ

π

σ
ω

−
⋅−= ejjX . Now we obtain the fractional 

FT for Rayleigh function: 
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As it is seen, )()(
2

ωπ
αα jXuX =

=
 , and this result show the derived fractional FT for Rayleigh 

function is correct. On the other hand, according to the property that described by Eq. (10), we 
are able to find the fractional FT of Rayleigh function by using the one sided Gaussian function as 
follow: 
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It is seen that there is not constant term in (46). The time and the frequency moments of this 
function are written in Table 4, though because of complexity of the Eq. (45) we could not find the 
fractional moments analytically. 
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TABLE 4: The central moments of Rayleigh function. 

 

Although we could not find αm  directly, according to the derived relationship in Eq. (37), it may 

conclude that α
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α cos
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=m  . 

 
4.5 One Sided Exponential Function 

One sided exponential is 10;)u()( <<= btbtx
t , and its energy is equal to 
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TABLE 5: The central moments of one sided exponential function. 

 
It is seen that the signal has always the least dilation in time domain. 
 

5. CONCLUSIONS 
The fractional Fourier transform moments may be helpful in the search for the most appropriate 
fractional domain to perform a filtering operation; in the special case of noise that is equally 
distributed throughout the time-frequency plane, for instance, the fractional domain with the 
smallest signal width is then evidently the most preferred one. In this paper we have derived the 
new relations between central moments in time, frequency, and fractional domain by employing 
the ambiguity function. In addition, we have obtained the fractional Fourier transform and 
fractional moments for different signals directly. Thereby we conclude except chirp signal, there 
are many signals whose dilation are least in time or frequency, the original plane not rotated 
plane. 
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Abstract 

 
In this paper, a subspace method is proposed for blind channel estimation in orthogonal 
frequency-division multiplexing (OFDM) systems over time-dispersive channel. The proposed 
method does not require a cyclic prefix (CP) and thus leading to higher spectral efficiency. By 
exploiting the block Toeplitz structure of the channel matrix, the proposed blind estimation 
method performs satisfactorily with very few received OFDM blocks. Numerical simulations 
demonstrate the superior performance of the proposed algorithm over methods reported earlier in 
the literature. 
 
Keywords: OFDM, Channel Estimation, Dispersive Channel, Wireless Communications. 

 
 
1. INTRODUCTION 

Due to its high spectral efficiency, robustness to frequency selective fading as well as the low 
cost of tranceiver implementations, orthogonal frequency-division multiplexing (OFDM) has been 
receiving considerable interest as a promising candidate for high speed transmission over wired 
and wireless channels [1][2]. 
 
Several channel identification methods for the OFDM systems with or without CP have been 
proposed in [3]-[13]. In [3][4], blind subspace methods were proposed for OFDM systems with 
CP. In practical OFDM systems operating over a dispersive channel, a cyclic prefix longer than 
the anticipated multipath channel spread is usually inserted in the transmitted sequence. And, in 
the IEEE 802.11a standard, CP’s length is 25% of an OFDM symbol duration, indicating a 
significant loss in bandwidth efficiency. In order to improve the spectral efficiency, In [5]-[13], 
channel identification methods were introduced for OFDM systems without CP. Specifically, blind 
subspace based methods were introduced in [10]-[13]. The methods in [10][11] ignored the inter-
block interference (IBI) in the received OFDM blocks by assuming that the number of sub-carriers 
is much larger than the channel length. In [12][13], IBI was not discarded. Furthermore, a block 
subspace method [13] was proposed to increase equivalent sample vectors which resulted in 
better performance than those of [10]-[12]. Unlike the method in [13], we propose a new blind 
channel estimation method without using sub-vectors of the received OFDM blocks. As a result, 
the rank of the noise subspace in our proposed method is larger than that of the block subspace 
method which results in lower channel estimation error. Computer simulations are presented to 
verify the effectiveness of the proposed method. 
 
2. SYSTEM MODELS 
Consider an OFDM system with N sub-carriers. The information symbols s(n) are transmitted 
through a linear time invariant baseband equivalent channel h(t). Assume h(t) has finite support 



Xiaodong Yue & Xuefu Zhou 

Signal Processing: An International Journal (SPIJ), Volume (5): Issue (1) : 2011 13 

[0, (L-1)T] where T is the information symbol interval. Denote u(n) and  to be the nth 

transmitted and received symbol respectively. The symbol stream s(n) is first serial to parallel 

converted into a vector , where i is the block index. After the 

IDFT transform, we obtain  which is then parallel to serial 

converted into u(n) and transmitted. The discrete-time received sequence is then given by 
 

                                                                            (1) 

 

Where  represents the corresponding discrete-time baseband multipath channel, and  is 

the additive white Gaussian noise. We can write , where  is the  

dimensional IDFT matrix with its (m,n)th element as , and  is the ith 

transmitted symbol block. The ith received signal block is grouped as 

. Using (1), we obtain 

, where  is the 

corresponding noise vector, and 

,  

By combining  and  and the corresponding  and  into a larger matrix/vector, 

we obtain the following signal model 
 

               (2) 

          

Where , ,  is the 

inter-block interference and is composed by the last L-1 elements of , 

. Since  is not of full column rank, the signal model in (2) 

cannot satisfy the identifiability condition (full column rank) which is well known in the blind 
channel identification literature [14]. Fortunately, this problem can be easily solved by adopting 
multi-antenna in the receive end [9]-[13]. Assuming the number of receive antenna is M, (2) can 
be rewritten as 
 

               (3) 

            

Where ,  is the 

received signal from the jth receive antenna. 

 
, , and  (  denotes the number of 

received OFDM blocks).  is the channel associated with the jth receive antenna, 

 and 
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 is the corresponding 

noise vector. 

 
3. SUBSPACE METHOD 
Since sub-vectors of  with length GM were used in the block subspace method [13], the rank 

of its noise subspace is MG-G-L+1, where  is the sub-block size. It is well known that the 

higher the rank of the noise subspace, the lower the channel estimation error is in the least 
square minimization problem. If G is chosen to be the same or very close as N in the block 
subspace method to increase the rank of its noise subspace, the number of received signal 
vectors used to obtain the noise subspace is significantly reduced which offsets the gain from the 
increasing rank of the noise subspace. In fact, when G=N, the block subspace method [13] 

degenerates to the subspace method in [12] and there are only  received OFDM blocks can 

be used to calculate the noise subspace. Motivated by this fact, we propose a subspace method 
which has large rank of noise subspace and more sample vectors at the same time. 
 

Reconstruct the received signal vector  and define 

 

where  and . Due to the block Toeplitz structure of the channel 

matrix. It is straightforward to show that 
 

                                                                                        (4) 

 

Where  and  

is the corresponding noise vector. Under signal model (4), there are  received 

signal vectors can be used to estimate the channel as comparing to  vectors in [4] [10]-[12]. As 

a result, the proposed method is expected to have better performance than those of [4] [10]-[12]. 

Since the received signal vector  has length NM, the rank of its noise subspace is MN-N-

L+1 which is larger than that of the block subspace method. As a result, the performance of the 
proposed subspace method is expected to be better than that of the block subspace method [13]. 
Performing the singular value decomposition (SVD) on the covariance matrix of the received 

signal vector  to obtain the noise subspace . Let   be the ith column of   and 

partition  into block vector , where each  is an 

 vector. Since , then   can be expressed alternatively as , 

where  and  

 

                        (5)         

 
The channel estimation can be obtained by the constrained least square optimization criterion 
 

           (6)   

 
Where . 

 
Finally, it is worth mentioning that the proposed subspace method differs the subspace methods 
[4] [10] in that 1.) the proposed method processes the received signal vector with IBI; 2.) the rank 
of the noise subspace in our proposed method is larger than those of the subspace methods (e.g. 

MN-N-L+1 comparing with M(N-L+1)-N); 3.) the proposed method uses  vectors 
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instead of  vectors to calculate the noise subspace, which is also a distinguishing factor from 

the subspace method [12]. Similarly, our proposed subspace method differs the block subspace 
method [13] in that 1.) the rank of the noise subspace in our proposed method is larger than that 

of the block subspace method; 2.) our method uses  vectors instead of 

 vectors to calculate the noise subspace. 

 
Computational Complexity: Next we analyze the computational complexity of the proposed 
subspace method with the subspace method in [10], the subspace method in [12] and the block 
subspace method in [13]. The main computational complexity of the proposed subspace method 
is from 1) the singular value decomposition to obtain the noise subspace and 2) EVD used to 
estimate the channel vector. These operations are shown in [15] [16] of order 

. Similarly, the SVD-related operations for the subspace method [10], the 

subspace method [12] and the block subspace method [13] are of order 

,  and , respectively. 

Furthermore, the proposed subspace method, the subspace method [10], the subspace method 

[12] and the block subspace method [13] have complexity , 

,  and , respectively, for the 

computation of the covariance matrix. Since  in practice and the subspace 

methods [10] [12] require much more OFDM blocks to achieve satisfactory performance than that 
of the proposed method, the computational complexity of our subspace method is slightly higher 
than those of the subspace methods [10] [12] and the block subspace method [13]. This is the 
trade off between computational complexity and estimation accuracy. 
 

4. SIMULATIONS 
In our simulation, the number of receive antenna M=2. Information sequence  is QPSK 

modulated. A multipath channel [10] 

 

,  

 is 

used in all simulations. The Normalized Root Mean Square Error (NRMSE) 

 is adopted, where the subscript p refers to the pth Monte Carlo run 

and  denotes the total number of runs which is 100 in all simulations.  is the estimated 

channel vector of the pth run, and  is the actual channel vector. Channel estimators including 

the proposed subspace method, the subspace method [10], the subspace method [12] and the 
block subspace method [13] are compared. All methods eliminate the CP and training, but require 
multiple receive antenna. 3 OFDM blocks are used for channel estimation for all methods. The 
number of sub-carriers N=16. 
 
Example 1: In this experiment, the normalized root mean square error is examined as a function 
of SNR. Note that similar as in [10], there is a complex scalar ambiguity in the proposed blind 
channel estimator. In our simulation, the same method as in [10] is adopted to determine the 
phase ambiguity and compensate the channel estimate prior to the sample MSE computations. It 
can be seen from Fig. 1 that the estimator error of the proposed subspace method is consistently 
better than [10] [12] [13]. In addition, the subspace methods [10] [12] cannot achieve satisfactory 
performance with 3 OFDM blocks. 
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FIGURE 1: NRMSE vs SNR 
 
Example 2: The effect of the number of sub-carriers N is shown in Fig. 2 with SNR=35dB and 

. Larger N indicates larger rank of the noise subspace for the proposed method, yielding 

more constraints on the channel vector (6) and thus, leads to improvement in the channel 
estimation. Finally, it worth mentioning that under current simulation setting, when N>16, more 
sample vectors are available in the block subspace method than that of the proposed subspace 
method. Therefore, the performance gap between two methods is closing. Overall, the estimator 
error of the proposed subspace method is consistently better than [10] [12] [13]. 

 

 
FIGURE 2: NRMSE vs N 

 
Example 3: The effect of OFDM block  is presented in Fig. 3 when SNR=35dB and N=16. It 

can be seen from Fig. 3 that the estimation error decreases for all methods when the number of 
received OFDM blocks increases. Also notable is that under the simulation setting, when 

, more sample vectors are available in the proposed subspace method than that of the 

block subspace method. Therefore, the performance gap between two methods is expanding. 
Again, the estimator error of the proposed subspace method is consistently better than [10] [12] 
[13]. 
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5. CONCLUSION 
By exploiting the block Toeplitz structure of the channel matrix, a blind subspace method for 
OFDM systems without CP is proposed in this paper. The strength of the proposed method lies in 
high data and spectral efficiency, thus being attractive for channel estimation under fast changing 
channel environment. Comparison of the proposed method with several existing blind subspace 
channel estimation methods illustrates the good performance of the proposed method. 

 

 
FIGURE 3: NRMSE vs  
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