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EDITORIAL PREFACE

This is Third Issue of Volume Six of the Signal Processing: An International Journal (SP1J). SPIJ
is an International refereed journal for publication of current research in signal processing
technologies. SPIJ publishes research papers dealing primarily with the technological aspects of
signal processing (analogue and digital) in new and emerging technologies. Publications of SPIJ
are beneficial for researchers, academics, scholars, advanced students, practitioners, and those
seeking an update on current experience, state of the art research theories and future prospects
in relation to computer science in general but specific to computer security studies. Some
important topics covers by SPIJ are Signal Filtering, Signal Processing Systems, Signal
Processing Technology and Signal Theory etc.

The initial efforts helped to shape the editorial policy and to sharpen the focus of the journal.
Started with Volume 6, 2012, SPIJ appears with more focused issues related to signal processing
studies. Besides normal publications, SPIJ intend to organized special issues on more focused
topics. Each special issue will have a designated editor (editors) — either member of the editorial
board or another recognized specialist in the respective field.

This journal publishes new dissertations and state of the art research to target its readership that
not only includes researchers, industrialists and scientist but also advanced students and
practitioners. The aim of SPIJ is to publish research which is not only technically proficient, but
contains innovation or information for our international readers. In order to position SPIJ as one of
the top International journal in signal processing, a group of highly valuable and senior
International scholars are serving its Editorial Board who ensures that each issue must publish
qualitative research articles from International research communities relevant to signal processing
fields.

SPIJ editors understand that how much it is important for authors and researchers to have their
work published with a minimum delay after submission of their papers. They also strongly believe
that the direct communication between the editors and authors are important for the welfare,
quality and wellbeing of the Journal and its readers. Therefore, all activities from paper
submission to paper publication are controlled through electronic systems that include electronic
submission, editorial panel and review system that ensures rapid decision with least delays in the
publication processes.

To build its international reputation, we are disseminating the publication information through
Google Books, Google Scholar, Directory of Open Access Journals (DOAJ), Open J Gate,
ScientificCommons, Docstoc and many more. Our International Editors are working on
establishing IS listing and a good impact factor for SPIJ. We would like to remind you that the
success of our journal depends directly on the number of quality articles submitted for review.
Accordingly, we would like to request your participation by submitting quality manuscripts for
review and encouraging your colleagues to submit quality manuscripts for review. One of the
great benefits we can provide to our prospective authors is the mentoring nature of our review
process. SPIJ provides authors with high quality, helpful reviews that are shaped to assist authors
in improving their manuscripts.

Editorial Board Members
Signal Processing: An International Journal (SPIJ)
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Abstract

When the instantaneous amplitude, phase and frequency of a carrier wave are modulated with
the information signal for transmission, it is known that the receiver works on the basis of the
received signal and a knowledge of the carrier frequency. The question is: If the receiver does not
have the a priori information about the carrier frequency, is it possible to carry out the
demodulation process? This tutorial lecture answers this question by looking into the very
fundamental process by which the modulated wave is generated. It critically looks into the energy
separation algorithm for signal analysis and suggests modification for distortionless demodulation
of an FM signal, and recovery of sub-carrier signals.

Keywords: Teager Energy Operator, Modulation, Mixer, Energy Seperation Algorithm, AM, FM.

1. INTRODUCTION

The purpose of communication is to overcome the barrier of distance in such a way as to achieve
simultaneous transmission of many messages. What is done in this respect is to first select high
frequency signals, called carriers and then to modulate amplitude, phase and frequency as the
case be with the information bearing signals and transmitted over a channel. Or all the modulated
carriers, called sub-carriers, are clubbed together and used to modulate a carrier having still
higher frequency to be finally transmitted over a channel, which is known as sub-carrier
multiplexing.

The function of the receiver is to operate on the received signal so as to reconstruct a
recognizable form of the original message. It is worthwhile to note that at the receiving end the
demodulation process starts by tuning the carrier which requires a precise knowledge of the
carrier frequency and then operate to recover the message. For example,

a. For an AM wave the signal is first captured by tuning the carrier frequency and then to
use the envelope detector to extract the baseband signal and

b. For an FM wave the signal is first captured by tuning the carrier frequency and then to
use the slope circuit plus the envelope detector to recover the baseband signal.

Thus the entire process of reconstructing the baseband signal is a two-step process based on a
priori information of the carrier and the modulation formats. That is, given the right signal and
carrier frequency, the amplitude and the instantaneous frequency are estimated. This paper, on
the other hand, looks into the problem of reception from a different angle. That is, it first estimates
the energy required for generating the modulated signal and separate into amplitude and
frequency. On elaboration, it is stated as follows:
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a. It does not presume a precise knowledge of the carrier frequency.

b. It minimizes the multi-step process into a single step for recovering the baseband signal.

c. It suggests a novel method for recovering the baseband signal from an FM wave without
distortion.

It begins with an approach based on the use of energy tracking operator known as ‘Teager
Energy Operator. This is followed by some applications of TEO and a proposed modification of
the conventional energy separation algorithm for the demodulation of FM signals [1-5].

2. TEAGER ENERGY OPERATOR
We look into the process of analyzing the received signal from the point of view of energy
required to generate the signal. To begin let us consider an un-modulated signal like,

x(t1)=ACos(wt+06) (1)

The differential equation of the system that is capable of generating such a waveform is,
d’x
—+@&’x=0 (2)
dt
This is the system equation of an un-driven linear un-damped linear oscillator. It could be
mechanical system consisting of a mass ‘m’ attached to a spring of constant ‘K’ or a lossless
charged capacitor ‘C is discharging through a lossless inductance ‘L. In the case of mass-spring
system ‘X is the displacement and capacitor-inductance system ‘x’ is the voltage across the

plates of the capacitor. Thus,
) k 1
. =,|—or—— (3)
m LC

The differential equation (2) can also be expressed as

2
m( dx k - m 2
5 (dtj 2x onstant energy 2( c) (4)
L(avY V2 L,
Or, —| — | +——=~Constant energy = E = AQ, 4a
2(51;} 2C y=E=7(de) @

Thus the energy of the linear oscillator is proportional to the square of both the amplitude and the
frequency. Further, using (2) and (4) or (4a) it easy to show that,

2 2
(d’;(t’)j —x<r>~[d X(’)j=2E=2E=(ch)2 ®)

dt* m L

The left hand side is defined as a nonlinear signal operator and is denoted as y/x(t)] which is also
called a Teager Energy Operator (TEQO) [2-4]

2 2
d d
w[xo)]:(z(t’)j —x(t)-[ dfz(’)j (6)
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It is used to for tracking the energy of a source generating an oscillation, also used for signal and
speech AM-FM demodulation [1, 4, 7,9]. It is interesting to note that another operator known as
Lie bracket,

[x, y]=xy—xy =—[ . x] (6a)

This operator can be used to derive (6) by putting, y = x . Lie bracket is used to measure the

instantaneous differences in the relative rate of change between two signals (x,y). Thus one can
verify,

[x, ] =¥ [x(n)] (6b)

It is to be noted that the output of the TEO is equal to the energy (per half unit mass or half unit
inductance). Therefore, it must have a positive value. The energy function is a very local property
of the signal depending only on the signal and its first two time derivatives. A close look at the
TEO reveals that it involves nonlinear operation on the signal. This is also true for the discrete
version of the TEO [cf. (7), (7a)].

The discrete version of the Teager Energy Operator can be shown to be given by,
2
[ x(n) = x> () - x(n—Dx(n+1) (7)

Incidentally, when Teager proposed this algorithm he did not provide details regarding its
derivations. This has a reference to a letter written to J. F. Kaiser by T. M. Teager in 1985. The
modified Teager-Kaiser energy operator can be defined as,

v, (x() = x> (n=k) = x(m)x(n—2k) (7a)
For any signals x and and y it can be shown that,

y[xy®) = Owlyo [+ ow[x0)]  ®)

w[x<t>+y<t>]=w[x<r>]+w[y<r>]+2g TR Y

The discrete operator has similar property, namely
[ xm)y(n) |= x>y [ y(m) [+ ¥ [ x(n) |-y [ x(m) Jw] y) | (10)
Again energy operator is invariant with respect to ‘n’,
p[xn+D]=y[xm)] (1)

Looking into (6), (7) and (7a) it is seen that TEO involves nonlinear operation. This can be easily
implemented in the hardware.

3. DETECTION TECHNIQUES
In this section we shall discuss the various methodologies of demodulating the signals that are
widely used in the field of communication.

Signal Processing: An International Journal (SPIJ), Volume (6) : Issue (3) : 2012 88



Subhradeep Pal & B. N. Biswas

3.1 Tone Signal Detection
A continuous wave tone signal can be expressed as,

x(t) = Acos(@,t + @) (12)
Now applying the TEO on the continuous signal we can write that,
2
v [x(0]=(A,) (13)

At this point it is worthwhile to note that,

i.  wlx(t)]is independent of the initial phase of oscillations.

ii. It is robust even the signal passes through zero, as no division operation is required.

iii. It is capable of responding very quickly to changes in amplitude and frequency

It can be easily shown that if we operate dx/df by the energy operator then,

w[—ﬂwz(w (1)

Thus using the TEO one can express the amplitude and frequency of the tone signal as,

3.2 Discrete Tone Signal Detection
Similar to the CW tone signal [1-5] the discrete tone signal can be expressed as,

x(n) = Acos(Qn+ ) (16)
where Q = (w.) / 2rf; and s’ is the sample frequency. In this case it is easily shown that,
y[x(m)]= A%sin® (Q)  (17)
Using the relation, y(n) = x(n+1) — x(n) , it can be shown that,

w] y(n) |= 4A%sin® (%j sin®(Q)  (18)

Hence the frequency and amplitude of the discrete tone signal can be estimated as,
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Q=sin"! l:l— l//(x(n *D- x(n)):l ...... (a)

2y (x(n))
A= 7“//[)6(”)] ........................................ (b)
sin(Q)

(19)

Using the identity,

y[x(n+1)—x(n) |= 29 x(n) |- [ x()x(n+ 1) [-[x(n—Dx(n+2)]  (20)

the relation (19a) can be expressed as,

0 = cos”! x(mx(n+)—x(n—Dx(n+2) 1)
2y x(n) |

And thus we can also write,

x(n)x(n+1)—x(n—-Dx(n+2) j (22)

— ety
a, = (27[ fs) cos ( 21//[)6(”)]

Now using the relation of the modified Teager-Kaiser energy operator as defined in (7) for the
discrete time tone signal we can write that,

v, (x(m) = A%sin’ (kQ) (23)

Now if the signal is passed through as FIR Filter with the transfer function like,

F(z)= ; (z_l + z"") (24)

Then we have.

2

F(Q)= v, el = cos Kl;’"j Q} (25)

Using the above relation it can be easily shown that,

{(x(n—l)+x(n—m))}
Vi
2

A% = Vi [x(n)]

(26)

1-F(Q)
3.3 Continuous FM Signal Detection
In this section we consider the application of the energy separation algorithm (ESA) for the
demodulation of an FM signal. ESA is employed here for its simplicity, efficiency, low complexity
and its excellent adaptive nature [5-20]. Let us consider the analog FM signal can be expressed
like,
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x(t) = cos [a)ct + A} e(r)dr + 9} = cos| p(t) | (27)
0

Therefore, the instantaneous frequency of the FM signal will be,
a(t) = @, + Ae(t) (28)

Note that ¢(t) is the instantaneous phase of the FM signal. Applying TEO to the FM signal it is
found that

2 2
d 1d
v cos(pn) | = [dﬂ +Ed7fsm(2¢(t)) (29)

Auditing the expression on the right hand side of (29) it is seen that the second term indicates the
error signal. The first when square-rooted gives the demodulated output for the FM signal [10, 18,
19]. At this stage it is worthwhile to note that if the energy is applied to the Quadrature component
of the signal it is seen

2 2
d 1d
l//[sin (q)(t))} = [df} - Eidtg) sin (2(0(t)) (30)

From (29) and (30) it is easy to show that,

do _ \/ v cos(p) [+ sin(p) |

31
dt 2 51)
1d? 1
And, EdTgosin(M)(t)) = E[l//(cos(t))—l//(sinqo)} (32)

It is worthwhile to note that in order to demodulate an FM signal, one has to take recourse to
square-rooting (cf. 28). This can be overcome if the TEO is preceded by mixers. One can assume
the outputs of two mixers as

(33)

If these two mixer outputs are fed to two TEQs, then outputs are expressed in (34 a) and (34 b).

2 2
d 1d
y/[xl(t)]:[dﬂ + dtfl sin (20,(1)) e (a)

2 dr?

sin (20, (1))...(b)

2 2
d 1d
1//[)(2(;)] = {ZZ} + 0,
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After taking the difference of the outputs of the both TEO and passing through a low pass filter it
is not difficult to show that,

vo]-[y ()]}, =(@- wz)[wl ray+2 d"’} (35)

dr
where, §(1) = Af e(t)dt .

From the above analysis it is verified that the use of square rooter is not necessary. The
proposed algorithm along with the simulation results are shown in Fig. 1.

0.5 5

0.0

-0.54

Amplitude of FM waveform (volts)
Energy estimated by single TEO

T T T T T T T T T T T T T T
0 2 4 6 8 10 0 2 4 6 8 10

Time (sec) Time (sec)
T

40 T T T T T 20 T T

30 4 .

20

Error waveform
Energy estimated by dual TEO

T T T T T 4 T T T T
0 1 2 3 4 5 6 0 2 4 6 8 10

Time (sec) Time (sec)

Figure 1: The figure shows the response of the TEO in presence of FM signal (top left). The single TEO
based demodulator has distortion (bottom left) in the output waveform (top right) while the error waveform is
completely absent in dual TEO based demodulator (bottom right).

3.4 Discrete Time FM Chirp Signal Detection

Let the frequency of the signal at the beginning of the time window be Q. (w.T) and frequency
decrease by AQ in N samples of the signal. That is,

Q;(n)=Q —AA?n (36)

c

In that case the received signal can be written as,
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x(n) = Acos (Qct - AA? n’ + ej = Acos| gp(m)+ 6] (37)

Therefore on operation of TEO we can write that,

, A (AQ) . AQ
p[x(m) |= A sin® | @ (n) |+ o sin (Nj sin [2¢)(n) +20+ N} (38)

Likewise, if we apply TEO on an In-phase and Quadrature of the signal [10, 18, 19], one gets,
AT (AQ AQ
x(n) = A%sin’ Q. (n)|+—sin| — |sin| 2¢(n)+— |...(@
vxm], [ (m) [+ sin| =7 Jsin| 20(n) + =
AP (AQ AQ
x(n) = A% sin? Q. (n)|=—sin| — |sin| 2¢(n)+— |..b)
vl Lg [ ( )} 5 N ¢(n) N

(39)

Similar to the continuous FM wave signal demodulation we get by adding (39a) and (39b),
[ ], +y[x()],_x =247 sin® [Qi (n)] (40)
2

The right hand side gives the information of the chirp frequency. These two algorithms give the
demodulation output and the error in demodulation if the concept of In-phase and Quadrature
components is taken into consideration. The algorithms shown given in (40) is simulated in
SIMULINK, and the results are shown in Fig. 2.

. T T T T T T T T T T
2 05
o
= 1
(0] -
3 0.0
>
2 J
S 5
;E: .
-1.0 T T T T T T T T T T T T t T
1 2 3 4 5 6 7 8
Time (sec)
40 50
o
L 8 45
= ~
<@ =
(o))
£ 3 54
2 >
Qo g 30
B % 25
: £ .
‘g)')' ‘.!’; 15
> o 104
g 3
@ h
iy Goc

1 2 3 4 5 6 7 8 1 2 3 4 5 6 7
Time (sec) Time (sec)

Figure 2: Energy operator based estimation of FM chirp signal. The output of single TEO based demodulator contains
distortion in the waveform which is completely absent in the dual TEO based demodulator.
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3.5 Carrier Frequency Estimation
The carrier frequency of the FM signal can also be easily determined which leads us to another
added advantage of using TEO demodulator over conventional demodulator. Referring to the
incoming FM signal is in the form of,

x(t)=Acos[p(1)]  (41)

We can approximately write that,

y(t)= % =—A®, sin [¢(t)} (42)

It can be shown that,

w[x@), ]+ y| x(0), | =24° [%}
(43)

vy, ]+y[ 0, |=24a; [%}

Therefore from (42) and (43) we have,

wy®), ]+ ]y, |
w[x),]+y | x(1), |

Using this algorithm one can approximately determine the carrier frequency and then adjust the
center frequency of a phase locked demodulator and extract the modulating signal.

3.6 Mixer With a Difference

Interference is an annoying factor that degrades the performance of a demodulator. In order to
overcome this difficulty, the demodulator is usually preceded by a band pass limiter. Instead the
net incoming signal is led to pass through a TEO whence it can be shown that the output is,

l//[R(t)]z(601A)2+(co101A)2+%(0{Az)(a)1 +@,) cos[ (0 -@)1+4(1) ]

(45)
! 2 2 1 ,d¢

+5(Q'A )(&-o,) COS[(@+@)I+¢(I)]+EC¥A ?[szn(a)l+a)1)t+-~-]

Where,
R(t) = Acos (@ + (1)) + aAcos (@) (46)

In general if the signals are cos (w1t) and cos (w-t), then

w[R(®)|=(d +6,)cos (9 —05) +(d — 6y )cos (& +4,) (47)
It is interesting to note that the interference enhance the signal component and reduces the
unwanted component. Not the multiplying factors (w+w;)® and (ws-w;)® . These are all illustrated in
the Fig. 3. It is to be noted that the first difference frequency term dominates over the other terms.
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FIGURE 3: Response of TEO based mixer in time and frequency domain.

4. CONCLUSION

In this paper we have presented the non-conventional detection schemes of the commonly used
signals. We have proposed a new variety of mixer in the paper along with a modified energy
separation algorithm for the distortion-less demodulation of the FM signal. Demodulation of
discrete FM chirp signals and subcarrier multiplexed signals are also discussed here.
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Abstract

WIMAX is defined as Worldwide Interoperability for Microwave Access by the WiMAX Forum
and its industry. WiMAX is basically a wireless digital communication system which is also
known as IEEE 802.16 standard intended for wireless "metropolitan area networks". WiMAX
is based upon OFDM multiplexing technique. It was developed in order to provide high speed
data rates to the users located in those areas also where broadband wireless coverage is not
available. MIMO systems also play an important role in the field of wireless communication by
allowing data to be transmitted and received over different antennas. WiMAX-MIMO systems
are developed to improve the performance of WiMAX system. This paper analyzes WiMAX-
MIMO system for different modulation schemes with different CC code rates under different
fading channels (Rician and Nakagami channel). Spatial Multiplexing technique of MIMO
system is used for the simulation purpose. Analysis has been done in the form of Signal-to
Noise Ratio (SNR) vs Bit Error Rate (BER) plots.

Keywords: BWA, WiMAX, MIMO, SNR, BER, FEC, CC, PHY

1. INTRODUCTION

WiIMAX is a wireless technology which is capable of delivering very high data rates over very
long distances [1]. The working of WiIMAX standard is based upon OFDM technique hence
improving the robustness of the whole system. This seems to be an ideal technology to apply
to the problem space of the residential wireless local loop, where low-rate wired infrastructure
limits the types of capabilities that can be enjoyed by residential consumer. Communications
done with direct visibility in the frequency band from 10 to 66 GHz, were dealt by IEEE
802.16 standard that specifies working in a lower frequency band 2- 11 GHz [2], [3]. This
standard is known as IEEE 802.16a. IEEE 802.16d standard which is a variation of IEEE
802.16a standard was basically about optimizing the power consumption of mobile device.
IEEE 802.16e standard is an amendment to IEEE 802.16-2004 and adds portability to the
mobile device and is oriented to both stationary and mobile deployments. WiMAX standards
based projects works equally well with both the above IEEE standards [4], [5].

WiIMAX standard is able to provide broadband wireless access (BWA) [6] up to 30 miles (50
km) for fixed stations, and 3 - 10 miles (5 - 15 km) for mobile stations. The prime advantages
of the WIMAX standard are enabling the adoption of advanced radio features in a uniform
fashion and reducing the costs for all the radios made by companies. The first version of the
WiIMAX standard operates in the 10-66GHz frequency band that requires line-of-sight (LOS)
towers [7]. Due to this limitation, the IEEE opted for single-carrier modulation. This Fixed
WIMAX standard was developed in 2001 and the air interface specifications were given in
2004. Later the standard extended its operation through different PHY specification 2-11 GHz
frequency band enabling non line of sight (NLOS) connections, which require techniques that
efficiently mitigate the impairment of fading and multipath [8]. This standard is known as
Mobile WIMAX and was developed in 2005 and its air interface specifications were given in
2009.
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MIMO systems enable the use of multiple antennas at the transmitter and the receiver side in
order to improve the spectral efficiency, throughput and link transmit power that attracted
most of the attention in the field of wireless communication. Various techniques are included
in the MIMO systems that provide diversity as well as multiplexing gain hence improving the
BER and SNR of the system. Diversity technique when used is able to provide diversity gain
by placing spatially separated antennas in dense multipath scattering environment whereas
when spatial multiplexing technique is used, it provides multiplexing gain hence improving the
capacity of the system.

The paper is organized as follows: WiMAX Physical layer specifications are explained in
section Il. WiIMAX model for Physical layer is described in detail in section Ill. An overview of
the MIMO system is presented in Section IV. Different techniques of MIMO system are
provided in section IV. A detailed explanation of the proposed WiMAX-MIMO system can be
studied in section V. Results and simulations are analyzed in section VI. At the end final
conclusion drawn on the basis of the results is given in section VII.

2. WIMAX PHYSICAL LAYER SPECIFICATIONS

The IEEE 802.16 PHY for the WiMAX standard mainly involves three specifications that are
suited for different operational environments. The standard recommends the Wireless MAN-
SC PHY for frequencies from 10 to 66 GHz, where SC means single-carrier modulation. The
channel bandwidth for this standard is 25 MHz or 28 MHz, and the data rates can exceed 120
Mb/s.

Two alternatives have been specified for the frequency band below 11 GHz: Wireless MAN-
OFDM and Wireless MAN- OFDMA. In this low frequency range, the wavelength is relatively
long; hence it utilizes a Non-LOS (NLOS) communication that leads to more of fading and
multipath propagation in both these specifications.

2.1 Wireless MAN-SC PHY

This specification supports both TDD as well as FDD to allow flexible spectrum usage and
operates in the 10-66 GHz frequency range. Each frame of the TDD consists of uplink and
downlink subframes. The uplink channel is divided into various time slots controlled by the
MAC layer present in the base station whereas the downlink channel uses TDM multiplexing
technique in which information from multiple mobile stations (MS) are multiplexed into one
independent stream. The system structures for the uplink and downlink transmitters are
similar for both TDD and FDD.

2.2 Wireless MAN-OFDM

This specification uses OFDM multiplexing technique. OFDM is a multicarrier modulation in
which the subcarriers are selected in such a way that they all are orthogonal to each other
over the entire symbol duration; thereby eliminating inter-carrier interference in between the
symbols. The OFDM PHY is based upon OFDM modulation and is designed for NLOS
environment [9]. If we consider the frequency domain, an OFDM symbol consists of total of
256 subcarriers. This air interface specification provides multiple access to different stations
through time-division multiple access (TDMA).

2.3 Wireless MAN-OFDMA

The Wireless MAN-OFDMA PHY is also designed for NLOS operation in the frequency band
of 2-11 GHz for licensed bands. The size of fast Fourier transform (FFT) of OFDMA PHY can
be 128, 512, 1024, or 2048. The OFDMA PHY supports QPSK, 16-QAM, and 64-QAM
modulation schemes. This air interface provides multiple access to the users by assigning a
subset of the carriers to an individual receiver unlike to that of OFDM.

An OFDMA symbol is constructed from various carriers:

e Data carriers — used mainly for data transmission.

e Pilot carriers — these carriers signifies that the magnitude and phase of these carriers are
known to the receiver. They are used for channel estimation purposes.
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¢ Null carriers — these carriers prevent the leakage of energy into the adjacent channels.

3. WIMAX MODEL FOR PHYSICAL LAYER

WIMAX Physical layer has number of adaptive features that provides robustness and
capacity improvement in the high speed data transmission. The role of the WiMAX PHY
layer is to encode the input data of binary digits that represent MAC frames into signals and
to transmit and receive these signals so that they are suitable for the wireless channel. This
task is done with the help of various processes. The block diagram of WiMAX Physical layer
is shown in figure 4 [10]. Now function of each of the block is explained one by one in detail.

3.1 Randomization

This is the first step in the WiMAX Physical layer that involves scrambling or reordering of the
input data to generate a random sequence such that coding efficiency and integrity can be
improved. Randomization is performed on each burst of the input data in order to avoid long
sequences of ones and zeros that continuously appears in the input data. It mainly operates
on bit to bit basis. Randomization involves changing the position and state of the bits. It is
implemented with the help of a Pseudo Random Binary Sequence (PBRS) generator with a
generator polynomial of 1 + x™ + x % with XOR gates in feedback configuration.

MSB
LSB

A
4’@—» Data out
—

Data in

FIGURE 1: PBRS generator for Randomization

3.2 Forward Error Correction (FEC)

The incoming data in the bit format from the randomizer are applied to the FEC encoder in
order to generate the codewords. FEC encoding is done on both sides, the uplink and
downlink bursts of data and consists of an outer RS code and an inner convolutional code.
This encoding is used for error detection and error correction and is included in the channel
coding process.

3.21 RS codes

RS error correction is basically a coding scheme that works by first constructing a polynomial
from the data symbols that are to be transmitted and then sending an oversampled version of
polynomial. These codes are used for variable block size of data and error correcting
capabilities. RS codes basically correct block errors. The encoding process for a RS encoder
is based upon Galois field computation in order to add the redundant bits to the original bit
stream. WiMAX is based on GF (2°) which is specified as RS (N = 255, K = 239, T =8)
Where:

N = Number of Bytes after encoding

K = Data Bytes before encoding

T = Number of bytes that can be corrected

3.2.2 Convolution Codes (CC)
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These convolutional (CC) codes are used to correct the random errors instead of block errors
[7]1 and are easier to implement compared to RS codes. These codes also introduce
redundant bits into the data stream but by using linear shift memory register (k). These codes
are specified by CC (m, n, k) in which each m-bit information symbol which is to be encoded
is transformed into an n-bit information symbol. Code rate of a CC encoder can be specified
as m/n. Puncturing is a process of deleting additional bits from the output stream of a low-rate
encoder so as to reduce the amount of data to be transmitted hence forming higher order
code rates like 1/2, 2/3, 3/4 and 5/6. This process is mainly used to create variable code rates
to ensure error correction capability.

ST L Output
N e
A
Input
) 4
oD oDy Output
U U T

FIGURE 2: Convolutional Encoder

Viterbi algorithm is used at the receiver side for decoding the encoded sequence. Channel
coded symbols are decoded at the receiver side of WiMAX Physical layer with the help of
Viterbi algorithm. This algorithm performs maximum likelihood (ML) decoding of the received
symbols by retracing all the state transitions of the CC encoder in the trellis diagram but the
complexity of the decoder increases with the constraint length.

3.3 Interleaving

Interleaving is mainly done to reduce the probability of burst errors. The main purpose is to
map the bits on the non-adjacent subcarriers hence removing burst errors. It differs from the
randomization process in a way that it changes only the position of the bits rather than state
of the bits. Main cause of burst errors is multipath distortion that leads to distortions in the
original signal. There are basically two types of interleaving:

3.3.1 Block Interleaving

The encoded data is interleaved by a block interleaver. The block size depends upon the
number of encoded bits per sub channel in one OFDM symbol. A block interleaver can be
described by a matrix into which the data is written in column format and read in row wise
format, or vice versa. It is defined by two permutations. The first one ensures that the
adjacent coded bits are mapped onto non-adjacent subcarriers whereas second one signifies
that adjacent coded bits are mapped onto less or more significant bits of the constellation
hence avoiding long sequence of bits. Same type of permutation is done at the receiver side
to rearrange the data bits into the correct sequence again. Index of coded bits after second
permutation is used during the modulation process which is the next step in the physical
layer.

3.3.2 Convolutional Interleaving

This type of interleaving operates on continuous stream of bits. The convolutional interleaver
operates by writing the received bits into the commutator on the left, and reading the bits out
from the commutator on the right side. The delay elements D are added after each clock
cycle of the commutators is completed. The main benefit of using a convolutional interleaver
is that it requires half of the memory required in comparison to a block interleaver in order to
achieve the same interleaving depth. This can be significant for long interleaver depths.
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Write bits

FIGURE 3: Bit write and read operation of Block Interleaver

3.4 Modulation

In this block, the random values are passed through the adaptive modulation schemes
according to the constellation mapped. The data to be modulated depends upon their size
and on the basis of different modulation schemes to be used like BPSK, QPSK, 16QAM and
64QAM. Digital modulation schemes are being used in which the amplitude and phase of the
signal changes in accordance with the carrier signal. It basically involves mapping of digital

BO B8 B16 B24 B32 B
B1 B9 B17 B25 B33 B
B2 B10 B18 B26 B34 B
B3 B11 B19 B27 B35 B
B4 B12 B20 B28 B36 B
B5 B13 B21 B29 B37 B
B6 B14 B22 B30 B38 B
B7 B15 B23 B31 B39 B

data onto analog form such that the signal can be transmitted over the channel. In this paper
we are concerned with the digital modulation techniques. Various digital modulation
techniques can be used for data transmission, such as M-PSK and M-QAM, where M is the
number of constellation points in the constellation diagram [11]. Inverse process of
modulation called demodulation is done at the receiver side to recover the original
transmitted digital information.

3.4.1 M-PSK Modulation
In M-ary PSK modulation, the amplitude of the transmitted signals was constrained to remain
constant, thereby yielding a circular constellation [12]. The signal set for this modulation is:

Xi(t) = N2Es/Ts cos(2m*fer + 2(i-1)/M) i=1,2,....M& 0 < t< Ts

Where Es the signal energy per symbol Ts is the symbol duration, and fct is the carrier
frequency. This phase of the carrier takes on one of the M possible values, namely

6,=2(i-1)™ where i=1,2,...,.M
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3.4.2 M-QAM Modulation

A new modulation scheme called quadrature amplitude modulation (QAM) is obtained by
allowing the amplitude to vary with the phase. This is the most popular modulation technique
used in various wireless standards. It combined with ASK and PSK which has two different
signals sent concurrently on the same carrier frequency but one should be shifted by 90° with
respect to the other signal. At the receiver end, the signals are demodulated and the results
are combined to get the transmitted binary input. The transmitted M-ary QAM symbol /:

Xi(t)=\N2/T, a,cos(2m*f,,)N2/Tb, cos(2mr*t,) i=1,2,....M & O<t < Ts
where a, and b, are amplitudes taking on the values and
an, b,=1a,#3a,............. *(log2 * M-1)a

where Mis assumed to be a power of 4.

MAC/PHY Interface

Randomization

Derandomization

FEC Encoding

Decoding

Interleaving Deinterleaving
Symbol Symbol
Mapping Demapping
| )
v I
Synchronization & Channel
pilot insertion Estimation

Pilot extraction

Rx

IFFT .
FFT
Cyclic Prefix T
}Ilnsertion Cyclic Prefix
removal
> Channel

FIGURE 4: WiMAX Model for Physical Layer

3.5 Pilot Insertion
Pilot carriers are inserted in the modulated symbols for carrying out the channel estimation as
well as the synchronization process at the receiver side of the WiMAX Physical layer. Those
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pilot carriers are inserted whose magnitude and phase are known to the receiver for
recognizing the channel matrix. These are used to track the residual phase error in the
transmitted symbols after frequency correction. If this correction is not done, then the
symbols start rotating with some angle that can be positive or negative.

3.6 Inverse Fast Fourier Transform (IFFT)

The main purpose of IFFT is to convert frequency domain to time domain in order to maintain
the orthogonality condition between the transmitted symbols. IFFT generates samples of
waveform having frequency components that provides the orthogonality with minimum
frequency separation between the transmitted symbols. Output of IFFT is the total N
sinusoidal signals that make a single OFDM symbol.

FFT works almost opposite to IFFT in a way that it converts time domain to frequency
domain. Fast Fourier Transform (FFT) reduces the number of computations to the order of N
log N compared to N° in DFT. The FFT algorithm is most efficient when N is a power of two.
The result of the FFT contains the frequency domain data and the complex transformed
result.

3.7 Cyclic Prefix

Cyclic prefix is added to the signals in order to reduce the delay caused due to the multipath
propagation phenomenon. It is added at the beginning of the signal before transmitting the
signal. It makes the symbols periodic in nature thereby converting linear convolution to
circular convolution in a way that the symbol is preceded by the periodic extension of the
symbol itself. The ISI is eliminated with the help of CP addition by adding guard bands thus
avoiding interference in between the symbols when the CP length L is greater than multipath
delay. The ratio of CP time to OFDM symbol time, G can be equal to 1/32, 1/6, 1/8 and 1/4.

ISI-free interval

CP Symbol

A
\ 4
A
v

L N
FIGURE 5: Cyclic Prefix Addition

3.8 Communication Channels

Channel is a transmission medium between the transmitter and receiver side of WiMAX.
Channel can be air or space but it induces fading as well as distortions in the transmitted
signal in such a way that the received signal is not same as that of transmitted signal but is a
combination of reflected, diffracted and scattered copies of the transmitted signal. These
copies are called multipath signal components. Rician and Nakagami fading channels have
been taken into consideration for the analysis purpose.

3.8.1 Rician Channel
The direct path is the strongest component that goes into deep fades compared to multipath
components when there is line of sight. Such signal is approximated with the help of Rician
distribution. This distribution changes into Rayleigh distribution when there is no line of sight.
The Rician distribution is given by:

P) = (r/c?) exp(—r? + c2)/26 D) 15 (4, fa?) , for(A20,r20)

where A denotes the peak amplitude of the dominant signal and /y/.] is the modified Bessel
function of the first kind and zero-order.
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3.8.2 Nakagami Channel

Rayleigh fading falls short in describing the long-distance fading effects which was corrected
by Nakagami by formulating a parametric gamma distribution-based density function thereby
reducing the effects of multipath propagation. It provides a better explanation to more severe
conditions than the Rayleigh and Rician fading model and thus fits better in the mobile
communication channel data. This fading was developed to characterize the amplitude of
fading channels. Nakagami fading can be described by the PDF which is given as:

£ @)= (i) (ﬁ) ; ’-":m""e(“?v::]u(r: , for

rlm a

m < 0.50% [E[R? — 027

Where the parameter Q and the fading figure m are defined via:
HZ

N=F{R*} , m= m

And [[n]is the standard Gamma function defined via:

F‘['J‘L]:" gl *1 x™ Ty
o

3.9 Receiver Side

At the receiver side of the Physical layer, a reverse process (including deinterleaving and
decoding) is performed on the received signal to obtain the original data bits that were
transmitted.

4. MULTI INPUT MULTI OUTPUT (MIMO) SYSTEMS

Multiple Input Multiple Output (MIMO) system has been the most promising wireless
technology to improve the performance of a wireless radio link. MIMO transmission system is
the most recent approach which is currently in use in order to deliver high-rate wireless
communication. This technology was firstly introduced at Stanford University (1994) and
Lucent (1996). MIMO technology takes advantage of a radio-wave phenomenon called
multipath where transmitted information bounces off walls, ceilings, and other objects,
reaching the receiving antenna multiple times via different angles and at slightly different
times. MIMO improves the capacity and combats the fading effects by using different diversity
techniques [13]. MIMO systems significantly improve the spectral efficiency of a system with
the help of an additional spatial dimension. It is a wireless technology that uses multiple
transmitters and receivers to transfer more data at the same time.

Transmitting Receiving
Antennas MIMO Channel Antennas
1
S —p Tx1 ———» Rx1
S2_ | e | io=Zl ool o= Rx2
I y I
S3_,| ™ L2ttet T TSN RxN

FIGURE 6: Block Diagram of MIMO system with M Transmitters and N Receivers
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5. MIMO TECHNIQUES

MIMO includes different techniques that can improve the performance of the MIMO system.
MIMO systems can be implemented in a number of different ways so as to attain a diversity
gain to combat signal fading or a capacity gain to improve the SNR of the system.

5.1 Spatial Diversity

Diversity is a technique of transmitting multiple copies of the same transmitted signal through
different antennas [14]. This technique requires different number of signal transmission paths
which are known as diversity branches and each diversity branch carries the same type of
information with dissimilar multipath fading characteristics. Diversity requires a combining
circuitry so as to combine the signals from each of the diversity branch by selecting only the
best signal out of all the different received signals. The signal is coded using a technique
called as space-time coding which is specified by a matrix in which rows represents the
number of time slots whereas columns represents the transmission period [15]. Diversity
techniques are mainly used to reduce the multipath fading phenomenon effects and improve
the reliability of transmission process without sacrificing the total bandwidth of the spectrum
and without increasing the transmitted power of the transmitted signal.

The main idea behind this technique is that, when two or more independent signals are
taken, these signals fades in such a manner such that some signals are less attenuated while
the remaining others are severely attenuated due to multipath propagation that occurs in the
transmission medium. This diversity technique receives multiple replicas of the transmitted
signal at the receiver as same information is transmitted through different antennas such that
the received signal is the coherent combination of the transmitted signals but with small
correlation in fading statistics. Diversity techniques [16] improve the robustness of the
wireless communication link in terms of BER by exploiting the multiple paths between
transmitting and receiving antennas.

5.2 Spatial Multiplexing

The concept of spatial multiplexing technique of MIMO systems is to divide and transmit a
data stream into several branches and transmit them via several independent channels in
space dimension and different bits are transmitted via different transmitting antennas. One of
the main advantage of MIMO spatial multiplexing technique is the fact that it is able to provide
additional data capacity thus providing capacity gain compared to diversity gain in spatial
diversity technique. MIMO spatial multiplexing achieves multiplexing gain by utilizing the
multiple paths and using them as "channels" to carry the data such that receiver receives
multiple data at the same time thus improving the system capacity. The spatial multiplexing
involves transmitting different symbols from each of the transmitting antenna and the receiver
discriminates these symbols with the help of spatial selectivity, that each transmitting antenna
has a different spatial signature at the receiver side. This allows increase in the number of
information symbols per MIMO symbol at the receiver side; depending upon the transmission
technique which is used. In MIMO spatial multiplexing, the number of receiving antennas
must be equal to or greater than the number of transmit antennas such that data can be
transmitted over different antennas. This spatial multiplexing technique includes layered
architectures that improve the capacity of the MIMO system. One such technique is known as
V-BLAST [17] which was developed by Bell Laboratories. In this paper spatial multiplexing
technique is taken into consideration for analyzing the system under different fading
channels.

5.3 Beamforming

Beamforming is the third technique of MIMO systems that exploits the knowledge of the
channel at the transmitter end. It mainly decomposes the channel coefficient matrix using
SVD technique and then uses these decomposed unitary matrices as pre as well as post
filters at the transmitter and the receiver in order to achieve near capacity. Beamforming
technique involves directing the signal beam in the desired direction in a way that the signal
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going in the desired direction increases and signal going in the other undesired directions
reduces. Beamforming provides gain which is in between diversity and multiplexing gain. In
single-layer beamforming, same signal is being emitted from the transmitting antennas with
appropriate phase angle and gain weightings such that the transmitted signal power is
maximized at the receiver side. The main benefits of beamforming technique are increasing
the received signal gain, by making signals add up constructively that are emitted from
different antennas, and reducing the multipath fading effect which is caused when the
transmitted signal passes through the channel [18].

6. WiMAX-MIMO SYSTEMS

WIMAX-MIMO systems are developed in order to attain the benefits of both the WiMAX
protocol as well as the MIMO systems in such a way that high speed broadband internet
access can be provided to the users [19]. This paper is based upon combining WiMAX
protocol with the spatial multiplexing technique of MIMO systems such that multiplexing gain
can be obtained hence improving the SNR of the WiMAX-MIMO system.

Spatial multiplexing involves transmitting different information over different transmitting
antennas such that the received signal combines all the transmitted signals hence improving
the SNR of the system [20]. The WiIMAX-MIMO system block diagram is given in figure 7.
Combining both WiMAX and MIMO technology provides high data rates for transmission thus
improving the performance of WiMAX-MIMO system when compared with simple WiMAX
system. This proposed WiMAX-MIMO system provides better BER and SNR performance in
comparison to WiMAX without employing MIMO systems. Spatial multiplexing technique has
been used to attain capacity gain to combat signal fading. WiMAX is combined with the
MIMO system by employing STBC Encoder and Decoder at the transmitter and receiver side
of the WIMAX PHY layer before and after the channel respectively.

This paper analyzes the spatial multiplexing technique of MIMO systems with the WiMAX
protocol in order to achieve higher data rate transmission by lowering down the Signal to
Noise Ratio of the system to achieve better performance and results. Results are obtained for
the Rician and Nakagami fading channels.

Input Data WiMAX STBC
—> ) !
Transmitter Encoder

\4
Channel

WiMAX STBC
Receiver T Decoder

Received Data
FIGURE 7: WiIMAX-MIMO System

7. RESULTS AND SIMULATIONS

This paper analyzes the behavior of WiMAX-MIMO systems under different modulation
schemes with different CC code rates for different fading channels i.e. Rician and Nakagami
channels. Results are shown in the form of SNR vs BER plots. The simulations are done for
Spatial Multiplexing technique is used so as to improve the performance of the WiMAX-MIMO
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systems in comparison to simple WiMAX standard. Firstly WiMAX physical layer has been
simulated and then it is combined with the spatial multiplexing technique of MIMO systems.

7.1 BER Analysis for Rician Channel

In this section BER analysis of WiMAX-MIMO with Spatial Multiplexing is done for different
Modulations over Rician fading channel.

0 BER vs SNR plot for BPSK modulation with CC code rate 1/2

Bit error rate

Signal to noise ratio (dB)

(a) BPSK with CC code rate 1/2

In this graph we are able to acheive 3dB improvement in SNR is shown when we employ
Spatial Multiplexing technique of MIMO in WiMAX in the presence of Rician channel.

0 BER vs SNR plot for QPSK modulation with CC code rate 1/2

Signal to noise ratio (dB)

(b) QPSK with CC code rate 1/2
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QPSK modulation with CC code rate 1/2 provides 3dB improvement in SNR when combining
WIiMAX with MIMO Spatial Multiplexing technique. Rician channel is used for the analysis
purpose.

BER vs SNR plot for QPSK modulation with CC code rate 3/4

Bit error rate

Signal to noise ratio (dB)

(c) QPSK with CC code rate 3/4

Using QPSK modulation with CC code rate of 3/4, SNR improvement of 2dB can be seen in
WIiMAX-MIMO system compared to simple WiMAX standard.

Bit error rate

Signal to noise ratio (dB)

Signal Processing: An International Journal (SP1J), Volume (6) : Issue (3) : 2012 108



Pavani Sanghoi & Lavish Kansal

(d) 16QAM with CC code rate 1/2
As we can seen from the graph, SNR improvement of 2dB is there using WiMAX protocol

with Spatial Multiplexing technique of MIMO technology in the presence of Rician channel.
Performance of simple WiMAX is improved using MIMO.

BER vs SNR plot for 16 QAM modulation with CC code rate 3/4

—F— wimax
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Bit error rate

Signal o noise ratio (dB)
(e) 16 QAM with CC code rate 3/4
Again as we can see there is an improvement of 3dB in the SNR value using Rician channel
with the combination of WiMAX standard with the MIMO technology.
BER vs SNR plot for 64 QAM modulation with CC code rate 2/3
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(f) 64 QAM with CC code rate 2/3

SNR improvement of 2dB incase of 64QAM modulation with CC code rate 2/3 can be seen
when we use WIMAX protocol with the Spatial Multiplexing technique of MIMO in the
presence of Rician channel.

BER vs SNR plot for 64 QAM modulation with CC code rate 3/4

Signal to noise ratio (dB)

(g) 64 QAM with CC code rate 3/4

This graph shows an SNR improvement of 3dB using WiMAX-MIMO system in the presence
of Rician channel for 64QAM modulation with code rate of 3/4.

FIGURE 8: BER vs SNR plots for Rician channel
a) BPSK code rate 1/2 b) QPSK code rate 1/2 ¢) QPSK code rate 3/4 d) 16 QAM code rate 1/2
e) 16 QAM code rate 3/4 (f) 64 QAM code rate 2/3 (g) 64 QAM code rate 3/4

The performance of WIMAX-MIMO system with different modulations and different CC code
rates have been presented in the form of BER vs SNR plots over Rician channel in Figure 8
(a)—(g). Each graph shows an improvement in the SNR value using spatial multiplexing
technique of MIMO system.
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TABLE 1: SNR improvement in Rician channel by using Spatial Multiplexing in WiMAX

SNR
MODULATION Improvement
using Rician
channel (dB)
BPSK code 3dB
rate 1/2
QPSK code 3dB
rate 1/2
QPSK code 2dB
rate 3/4
16 QAM code 2dB
rate 1/2
16 QAM code 3dB
rate 3/4
64QAM code 2dB
rate 2/3
64QAM code 3dB
rate 3/4

7.2 BER Analysis for Nakagami Channel

In this section BER analysis of WiMAX-MIMO system with Spatial Multiplexing is done for
different Modulations over Nakagami fading channel. Analysis has been done in the form of
BER vs SNR plots thus showing an improvement in the SNR value.

BER vs SNR plot for BPSK modulation with CC code rate 1/2

Bit error rate

Signal to noise ratio (dB)

(a) BPSK with CC code rate 1/2

We are able to acheive 1dB improvement in SNR when we employ Spatial Multiplexing
technique of MIMO system in WiMAX in the presence of Nakagami channel.
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BER s SNR plot for QPSK modulation with CC code rate 1/2

Bit error rate

Signal to noise ratio (dB)

(b) QPSK with CC code rate 1/2

QPSK modulation with CC code rate of 1/2 provides 3dB improvement in SNR when
combining WiMAX with MIMO Spatial Multiplexing technique. For the analysis purpose,
Nakagami fading channel is used.

BER vs SNR plot for QPSK modulation with CC code rate 3/4

—+— wimax H
—+— wimax mimo [

Bit error rate

Signal to noise ratio (dB)

(c) QPSK with CC code rate 3/4
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Using QPSK modulation with CC code rate of 3/4, SNR improvement of 2dB can be seen in
WiMAX-MIMO system when it is compared to simple WiMAX standard.

BER vs SNR plot for 16 QAM modulation with CC code rate 1/2

Bit error rate

Signal to noise ratio (dB)

(d) 16QAM with CC code rate 1/2

SNR improvement of 3dB can be seen using WIiMAX protocol with Spatial Multiplexing
technique of MIMO technology in the presence of Nakagami fading channel.

BER vs SNR plot for 16 QAM modulation with CC code rate 3/4

Bit error rate

Signal to noise ratio (dB)
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(e) 16 QAM with CC code rate 3/4

Again as we can see that there is an improvement of 3dB in the SNR value using Nakagami
channel with the combination of WiMAX standard with the MIMO technology using 16 QAM
modulation with CC code rate 3/4.

BER vs SNR plot for 64 QAM modulation with CC code rate 2/3

Signal to noise ratio (dB)

(f) 64 QAM with CC code rate 2/3

SNR improvement of 3dB is observed incase of 64QAM modulation with CC code rate 2/3
using WIiMAX protocol with the Spatial Multiplexing technique of MIMO in the presence of
Nakagami channel.
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BER vs SNR plot for 64 QAM modulation with CC code rate 3/4

1 —+— wimax
——— wimax mimo |]

Bit error rate

Signal to noise ratio (dB)

(9) 64 QAM with CC code rate 3/4

This graph shows an SNR improvement of 2dB in WiMAX-MIMO system in the presence of
Nakagami channel using 64QAM modulation with CC code rate of 3/4.

Figure 9: BER vs SNR plots for Nakagami channel
a) BPSK code rate 1/2 b) QPSK code rate 1/2 ¢c) QPSK code rate 3/4 d) 16 QAM code rate 1/2
e) 16 QAM code rate 3/4 (f) 64 QAM code rate 2/3 (g) 64 QAM code rate 3/4

The performance of WIMAX-MIMO system with different modulations and different CC code
rates have been presented in the form of BER vs SNR plots over Nakagami channel in Figure
9 (a)—(g). Each graph shows an improvement in the SNR value using spatial Multiplexing
technique of MIMO system which is given in the following table.

TABLE 2: SNR improvement in Nakagami channel by using Spatial Multiplexing in WiMAX

SNR
MODULATION Improvement
using
Nakagami
channel (dB)
BPSK code 1dB
rate 1/2
QPSK code 3dB
rate 1/2
QPSK code 2dB
rate 3/4
16 QAM code 3dB
rate 1/2
16 QAM code 3dB
rate 3/4
64QAM code 3dB
rate 2/3
64QAM code 2dB
rate 3/4
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8. CONCLUSION

In this paper analysis of MIMO spatial multiplexing technique in 802.16e PHY layer has been
simulated and the improvement is shown in the form of SNR value for each of the fading
channels that can be seen in BER vs SNR plots. Rician and Nakagami fading channels have
been taken into account for the analysis of WiIMAX-MIMO system. Simulations show that
there is improvement in the SNR value when compared to simple WiMAX standard. Results
show that BER reduces to zero value for a lower SNR value when we employ MIMO system
in WIMAX for different modulation schemes and different CC code rates. This shows that
employing MIMO systems in WIMAX protocol improves the overall performance of the
WIMAX system.
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