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Abstract 

The utilization of simulation in surgical resident assessment and training allows quantitation of 
technical skills in risk-free environments. This transformation of current training paradigms which 
involve the development and application of high-fidelity virtual reality simulators may play an 
important role in future surgical educational curricula. With the implementation of artificial 
intelligence (AI) virtual reality simulators have the potential to advance the understanding, training 
and assessment of psychomotor performance of surgical expertise. In this study, we apply four 
hybrid deep neural network algorithms called Fuzzy Clustering Neural Networks (FCNN-1, FCNN-
2, FCNN-3, and FCNN-4). The proposed study consists of four hybrid deep neural networks 
methods called Fuzzy Clustering Neural Network (FCNN) were employed to differentiate surgical 
expertise. Raw data was obtained from virtual reality tumor resection studies utilizing the 
NeuroVR simulator platform. The performance of neurosurgeons, senior residents, junior 
residents and medical students was assessed using a series of metrics. For two proposed 
algorithms (FCNN-3 and FCNN-4), we achieved a further improvement in classification accuracy 
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of 100% correctly classifying the level of expertise of all participants. The other 2 models were 
also better accuracies than previous studies. The results demonstrate that the four hybrid FCNN 
algorithms utilized have increased the accuracy of classification compared to previous studies 
utilizing the same dataset.   

 

1. ІNTRОDUСTІОN 
Virtual reality technology is being increasingly implemented in many areas of medicine 
and surgery. The advantage of utilizing this technology is to provide safe simulated 
environments for healthcare trainees and professionals to develop their skillset and 
knowledge. In addition, surgical education can be enhanced by the use of virtual reality 
surgical simulators by allowing an objective assessment of performance and improved 
evaluation and training of skills. These studies have focused on defining novel metrics, 
classification of expertise and describing objective proficiency benchmarks (Fried et al., 
2019; Gelinas-Phaneuf, and Del Maestro, 2013; Alotaibi et al., 2015).  

A series of machine learning algorithms have been employed to assess surgical skills 
performance on a variety of virtual reality simulators. Studies (Moorthy et al., 2003; 
Megali et al., 2006; Liang et al., 2011; Rhienmora et al., 2011) have used Hidden 
Markov Models (HMM) to differentiate expert surgical performances. Fuzzy classification 
methods have also been employed to assess bimanual skills and evaluate performance 
(Huang et al., 2005; Hajshirmohammadi and Payandeh, 2007). Jog et al. (2011) and 
Kerwin et al. (2012) have utilized decision tree algorithms to assess surgical simulator 
results. Jog et al also used Support Vector Machines (SVM) to compare their results with 
a decision tree algorithm. Loukas and Georgiou (2011) have presented 2 machine 
learning methods (SVM and HMM) for laparoscopic skills assessment of surgical 
trainees. Sewell et al. (2008) have proposed 3 different methods (HMM, Naïve Bayes, 
Logistic Regression) to assess performance of a surgical simulator. Richstone et al. 
(2010) have presented an Artificial Neural Network (ANN) method to assess surgical 
skill. Ershad et al. (2018) have used SVM to assess of robotic surgical performance. 
Wang and Fey (2019) have proposed a Convolutional Neural Network (CNN) for 
objective skill evaluation in robot-assisted surgery. Winkler-Schwartz et al. (2019) have 
assessed a series of machine learning algorisms used in virtual reality surgical studies to 
develop a series of best practice guidelines for these investigations.  

A number of studies completed by our group have explored the use of machine learning 
and artificial neural networks to develop novel metrics and to classify surgical expertise 
utilizing both cranial and spine simulators. The study by Winkler-Schwartz et al. (2019) 
on virtual reality brain tumor resection used different machine learning algorithms (K-
Nearest Neighbor, Naive Bayes, Discriminant Analysis and SVM) obtaining a 90% 
accuracy in classifying participants into 4 groups of expertise utilizing a NeuroVR 
simulator platform.  Siyar et al. (2018) utilized 4 machine learning algorithms to classify 
“skilled” and “novice” participants employing a different brain tumor resection model 
obtaining an average of 90% accuracy. Bissonnette et al. (2019) utilized SVM and 
achieved a 97.6% ability to classify level of expertise utilizing a virtual reality spinal task 
on the NeuroVR simulator. Ledwos et al. (2020) validated an anterior cervical 
discectomy and fusion (ACDF) scenario on a novel spine simulator developed by 
OSSimTech and this scenario has been utilized in a series of new studies. Mirchi et al. 
(2020) have employed ANN for assessment of the virtual reality anterior cervical 
discectomy and fusion performance obtaining a test accuracy of 83.3% classifying 3 
groups of participants based on level of expertise. The artificial neural network allowed 
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for the differentiation of surgical expertise and provided insight into the relative 
importance of performance metrics. Mirchi et al. (2020) have proposed a virtual 
operative assistant as an explainable AI tool for simulation-based neurosurgical training 
employing SVM utilizing data from the study of Winkler-Schwartz et al. (2019) and they 
achieved a 92% accuracy in classifying “skilled” and “novice” groups. 

In this study, we apply four different types of hybrid deep neural network algorithms 
called Fuzzy Clustering Neural Networks (FCNN-1, FCNN-2, FCNN-3, and FCNN-4) to 
assess if these networks can further improve classification of neurosurgical expertise 
using similar data as employed by Winkler-Schwartz et al. (2019). 

2. FUZZY CLUSTERİNG NEURAL NETWORK 
As seen in Fig. 1, Fuzzy Clustering Neural Network (FCNN) as hybrid learning method 
integrates both unsupervised Fuzzy C-means clustering and supervised artificial neural 
network.  FCNN was defined and used by Karlik et al. (2002, 2003) and Ceylan et al. 
(2009, 2011) have improved this model and these methods have been named type-2 
FCNN.  

Clustering is the process of grouping into clusters in a dataset according to an 
appropriate similarity range for the degree of similarity so that the data points in a cluster 
are strong and weak in different clusters. Similarities of the data in cluster analysis are 
found by determining the distances from each other. For this, different distance methods 
are used. The most commonly used distance methods are Euclid, Manhattan and 
Minkowski Distance. The most popular clustering algorithms are k-means and Fuzzy C-
Means. Fuzzy clustering points out different grades of membership from different 
clusters. As seen in Fig. 1, the fuzzy self-organizing layer is responsible for the 
clustering of the input data. The neural network is responsible for the classifier of 
obtained new training set according to target values. Here target values represent four 
levels of neurosurgical expertise. Karlik (2016) has proposed the positive effects of 
Fuzzy C-Mean Clustering on different supervised machine learning algorithms. 

 

FIGURE 1: The block diagram of hybrid Fuzzy Clustering Neural Networks (FCNN). 

The FCM algorithm calculates a suitable set of clusters in a limited number of cycles as 
an effective unsupervised algorithm (Karlik et al., 2009). It is important to designate 
different classes of membership from different clusters for FCM. Let X= {x1, x2,...,xn}, xi 

∈ Rp become the utilizing dataset. The FCM algorithm partitions the utilizing dataset into 

fuzzy groups (c) and computes cluster centers as V={v1,v2,.....,vc} ⊂ Rp so that it can be 
minimized by 
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J=                         (1) 

where, uij ∈ [0, 1] explains the degree of membership of the data point (xj) relating to the 
ith clustering, dij=║vi-xj║ is the Euclidean distance (Manhattan distance can be also 

used) between ith cluster center vi and jth data point xj, and ∈ [1, ∞) is an exponent of 
weighting which affects the fuzziness of the clusters. The equation (1) is minimized by 

=                                                                                                       (2) 

and  

uik =              (3) 

subject to 

          (4) 

Thus, reduction can be achieved using (uik). Simply, the FCM method is an iterative 
procedure through calculations of equations (2) and (3). The algoritm is working as: 

Step 1: Set and initialize parameter values c, ∈ and uik.  

Step 2: Compute Euclidean (or Manhattan) distances between cluster centers (vi), then 
if the distance is less than threshold cancel one of the releted centers by using Eq. (2). 

Step 3: Calculate the distances using Euclidean distance (for type 1) or Manhattan 
distance (for type 2). 

Step 4: Update cluster centers computing means in same cluster uik using Eq. (3). 

Step 5: If max , then stop. Otherwise, return to Step 2. 

The output of FCM is fed to a supervised classifier as inputs as seen in Figure 1. The 
classifier algorithm has Backpropagation (BP) which consists of a multi layered 
perceptron (MLP) architecture. The BP searches for the mean squared error (MSE) in 
weight space using gradient descent technique. The combination of minimizing the error 
by updating the weights is considered as a solution of the learning for ANN. Since this 
technique requires calculation of the gradient of the error function at each step cycle, the 
continuity and differentiability of the error function must be guaranteed. It is possible to 
use different activation functions such as bipolar sigmoid, unipolar sigmoid, hyperbolic 
tangent, conic section function and radial basis function. In this study we found the best 
results for hyperbolic tangent and bipolar sigmoid activation function as proved by Karlik 
& Olgac with their FCNN software (Karlik and Olgac, 2011). Basically, backpropagation 
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is a gradient descent method to minimize with error criteria, for each pattern. Computing 
of the gradient descent of weights for the whole training dataset is by 

( ) ( )1−∆∗+
∂

∂
∗−=∆ nw

w

E
nw ij

ij

p

ij αε                     (5) 

where n represents iteration cycle and are two positive coefficients called learning rate 
and momentum respectively. Momentum can accelerate training in very flat regions of 
the fault surface and suppresses weight oscillation in step valleys or ravines. But it 
requires propagation of all training dataset through the neural networks for computing. 
This can slow down the training process for big datasets.  

Activation functions play an important role in the making of the deep neural networks 
(Karlik and Karlik, 2020; Bingham et al., 2020; Karlik and Karlik, 2021). However, the 
selection of activation functions also affects the network in terms of optimization and 
achieves better results. The different tasks can be facilitated by the correct choice of the 
transfer function in the output layer. So, the main novelty in this study is to use different 
transfer functions such unipolar sigmoid, bipolar sigmoid, radial based function (RBF), 
conic section function and hyperbolic tangent function. After using all these functions, we 
only added the results in the tables bipolar sigmoid and hyperbolic tangent functions 
which were giving better results than others. We did not add the other results because it 
gave bad results and not to make too many pages unnecessarily. To use the hyperbolic 
tangent (especially for the hidden layer) is right way mathematically. Because, the 
sigmoid (logistic) activation function will generate values close to 0.0 if the function 
argument is essentially negative. Thus, the output of this hidden neuron will be close to 
zero, and thus degradation the learning rate for all subsequent weights. Thus, it will 
nearly stop learning for complex dataset. The hyperbolic tangent function, will in the 
same situation generate a value close to -1.0, and thus will keep learning. In this paper, 
the four different combinations of hybrid fuzzy clustering neural network algorithms have 
been developed. And the results are comprised in table from 1 to 4. 

3. MATERIALS AND METHODS 
The goal of this study is to differentiate levels of surgical expertise in a virtual reality 
neurosurgical procedure known as a brain tumor resection by utilizing a series of 
performance metrics related to bimanual surgical skills and operative factors. A general 
block diagram of this application is given in Fig. 2. This system consists of data 
generation through the utilization of a virtul reality surgeical simuilation, data processing 
for metric generation, normalization and feature selection and lastly classification to 
asses surgical expertise. 
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FIGURE 2: System of Assessment of Surgical Expertise in Virtual Reality Simulation. 

3.1  Virtual Reality Neurosurgical Simulator 
The NeuroVR simulator is a high fidelity platform which allows the analysis and 
interpretation of participant surgical performance carrying out simulated brain tumor 
resection procedures. The simulator consists of a microscope and handles where 
different surgical tools can be connected to simulate the performance of neurosurgeons 
during the surgical tasks (Delorme et al., 2012; Choudhury, 2013). The realism of the 
simulator is derived from its accurate anatomical display of the tissue and the haptic 
feedback. This gives the operator guidance as to the targeted tissue, how to manipulate 
these tissues and the amount of tissue that can be safely removed. A roadmap for 
creating complex virtual reality surgical simulation scenarios with a stepwise illustration 
of our team’s subpial tumor resection model utilized in this study has been published 
previously (Sabbag, 2020).  

The dataset was collected at a single time point from 50 participiants. These participants 
included 14 neurosurgeons and 4 neurosurgical fellows (experts), 10 senior residents, 
10 junior residents and 12 medical students. Each individual performed the subpial 
tumor resection, a complex neurosurgical procedure, 5 times. All 250 simulated virtual 
reality neurosurgical tumor resection tasks were carried out as outlined by Winkler-
Schwatz et al. (2019) and videos outlining the procedure are available in this publication. 

This study was conducted at Neurosurgical Simulation and Artificial Intelligence Learning 
Centre at McGill University. The McGill University Health Centre Ethics Board, 
Neurosciences-Psychiatry approved this study and all participants signed an approved 
consent before the simulated subpial tumor resection. All procedures were in 
accordance with the ethical standards of the responsible committee on human 
exprimentation and with the Declaration of Helsinki.  

3.2 Data Processing  
The raw data recorded by the NeuroVR simulation underwent interpolation to fill missing 
data points and regularization before performance metric calculation. The performance 
metrics included the movement information such as speed, acceleration of instruments 
and the distance between the instruments as well as operative factors such as tumor 
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and healthy tissue volumes removed, bleeding, and the number of attempts to stop 
bleeding. All features were calculated for three different operative conditions: during the 
whole task, while removing the tumor, and while suctioning blood. The average, median, 
and maximum values were obtained for each task. Finally, the performance measures 
for 5 repeated tasks were averaged for every participant, reaching 250 metrics for 50 
participants. Using t-tests the number of metrics were reduced to 122 as outlined by 
Winkler-Schwartz et al. (2019) 

Selected metrics with FCM were utilized as features of the dataset. In the other words, 
we presented an approach that the number of segments in the original training set was 
clustered by FCM. The selected dataset of metrics with FCM was normalized by using 
min-max and z score normalization methods to ensure optimal algorithm functioning. We 
obtained better results from min-max normalization technique. 

3.3 Classification 
The hybrid classifier used in this study is the integrated cascade connection of 
unsupervised fuzzy c-mean (FCM) and supervised neural network algorithms. First, 
FCM is used to obtain the cluster centers of whole dataset. This way, the center 
obtained from each cluster provides a new attribute to describe the metrics of feature 
sets. The 122 sample feature set corresponding to each of the 4 different groups are 
clustered using the FCM algorithm before the applying ANN. The clustered data is 
applied as input into the ANN which is trained with the back-propagation algorithm. Data 
was clustered with different features as 2, 4, 6, 8 and 10. The best result was obtained 
for 8. Then selected data was normalized using min-max normalization method. The 
architectures that are trained by four different hybrid methods called as FCNN-1, FCNN-
2, FCNN-3 and FCNN-4. FCNN-1 consist of Euclidean distance for FCM algorithm and 
bipolar sigmoid activation function for BP algorithm. Similarly, FCNN-2 has Manhattan 
distance and bipolar sigmoid function; FCNN-3 has Euclidian distance and hyperbolic 
tangent function, FCNN-3 has Manhattan distance and hyperbolic tangent function 
respectively. The backpropagation algorithm (BP) was utilized for training of neural 
networks employed different types of transfer functions. A screenshot of the proposed 
FCNN software is shown in Fig. 3.  

Here, the structure of MLP 122:122:4 which means number of nodes of input layer, 
nodes of hidden layer and nodes of output layer were utilized as 122, 122 and 4, 
respectively. The node number for the hidden layer were determined as 122 via 
experimentation for all FCNN architectures. Each output represents each class of 
neurosurgical expertise as neurosurgeons (representing practicing neurosurgeons and 
neurosurgical fellows), senior residents, junior residents and medical students. Optimum 
learning constant and momentum coefficient were selected as 0.9 and 0.7 in training via 
experimentations according error. 
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FIGURE 3: Graphical Interfaces of proposed FCNN. 

4. RESULTS OF PROPOSED ALGORITHMS 
In this study, 4 different architectures of Fuzzy Clustering Neural Networks (FCNN) have 
been utilized for the assessment of surgical expertise in virtual reality simulation. A 
cross-validation method was used as a resampling procedure to evaluate the simplest 
choice for split tests on a limited data sample. The test results are outlined in Table-1 to 
Table-4 respectively. If the test output of the FCNN is positive that means the output = 
+1. In the case of surgical simulation, this corresponds to a skilled participant. However, 
if the test output of the FCNN is negative, the output = -1 this represents a less skilled 
participant. For these tables all results were found for 500 iterations. If we increase 
number of iterations, the accuracy of all models will also be increased. The following two 
Tables were obtained for bipolar sigmoid activation functions. We have also used the 
other activation functions such as unipolar sigmoid, conic section and radial basis 
functions (RBF) for the same FCNN models but we did not find better results than 
bipolar sigmoid and hyperbolic tangent functions. Therefore, these results were not 
added here. 

TABLE 1: FCNN-1 (Euclidean and bipolar sigmoid) results for 500 iterations. 

 Neurosurgeons Senior 

Residents 

Junior 

Residents 

Medical 

Students 

Neurosurgeons 12 (85.71%) 2 (14.29%) 0 (0%) 0 (0%) 

Senior 

Residents 

1 (7.1%) 13 (92.9%) 0 (0%) 0 (0%) 

Junior Residents 0 (0%) 1 (10%) 9 (90%) 0 (0%) 

Medical 

Students 

0 (0%) 0 (0%) 0 (0%) 12 (100%) 

Error: 0.011992 
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TABLE 2: FCNN-2 (Manhattan and bipolar sigmoid) results for 500 iterations. 

 Neurosurgeons Senior 

Residents 

Junior 

Residents 

Medical 

Students 

Neurosurgeons 11 (78.57%) 2 (14.29%) 1 (7.14%) 0 (0%) 

Senior 

Residents 

0 (0%) 14 (100%) 0 (0%) 0 (0%) 

Junior 

Residents 

0 (0%) 1 (10%) 9 (90%) 0 (0%) 

Medical 

Students 

0 (0%) 0 (0%) 0 (0%) 12 (100%) 

Error: 0.011687 

These results were found for 500 iterations for both (Euclidian and Manhattan) distance 
types and the activation function were bipolar sigmoid for neural networks. In this 
method, useful min-max normalization technique (between 0 and 1 interval) was used. 
We also used other normalization techniques such as z-score and decimal scaling, but 
we did not find better accuracy (or less error) than min-max technique. This type of 
FCNN had an accuracy of 92% (46 of 50). But when we increased the number of 
iterations from 500 to 1500, accuracy was increased and reached 100% (50 of 50). 

Similarly, we found better results by using hyperbolic tangent (tanh) activation function 
for 500 iterations as seen in Table 3 and Table 4. In these structures, the min-max 
normalization technique (between -1 and 1 interval) were used. For all FCNN types, 
optimum learning rate and momentum coefficients were 0.9 and 0.7 respectively. 

TABLE 3: FCNN-3 (Euclidean and tanh) results for 500 iterations. 

 Neurosurgeons Senior 

Residents 

Junior 

Residents 

Medical 

Students 

Neurosurgeons 14 (100%) 0 (0%) 0 (0%) 0 (0%) 

Senior 

Residents 

0 (0%) 14 (100%) 0 (0%) 0 (0%) 

Junior 

Residents 

0 (0%) 0 (0%) 10 (100%) 0 (0%) 

Medical 

Students 

0 (0%) 0 (0%) 0 (0%) 12 (100%) 

Error: 0.0016594 
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TABLE 4: FCNN-4 (Manhattan and tanh) results for 500 iterations. 

 Neurosurgeons Senior 

Residents 

Junior 

Residents 

Medical 

Students 

Neurosurgeons 14 (100%) 0 (0%) 0 (0%) 0 (0%) 

Senior 

Residents 

0 (0%) 14 (100%) 0 (0%) 0 (0%) 

Junior 

Residents 

0 (0%) 0 (0%) 10 (100%) 0 (0%) 

Medical 

Students 

0 (0%) 0 (0%) 0 (0%) 12 (100%) 

Error: 0.0016588 

5. CONCLUSION AND DISCUSSION 
Improved classification accuracy results when a classifier performs more efficently in the 
classification (Akyol et al., 2016). To improve the accuracy of the classifier, a 
pretreatment step may be required that can eliminate irrelevant data, noise and 
unnecessary features from sensors or measuring devices. This irrelevant data problem 
is frequently seen in medical data which consists of various features. Cascade 
connection of unsupervised clustering and supervised classifier is one of best hybrid 
machine learning models for medical data (Ceylan et al., 2014; Esme and Karlik, 2016; 
Mehta et al., 2018). Hybrid classifier also has the potential to combine strengths and to 
overcome shortcomings. 

The aim of this study was to differentiate with high accuracy, levels of neurosurgical 
expertise by an effective hybrid deep neural network algorithm called Fuzzy Clustering 
Neural Networks in a virtual reality surgical brain tumor resection task. For this purpose, 
four hybrid classification models (FCNN1, FCNN2, FCNN3 and FCNN4) were used and 
compared with conventional machine learning algorithms. Table 5 outlines results 
comparing our previous studies to those of our present investigation.  

TABLE 5: Results of different machine learning algorithms for the 4 groups. 

  Used 

Methods 

 

Neurosurgeons 

    Accuracy 

(%) 

Senior 

Residents 

 

Junior 

Residents 

 

Medical 

Students 

k-NN 85.7 92.9 90.0 91.7 

LDA 85.7 71.4 80.0 75.0 

Naïve Bayes 92.9 78.6 70.0 91.7 
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SVM 78.6 85.7 60.0 75.0 

FCNN-1 85.7 92.9 90.0 100.0 

FCNN-2 78.6 100.0 90.0 100.0 

FCNN-3 100.0 100.0 100.0 100.0 

FCNN-4 100.0 100.0 100.0 100.0 

 

The results demonstrate that the proposed hybrid algorithms employed have improved 
the accuracy of classification when compared to the previous studies utilizing the same 
dataset. In the previous studies (Winkler-Schwartz et al. (2019), K-NN achieved the best 
accuracy at 90% with 2 neurosurgeons, 2 senior residents, and 1 medical student 
misclassified (Table 5). Both FCNN-1 and FCNN-2 models obtained slightly improved 
accuracy of 92%. By using the proposed FCNN-3 and FCNN-4 models, we achieved a 
further improvement in classification accuracy of 100% correctly classifying the level of 
expertise of 50 out of 50 participants. 

There may be a number of reasons for the improved level of expertise classification 
utilizing the FCNN-3 and FCNN-4 models. First, the study of Winkler-Schwartz et al. 
(2019), used less metrics then were employed utilizing the FCNN-3 and FCNN-4 
models. Using less metrics and the resulting decrease in computational complexity may 
be related to the reduced performance of the machine learning algorisms used. Second, 
our previous studies used the z-scores normalization while the present study used the 
min-max normalization method which may have improved the ability of the FCNN-3 and 
FCNN-4 models to differentiate levels of expertise. 

The dataset used in these studies is not consider big data and the accuracy of 
classification is excellent using the FCNN-3 and FCNN-4 models. We are planning to 
significantly expand the data size by increasing the number of surgical residents 
performing simulated brain tumor resections using the NeuroVR platform. For much 
larger datasets, it may be necessary to use our hybrid methods in combination with deep 
learning methods to obtain optimal results (De Campos Souza, 2020). 
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