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Abstract 
 
Selection of inputs is one of the most substantial components of classification algorithms for data 
mining and pattern recognition problems since even the best classifier will perform badly if the 
inputs are not selected very well. Big data and computational complexity are main cause of bad 
performance and low accuracy for classical classifiers. In other words, the complexity of classifier 
method is inversely proportional with its classification efficiency. For this purpose, two hybrid 
classifiers have been developed by using both type-1 and type-2 fuzzy c-means clustering with 
cascaded a classifier. In this proposed classifier, a large number of data points are reduced by 
using fuzzy c-means clustering before applied to a classifier algorithm as inputs. The aim of this 
study is to investigate the effect of fuzzy clustering on well-known and useful classifiers such as 
artificial neural networks (ANN) and support vector machines (SVM). Then the role of positive 
effects of these proposed algorithms were investigated on applied different data sets. 
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1. INTRODUCTION 

Data mining is also known as knowledge discovery in database which is the process of 
investigating knowledge such as patterns, anomalies, changes or significant structures from 
complicated data, data warehouse, storage data in database etc. Many scientists have proposed 
different classifiers that provide significant speedup and make the algorithms more practical to 
solve complicated pattern classification and data mining problems [1-4]. Cluster analysis is a 
structural approach to solve the problem of the pattern classification without training samples.  
 
Last decades, Fuzzy clustering methods have been provided solution stability to distortion of the 
source data has become quite noticeable. The source data is considered to inform about classes, 
particularly number of classes and density of their distribution in the investigated region of the 
feature spaces. For example, the data sets can contain objects of unrepresentative (or unlabeled) 
classes. Fuzzy classification rules can be obtained from fuzzy clustering results. Generally 
classifier is trained training dataset obtained using different fuzzifier parameters to analyze the 
effect of fuzzifier parameters for training period. Fuzzy c-means clustering (FCM) algorithm is 
successfully used for solving various problems. However, the algorithm has two major problems. 
Firstly, the algorithm and the second is highly dependent on the starting block centers, the 
algorithm is attached to local minima. These various hybrid methods for preventing the problem 
for the performance of FCM algorithm is used in the literature to improve. In literature, various 
hybrid studies have been showed clearly that combination supervised artificial neural network and 
unsupervised fuzzy c-mean algorithms which have better accuracies than the classical clustering 
and statistical classifiers [5-8]. Both Type-1 FCM [9-12] and type-2 FCM clustering [13-18] are 
used to select the best patterns related alike label in developed methods in previous studies. 
 
This study presents two hybrid classification systems which are combination of both type-1 and 
type-2 FCM clustering algorithms and artificial neural networks. Then cluster sets are entered as 
input to neural networks, which has well-known back propagation algorithm. For this purpose, 
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three data sets are clustered for three different examples. The first one it is clustered for ECG 
data set, the second one is clustered for the EMG data set. The last one is clustered for perfume 
data set. The results of hybrid fuzzy clustering based classifiers accuracies are shown to be 
better than the ordinary neural networks and support vector machines classification algorithms.  
 
The remainder of this paper is arranged as follows: In the following section, fuzzy c-means 
clustering (type-1 and type-2) methodologies are briefly reviewed. Section 3 explains the 
structure of fuzzy clustering neural networks and its applications. Section 4 describes the 
structure of fuzzy c-means clustering based SVM and its applications. The results and some 
concluding remarks are provided in the last section. 
 
2. FUZZY C-MEANS CLUSTERING (TYPE-1 AND TYPE-2) 

Clustering is a task of grouping objects into classes (or labels) of similar objects. It is an 
unsupervised classification of partitioning of patterns into groups (or clusters) depending on their 
locality and connectivity within an m-dimensional feature space [19]. In the clustering process, it 
should be more similarity between sets of elements in the cluster, but the similarities should be 
less. FCM algorithms form a basis for clustering techniques that dependent on objective 
functions. The essential of fuzzy clustering is to divide the data into fuzzy partitions that overlap 
with one another. For this reason, the subsumption of data in a cluster is described with a 
membership grade between 0 and 1. Unsupervised FCM algorithm is a technique based on the 
objective function. The algorithm, which is a generalization of the least squares method works by 
translating the following objective function to minimize. 
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where V={v1,v2,...,vc} is defined the vector of cluster centers, and has ║x║A=(xTAx)1/2 an interior 
product norm. A is an h x h positive matrix, that describes the form of the clusters. The matrix A is 
generally chosen as the identity matrix, leading to Euclidean distance and, as a result, to 
spherical clusters [20]. The U membership matrix randomly assigning algorithm starts. In the 
second step centers vectors are calculated. According to the calculated cluster centers 
recalculated using the matrix equation. 
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where ( )ji kid d  is defined the distance between cluster prototype ( )j kv v and pattern ix [21]. FCM 

algorithm is an important parameter affecting the behavior of m coefficient used blur algorithm. 
The value of this parameter specifies the maximum turbidity limit. The value of the defocus 
coefficient 1 closer algorithm solid (hard) starts to cluster up. There is no rule or method to 
determine the value of the blur factor. Optimum values for this coefficient can only be found by 
testing. Definition of the distance of prime membership for each pattern represents both the lower 
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and the upper distance memberships using two dissimilar rates of m. A type-2 FCM algorithm is 
an extension of the conventional type-1 FCM algorithm. The prime memberships that expand 

pattern ix  by distance type-2 fuzzy sets are formed [22].  
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where m1 and m2 symbolize dissimilar fuzzy degrees of fuzzifiers. When we describe the distance 
of prime membership for each pattern, we can use the highest and lowest prime membership of 
the distance for each pattern. These rates are defined by upper and lower membership for a 
pattern, respectively. The uses of fuzzifiers are given dissimilar objective functions for minimizing 
in FCM in Eq. (5) [22]. 
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It needs to reduce for an interval type-2 fuzzy set before hard-partitioning. The type reduction 

before hard-partition must be workable attentively since upper and lower membership ( )iu x  and 

( )
i

u x  is usable. This type reduction is performed in order to calculate cluster centers. For this, 

left memberships ( )
L

j iu x  and right memberships ( )
R

j iu x  for whole patterns are calculated to 

arrange left ( Lv ) and right ( Lv ) cluster center (Eq. (6).  
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For this reason, type-reduction can be reached using ( )
L

j iu x  and ( )
R

j iu x  to partition a pattern 

set into clusters. Taking the average of the upper and lower membership value of block located in 
the center of the matrix to be used in calculating membership. Then with FCM algorithm for heap 
centers are calculated. Condition of end of algorithm is satisfied, solid-classification process 
should be made for the segmentation process. However, because the data set is now type-2 
does not apply, such as the type-1 algorithm. In this case, there is need for such reduction. Type 
reduction is performed as follows; 
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                                             (7) 
 

In Eq (7), memberships ( )
L

j iu x  and ( )
R

j iu x  are dissimilar in respect of each features for a 

pattern. For this reason, a sample rate for left and right prime membership is required to calculate 
for each feature such as [22]; 
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where M is described the number of features for each pattern of ix . 

 
3. THE ALGORITHM OF FUZZY CLUSTERING NEURAL NETWORKS  
The hybrid algorithm which is called as fuzzy c-means clustering neural networks (FCNN) has 
been developed by Karlık [23]. As seen in Fig.1, It consists of an unsupervised fuzzy clustering 
and a supervised artificial neural network (ANN) algorithm. Selection of the ANN inputs is one of 
the most significant components of designing ANN based upon pattern recognition since even the 
best classifier will perform badly if the inputs are not chosen very well. FCM suitable number of 
clusters for given input data is found beforehand. The aim of fuzzy clustering is to divide the data 
into fuzzy partitions, which overlap with each other. A number of data points are reduced by FCM 
clustering before inputs are applied to an ANN. For this reason, the subsumption of each data to 
each cluster is represented by a membership rate in [0, 1]. Then, proposed hybrid FCNN 
architecture is used for the training. 
 

 
 

FIGURE 1: The architecture of FCNN Algorithm. 
 

In this paper, the two hybrid fuzzy clustering neural network algorithms (type-1 and type-2) have 
been developed and provided for classification biomedical signals (ECG and EMG) using different 
training sets. Here, each cluster center obtained from each class provides a new attribute for 
describing different biomedical signals such as type of arrhythmia from ECG, or arm movements 
from EMG. The training and testing of fuzzy clustering neural network and/or ordinary neural 
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network have been performed by these training set (feature sets). Then comparative assessment 
of the performance between proposed both type-1 and type-2 fuzzy clustering neural networks 
(FCNN algorithms and classical ANN, more reliable results are found by using both hybrid FCNN 
algorithms than ordinary ANN classifier for the classification of biomedical signals. 
 

No Architecture Size of  training set Accuracy (%) 
1 Ordinary NN 200*106 78 
2 Type-1 FCNN 200*67 97,8 
3 Type-2 FCNN 200*75 98,84 

 

TABLE 1: Test results of classification accuracies for ECG data set. 
 
 

No Architecture Size of  training set Feature ext. Accuracy (%) 
1 Ordinary NN 12*6 AR method 96,1 
2 Type-1 FCNN 6*6 AR method 98,3 
1 Ordinary NN 470*100 DWT 97,02 
2 Type-1 FCNN 470*20 DWT 99,58 

 

TABLE 2: Test results of classification accuracies for EMG data set. 

 
In this new approach, the number of instance in training set is reduced by using FCM algorithm 
and process of reducing is performed on each class of biomedical data set separately. As seen in 
Table 1 and Table 2, according to ECG application, the size of training sets are 200 samples*67 
patterns for type-1 FCNN, and 200 samples*75 patterns for type-2 FCNN respectively [10, 13, 
17]. For the EMG, the size of training sets are 6 samples*6 patterns for Type-1 FCNN using 
Autoregressive (AR) parametric feature extraction method, and 470 samples*20 patterns for 
Type-1 FCNN using discrete wavelet transform (DWT) feature extraction method [3, 24]. These 
training feature data sets are defined the FCNN with corresponding class (or label) of outputs. 
 
4. THE ALGORITHM OF FUZZY CLUSTERING BASED SVM CLASSIFIER  
Support Vector Machines (SVM) classifier is aimed to be done through the aid of a linear or a 
nonlinear function. This technique is based on the estimation of the most suitable function to 
separate the data from each other. The hyperplane geometry is for a generalization of the plane 
into a different number of dimensions. The cases where the data cannot be separated in linear or 
linear classifiers are not complex enough sometimes, then the nonlinear classifiers can be used 
instead of the linear ones to map the data into a richer feature space including nonlinear ones by 
constructing a hyperplane in that space. The problem of the non-seperability of the data can be 
resolved through the addition of nonnegative and error-indicative loose variables into the 
optimization model [25]. So, an effective hybrid algorithm which is called as fuzzy c-means 
clustering based Support Vector Machines (SVM) has been developed by Esme & Karlik [26]. As 
shown in Fig.2, This hybrid algorithm consists of parallel combination of unsupervised fuzzy 
clustering and supervised SVM algorithms. A number of data points are reduced by FCM 
clustering before inputs are applied to SVM classifier.  
 

 
 

FIGURE 2: The architecture of FCM based SVM Algorithm. 
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Clustering is performed separately for each perfume class. For each perfume different cluster 
centers are obtained. In this way, FCM clustering is used to choose representative instances as 
well features of each perfume classes in original training set [27]. Table 3 shows the positive 
effect of Fuzzy C-Means (type-1) Clustering on two well-known classifiers (MLP and SVM). 
 

Number of 
Training 
Sample 

Number of 
Test 

Sample 

 
Using ANN 

Accuracy (%)  

 
Using FCNN 
Accuracy (%)  

 
Using SVM 

Accuracy (%)  

Using FCM 
based SVM 

Accuracy (%)  

400 160 79,375 92,250 83,125 93,175 
 

TABLE 3: Test results of classification accuracies for perfume data set. 

 
5. CONCLUSION 
For both in large numbers features and a great number of instances, classification applications 
are improved by multiple classes (or labels). The ever-increasing growth in data quantity and 
computational difficulty causes of bad the performance and accuracy of classification methods. In 
other words, the difficulty of classifier model is generally non proportional to its classification 
efficiency. This study has presented two hybrid classifier method for biomedical and odor 
applications which has a successful and better accuracy. This method is acquired with 
incorporating the algorithms of fuzzy c-means clustering technique and supervised classifiers 
such as back-propagation learning and SVM statistical learning, and comparison of their 
advantages and disadvantages. So, the results of the hybrid proposed algorithms, which is more 
beneficial structure than ordinary ANN which has Multi-layered perceptron (MLP) structure and 
Back-propagation training algorithm to classify both ECG and EMG biomedical data sets, are 
obtained. Ordinary ANN is still able to use for finding acceptable recognition accuracy. However, 
training period is quite long especially for big data. The goal in developing FCNN was to achieve 
more optimal results with relatively few data sets. The test results represent that FCNN hybrid 
algorithms are better than the ordinary ANN classifiers without requiring extra computational 
effort. In doing so, test results show that the type-2 fuzzy c-means was less responsive to noise 
than type-1 fuzzy c-means for application of biomedical data sets. Moreover, the second hybrid 
system developed using FCM based SVM has been proposed to increase the classification 
success of application of the perfume data set. It is also given better accuracy (93.175%) than the 
other hybrid (FCNN) classifier which was able to correctly classify as 92.25%. 
 
In the future, this proposed method can also be used to solve the other applications such as 
industrials, environmental, agriculture, and medicine. 
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