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Abstract 
 
The advancement in artificial intelligence (AI) and Machine learning (ML) have made it easier to 
foreknown feature happens from current and past trends. Once Self-efficacy and self-confidence 
are believed to be, an individual trait associated with academic brilliance. Using a hybridised 
Random Forest and Support Vector Machine (RFSVM) ML model we predicted students’ 
academic performance in computer programming courses, based on their self-confidence, self-
efficacy, positive thinking, focus, big goals, a motivating environment and demographic data. 
Benchmarking our RFSVM model against Decision Tree (DT) and K-Nearest Neighbour (K-NN) 
model, the RFSVM recorded and accuracy of 98% as against  95.45% for DT and 36.36% for K-
NN.  The error between actual values and predicted values of the RFSVM model was better 
(RMSE = 0.326401, MAE = 0.050909) and compared with the K-NN (RMSE = 2.671397, MAE = 
1.954545) and DT models (RMSE = 0.426401, MAE =   0.090909). The results further revealed 
that students with a high level of self-confidence, self-efficacy and positive thinking performed 
well in computer programming courses.  
 
Keywords: Self-Confidence, Self-Efficacy, Individual-Interest, Positive-Thinking, Focus, Personal 
Goals, Motivating Environment, Academic Performance, Random Forest, Super Vector Machine. 

 
 
1. INTRODUCTION 
Effectively achievement of a preferred academic long-term goal requires both intelligence and 
effort. Even though much attention in research is regularly paid to cognitive factors, such as 
intellect and academic ability, non-cognitive factors significantly contribute to academic 
performance (Jung, Zhou, & Lee, 2017). Academic self-directive is a crucial contributor to 
academic achievement (Honicke & Broadbent, 2016; Jung et al., 2017; Lee, Lee, & Bong, 2014), 
it signifies the orderly and the active application of self-development to achieve academic goals, 
but students’ carry out academic self-directive more efficiently when they are hugely motivated 
(Lee et al., 2014). Having low motivation towards study-associated tasks may be a common and 
frequent obstacle in self-regulated learning.  
 
Consequently, students should regulate their motivation to attain their study-associated goals, 
particularly on choices and actions that affect their academic work (e.g., meeting friends). To 
control their motivation students can harness from the various psychological feature regulation 
methods, that is, self-monitoring methods that aim to manage and improve motivation (Grunschel, 
Schwinger, Steinmayr, & Fries, 2016). When students have strong self-believe about their 
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competence, high values for their academic goal, they are more likely strategised, observer and 
reflect their goal accomplishment and fine-tune their regulatory processes accordingly.  
 
In (Dweck, Walton, & Cohen, 2014) the authors argue that psychological factors also known as a 
motivational or non-cognitive factor are higher predictors students’ academic performance as 
compared cognitive factors in some cases. Again in (Dweck et al., 2014), authors further 
elaborated that these motivational factors also offer hopeful levers for levitating the achievement 
of underprivileged children and, eventually, narrowing achievement gaps based on race and 
income. In other studies, the authors see every person as an island of their own with different 
inbuilt motivations, ambitions, perception and abilities. Whiles self-efficacy has long been seen as 
a critical factor of academic performance. A counter-position is that self-efficacy is simply a mirror 

image of past performance (Talsma, Schüz, Schwarzer, & Norris, 2018).  

 
Despite the numerous contribution in research on the effect of cognitive and non-cognitive factors 
on academic performance, little is known on how demographic data and non-cognitive factors 
jointly affect students’ academic performance in a specific course such as computer programming 
language.  
 
The present study proposes an artificial intelligence (AI) model to predict students’ academic 
performance in programming courses such as C++, JAVA and VB.net based on their self-
motivation level and demography data, using a hybridised machine learning technique of Random 
Forest (RF) and Support Vector Machine (SVM) (RFSVM). To achieve our stated aim, this study 
outline these specific objectives:  (i) to proposed a hybridised Random Forest (RF) and Support 
Vector Machine (SVM) (RFSVM) students’ academic performance prediction model. (ii) To 
identify the weak, learners in programming courses at the earliest stage of their computer science 
education, so that counsellor and management can offer them the necessary help. (iii) Reduce 
students’ failure in computer programming courses by increasing their academic performance in 
programming courses. It is hypothesised that (i) student with a higher motivation level would 
perform better in computer programming courses (ii) Good performance in programming courses 
has nothing to do with age. 
 
The current study would lead to students’ academic performance prediction based on their 
demographic data and self-motivation level, so that course lectures and an academic counsellor 
will be able to take the necessary actions to identify weak learners and help them accordingly. 
Also, based on the outcome, the probable performance of newly admitted students can be the 
accessed forehead   
 
The remaining of the current paper is organised as follows. Section 2 covers the review of the 
literature on students’ academic performance and cognitive and non-cognitive factors. Section 3 
discusses our methodology for analysing and predicting students’ academic performance in 
programming language courses based on the degree of self-motivation. Section 4 presents 
finding and discusses results. Section 5 concludes this study and Section 6 describes limitations 
and possibilities for future research.  

 
2. SELF-MOTIVATION 
Self-motivation is believed to be complicated; it is linked with one’s level of creativity in setting 
thought-provoking goals for him or herself. The following are considered for building a healthy 
level of self-motivation; the following four factors are needed. (i) Self-confidence and self-efficacy. 
(ii) Positive-thinking and positive thinking about the future. (iii) Focus and strong goals. (iv)  A 
motivating environment.  
 
Self-confidence and Self-efficacy: a crucial part of being self-motivated is having acceptable 
levels of self-assurance, self-efficacy and self-confidence. Self-efficacy is defined as a belief in 
one’s capability to succeed and one’s ability to achieve the goals set for oneself (AL-Baddareen, 
Ghaith, & Akour, 2015). High self-efficacy to results in an individual’s ability to see tough goals as 
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a dare, whereas individuals with low self-efficacy would likely see same goals as being away from 
their capabilities, and might not even try to attain them. 
 
Positive-thinking and Positive-thinking about The Future: thinking positively is closely 
associated with self-confidence as a factor in self-motivation. It is vital to look at everything 
positively, even when things are going opposite to planned. Thinking positively helps one to think 
about an attractive future. 
 
Focus and healthy goals: setting a goal for oneself gives a clear direction. One goal should be 
clear, measurable, and specificity and behaviour based not outcomes, Challenge, commitment 
and regularity of feedback. 
 
Motivating environment: the last point is surrounding oneself with the resources and people that 
remind one of his/her goals. 
 

2.1 Related Works 
The environment of tertiary education comprises several stakeholders, such as learners, parents, 
staff, faculty, university administrators, and other contributors (Ferguson, 2017). Each to 
contribute to the academic success of their learners, thus their semester overall grade point 
average (GPA).  The performance of a student is a key and essential factor in the life of every 
student and the university administration. Tertiary education demands high academic success of 
every student; low academic success can lead to academic failure, which can cause one to go on 
probation, loss a scholarship and grant or expelled from the institution for good. Most students go 
to universities and colleges, progress through the system, and generally graduate successfully 
without having a deeper understanding of what it takes to be successful academically and what 
factors will possibly contribute to that success. Hence, everything that contributes either positively 
or negatively, to the academic performance of students’ needs to be examined. 
 
The following researchers (Bernard & Dzandza, 2018; Maya, 2015; Okyeadie Mensah, Nizam, 
Mensah, & Nizam, 2016; Owusu-Acheaw & Larson, 2015; Rashid & Asghar, 2016; Salomon & 
Ben-David, 2016; Sudha & Kavitha, 2016; Wentworth & Middleton, 2014) surveyed how students 
impact students' academic performance use of social media. Their results revealed that a small 
negative correlation exists between the amounts of time students spent on social media and their 

academic performance. Other surveys of social media by (Al-rahmi, 2013; Al-rahmi, Zeki, Alias, & 

Saged, 2017) effect on academic performance, concluded that social media aids the academic 
experience of students, but there is a need for them to manage and control their time (Alwagait, 
Shahzad, & Alim, 2015). 
 
In (AL-Baddareen et al., 2015), the authors examined the effects that achievement goal self-
efficacy and metacognition bear on the academic motivation of university students in Jordan. The 
study outcome revealed that the joint effect of metacognition and mastery goals influence the 
university student’s academic motivation; that is, metacognition and mastery goals can predict 
academic motivation of university students. The effects of 3 prominent five personality qualities 
(conscientiousness, agreeableness, and openness to experience) on academic achievement 
were examined by (Mammadov, Cross, & Ward, 2018) on 161 gifted middle and high school 
learners. The researchers established that a relationship existed between all these three qualities 
and academic achievement. In other research work, the link between one’s trait of emotional 
intelligence (TEI) and academic performance (AP) was examined based on perceived social 
support (PSS), engagement coping (EC), and adjustment, in the environment of the university 
transition. Their outcome showed that TEI is a direct predictor of higher PSS and the greater use 
of EC strategies (Perera & DiGiacomo, 2015).  
 
The effect of using motivational regulation strategies on academic procrastination, students' 
academic performance, and well-being were examined (Grunschel et al., 2016). The extent to 
which students’ AP is affected by their engagement (learners’ participation in academic activities 
and commitment to the school’s rules, vision and mission), academic self-efficacy (the learners’ 
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intellect of their own abilities), and academic motivation (the learners’ wish in intensification of 
their academic performance) (Dogan, 2015). The effect of self-efficacy and the big five 
personality traits on AP was carried out by (Stajkovic, Bandura, Locke, Lee, & Sergent, 2018). An 
assessment of the influence of learner-faculty communications on student academic motivation 
was carried out in (Trolian, Jach, Hanson, & Pascarella, 2017). Their outcome revealed that 
learner-faculty communications greatly influence student's self-motivation. In (Holland et al., 
2016), the authors investigated the effect of improved extrinsic motivation on fluent (i.e., efficient 
and accurate) AP in pediatric medulloblastoma survivors.  
 
The associations between self-regulation of learning, self-efficacy and AP was examined in 
(Agustiani, Cahyad, & Musa, 2016) among students of faculty of  Psychology at Universitas 
Padjadjaran. Their results revealed a positive relationship exists between self-efficacy, self- 
regulation of learning and AP of students. Also, in (Schwartz, 2017) an assessment of the effect 
of the weekly student-led discussions on goal-setting, goal accomplishment, effort, achievement, 
intrinsic motivation, and satisfaction. In (Cetin, 2015), a survey in the Early Childhood Education 
Department revealed that there is no correlation between academic self-regulated learning, 
academic-motivation and students’ academic performance. Again (Suprayogi & Valcke, 2014) 
examined the association between goal orientation, academic efficacy and academic 
achievement and see which of these, is a crucial predictor of academic achievement.  
 
In (Cigan, 2014), the relationship between the strength of learners’ inherent and extrinsic 
learning-motivation and their socio-demographic characteristics were examined. The relation 
between self-discipline, self-efficacy and AP was examined in (Jung et al., 2017). In the report 
presented in (Ferguson, 2017), an assessment of the correlation between AP and mindset, 
academic motivation, academic Self-Efficacy among Undergraduate communication sciences and 
disorders students at Andrews University. In (Lee et al., 2014), the researchers examined how 
personal interest, as a sentimental motivational variable, could predict academic performance 
and self-regulation, beyond what academic self-efficacy can predict. The link between AP and 
self-efficacy was examined in (Komarraju & Nadler, 2013). In  (Ross, Perkins, & Bodey, 2016) the 
authors examined the interrelationships between information literacy, self-efficacy and the 
different types of academic motivation. (Wilson & Narayan, 2016) investigated the associations 
between self-efficacy, self-regulated learning strategy use and AP.  
 
In (Chang et al., 2014), the authors investigated by what means does Internet self-efficacy aids 
learners to convert motivation into learning achievement, and its effect on learning performance. 
In (Zimmerman & Kitsantas, 2014), authors compared learners’ self-directive and self-discipline 
measures and their prediction of AP.  Research work by (Rimfeld, Kovas, Dale, & Plomin, 2016) 
examined how personal pure perseverance and passion for long-term goals and genetics predicts 
academic achievement. The impact of students’ motivation and personality traits on academic 

performance in blended and online learning environs was investigated in (Alkış & Temizel, 2018). 

An investigation of the association between achievement-motivation, academic self- concept and 
academic achievement of high school students was conducted by (Affum-osei, Adom, Barnie, & 
Forkuoh, 2014). An examination of the connections sandwiched between motivational beliefs 
(task value, self-efficacy and control of learning beliefs) and use of metacognitive learning 
schemes amid teacher education students in Uganda was carried out by (Muwonge, Schiefele, 
Ssenyonga, & Kibedi, 2017). According to reviewed literature, the demographic data, which affect 
a student’s performance, are as shown in Table 1. 
 

S/N Factor Reference 

1.  Age (Kieti, 2017; Musso, Kyndt, Cascallar, & Dochy, 2013; 
Oladokun, Adebanjo, & Charles-Owaba, 2008) 

2.  Gender (Chen, Hsieh, & Do, 2014; Musso et al., 2013; Oladokun et 
al., 2008) 

3.  Father’s occupation (Bhardwaj & Pal, 2011; Devasia, Vinushree, & Hegde, 2016; 
Goga, Kuyoro, & Goga, 2015; Musso et al., 2013; Yadav & 
Pal, 2012; Yusif, Yussof, & Noor, 2011) 
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4.  Mother’s occupation (Bhardwaj & Pal, 2011; Devasia et al., 2016; Fleischer, 2015; 
Goga et al., 2015; Musso et al., 2013; Yadav & Pal, 2012; 
Yusif et al., 2011) 

5.  Ethnicity Ethnicity (Adejo & Connolly, 2018; Attuquayefio, NiiBoi, & 
Addo, 2014; Schmitt et al., 2009; Tuen et al., 2019) 

6.  Parents’ marital status (Cortez & Silva, 2008; Goga et al., 2015) 

7.  Family size (Agrawal & Mavani, 2015; Bhardwaj & Pal, 2011; Devasia et 
al., 2016; Goga et al., 2015; Khasanah & Harwati, 2017; 

Osmanbegovic & Suljic, 2012; Osmanbegović, Suljić, & Agić, 
2014; Yadav & Pal, 2012; Yeboah, 2014; Yusif et al., 2011) 

 

TABLE 1: Demographic data and students’ academic performance. 

 
Given the relationship between one’s self-motivation (self-confidence, self-efficacy, positive 
thinking, focus, reasonable goals, and a motivating environment) and demographic data, it is 
possible that demographic data will play a role in the effects that self-motivation has on academic 
performance. However, little is known about how demographic data may influence the 
relationship between self-motivation and academic performance, especially in developing 
countries. This paper examined the extent to which the combination of students’ demographic 
data and self-motivation (self-confidence, self-efficacy, individual interest, positive thinking, focus, 
personal goals, and a motivating environment) predict students’ academic performance among 
Computer Science (CPS) and Information and Communication Technology (ICT) students in 
computer programming language. Using a hybridised machine learning technique of Random 
Forest (RF) and Support Vector Machine (SVM) (RFSVM). 

 
3. MATERIALS AND METHODS 
A quantitative and experimental research approach was adopted for this study. Self-motivation 
factors priority order questionnaire was adopted for the collection of the research primary data. 
The first phase of the questionnaire concentrated on getting the demographic data (gender, age, 
educational background and region of origin). The second part, Self-Motivation had four 
subsections, which tested each participant’s (i) Self-confidence and self-efficacy. (ii) Positive-
thinking and positive-thinking about the future. (iii) Focus and reasonable goals (iv) A motivating 
environment.  
 

3.1 Research Model 
Figure 1 shows the research model for this study, showing how the independent variable’s 
demographic data (gender, age, educational background and region of origin) and self-motivation 
(self-confidence, self-efficacy, individual interest, positive thinking, focus, personal goals, and a 
motivating environment) joint predict student’s score in 3 programming language courses. 



Isaac Kofi Nti & Juanita Ahia Quarcoo 

International Journal of Artificial Intelligence and Expert Systems (IJAE), Volume (8) : Issue (2): 2019 17 

Demographic Variables (DVs)

 Gender

 Age

 Educational background

 Region of origin

Motivation Variable (MVs)

 self-confidence

 self-efficacy

 individual interest

 positive thinking

 Focus

 personal goals

 motivating environment

Academic Performance

End of semester score in

 C++

 Java

 VB.Net

DVs + MVs

Independent variables

Dependent Variables

 
 

FIGURE 1: Research Model. 

 

3.2 Variables  
Two variables were considered, Student’s performance (course score) as the dependent variable 
while demographic data and self-motivation as independent variables. Semester exams score for 
C++, JAVA and VB.Net were obtained from the Department with the participant’s consent to 
measure academic performance.  
 

3.3 Research Design 
This section gives the details of the approaches adopted by this work to analyse the joint effect of 
students’ self-motivation and demographic data on their academic performance.  
 

3.3.1 Machine Learning Algorithms 
Machine-Learning is the science of making computers to learn and behave like humans, and with 
an autonomous-improvement in their learning over time, by feeding them data and information in 
the form of observations and real-world interactions (Faggella, 2018). There are various machine-
learning algorithms. Nevertheless, the scope of this paper is not to describe the different types of 
machine-learning algorithm. This section offers a brief description of the two chosen machine-
learning algorithms and how they were used in this study. 
 
Support Vector Machine (SVM): SVM is a supervised machine learning algorithm for performing 

regression and classification task (Belgiu & Drăgu, 2016). SVM serves as the linear separator 

sandwiched between two data-points to detect two different classes in the multidimensional 
environs (Vaghela, Bhatt, & Patel, 2015).  The SVM algorithm is as follows: 

Let the dataset for training be denoted by  

   

 
The SVM is optimised by 
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With the function , the vectors  (training dataset) are mapped into a dimension of higher 

space. At this dimension, the SVM finds a linear separating hyperplane with the best margin. The 
kernel function was formulated as . Four underlying kernels are available; 

however, for this study, the linear given in equation (3.3) was used. 
 

Linear:  

Random forest RF: the RF is a supervised machine learning algorithm, combines the 
performance of the various decision-tree algorithm (Rodriguez-Galiano, Sanchez-Castillo, Chica-
Olmo, & Chica-Rivas, 2015; Wakefield, 2013). The RF accepts an input of (u), with u been a 
vector consisting of the variable of different evidential features examined for a given training area. 
Several regression or classification trees (N) are built by the RF and averages their results. 

Therefore, for N tress,  the FR predictor is given as: 

 

 

The RF is used as a feature selection mechanism to select inputs that are highly correlated 
students’ academic performance to feed the SVM 
 

3.3.2 Data Collection and Integration Framework 
Figure 2 shows the framework for data collection and integration. The model has four distinct 
phases, namely: 
 
Data collection and integration: 216 records from students, offering CPS and ICT consist of 
their demographic data (Dataset A), self-motivation answered questionnaires (Dataset B), and 
past academic records (Dataset C) are integrated at this stage using SQL database server 2014. 
Thus and Dataset A + Dataset B = Dataset D and Dataset A + Dataset B + Dataset C = Dataset 
E. 
 
Data Transformation: this stage took care of the data pre-processing. At this stage the 
integrated datasets (D and E) were passed through 3 stages, (i) data cleaning, which includes 
filling in missing values, smoothing noise, identification and removing of outliers where necessary 
and resolving data inconsistency. (ii) Data normalisation and aggregation (iii) data reduction, 
where the volume of data is reduced, but produce same or similar analytical results using feature 
selection and feature extraction. All this was carried out using python. 
 
Patterns Extraction: Python, an open source software, was used to construct the predicting 
(RFSVM) model. 
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FIGURE 2: Study Framework for Data Collection and Integration. 

Feature Selection  
In a quest to use the feature that has high impact, we calculated feature impact by using feature 
importance ranking by (Breiman, 2001) to remove features of least importance. A single random 
forest (RF) was trained using the training dataset (D_Train) to rank features. 
 
Feature selection Algorithm 

1.  Train an FR suing D_Train (all k features) 
2.  Compute average RMSE of model for cross-validation data (C-V) 
3.  Rank performance by  

4.  For each subset of k  

5.  Train a new forest from ki features, highest VI 
6.  Calculate the average RMSE of the model on C-V set 
7.  Re-rank the features (k) 
8.  End for 
9.  Find ji with smallest RMSE 
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3.3.3 Data Normalisation 
Our selected feature was transformed within the range [0, 1] using equation (3.5) for better 
performance of the predictive model. Where: V

’
 is the new scaled value obtained after 

normalisation; v the value to be normalised, are the minimum and maximum value 

of the dataset. 
 

 
 

3.3.4 Training Techniques 
The learning process adopted by this paper was by the supervised process, where the intended 
input variables (student self-motivation and demographic data) and outputs target (student test 
score) is entered into the network.  
 

3.3.5 Evaluation Performance Metrics 
Root mean squared error (RMSE), Mean absolute percentage error (MAPE)  and Correlation 
coefficient (R) as defined in (Javed, Gouriveau, & Zerhouni, 2014; Rajashree, Dash, & Bisoi, 
2014) and calculated as in question (3.6), (3.7) and (3.8) respectively, were used as performance 
metrics measure. 

 

 
 

 

 

 

 

3.4 Procedure 
Self-motivation Scale (SMS) designed by (Mind-Tools, 2018) was adopted for assessing 
students’ self-motivation level. The questionnaire consisted of 4 parts (Self-Confidence & Self-
Efficacy, Positive thinking, focus & Strong goals and Motivating environment)  with 5 points Likert 
scale, where participants expressed their consent ranging from not at all to very often. The score 
for each phase was calculated, and a higher score indicates that a particular self-motivation 
attribute has a higher level. The overall Self-Motivation Index (SMI) was calculated based on 
(Mind-Tools, 2018), for this research participant with SMI within (12 – 27), (28 – 43) and (44 – 60) 
was interpreted as below-average, average and high self-motivation respectively. 
 

3.5 Participants 
Using purposeful sampling technique, 216 students from the Department Computer Science in 
Sunyani Technical University in Sunyani, Ghana, offering higher National Diploma (HND) in 
Information Communication and Technology (ICT) and Computer Science took part in this 
research.  Participants of the current study completed an online questionnaire at their 
convenience within 30 days. Participants were up-to-date with the purpose of the study, their 
approval was sought, and participation was voluntary. A pre-test of the questionnaire was 
performed on a small group of students from Catholic University College in Sunyani to enhance 
questionnaire significance, simplicity, and specificity. Participant of the pre-test gave a verbal 
response to researchers expressing the easy in understanding each question and whether each 
respondent can provide the needed data. Results from the pre-test helped design the 
questionnaire to suit the expected purpose of the study.  
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4. Experiments and Analysis of Results 
The results obtained by the methodology described in this paper are presented in this section. 
Statistical tools such mean, standard deviation, variance skewness and kurtosis were applied, 
and results presented. The dataset for the experiment was divided into two sets, namely: training 
and testing sets, as shown in Table 2. 
 

Total Dataset Training Dataset Testing Dataset 

516 85% 15% 
 

TABLE 2: Dataset Partitioning. 

4.1 Results and Discussions  
The descriptive statistics were performed with Statistical Package for the Social Sciences on the 
collected data, while Python was used for the implementation of the proposed RFSVM classifier. 
 
 4.2 Descriptive Statistics 
Table 3 gives the gender analysis of respondents.  The results reveal that a high percentage of 
63.9% of respondents were males. This difference in gender is because of less female studying 
science and engineering related courses in higher education. 

 

Gender Frequency Percent Valid Percent 
Cumulative 

Percent 

 Female 
78 36.1 36.1 36.1 

Male 138 63.9 63.9 100.0 

Total 216 100.0 100.0  

 

TABLE 3: Gender Analysis of Respondents. 

The age distribution of respondents is, as shown in Table 4. A higher percentage (83.3%) of the 
respondents were with the age bracket of (21 – 25), 11.1% with the brackets of (26 – 30) and 
5.6% in the brackets of (15 – 20). 

 

Age Group Frequency Percent Valid Percent 
Cumulative 

Percent 

 15 - 20 12 5.6 5.6 5.6 

21 - 25 180 83.3 83.3 88.9 

26 - 30 24 11.1 11.1 100.0 

Total 216 100.0 100.0  

 

TABLE 4: Age Analysis of Respondents. 

Table 5 shows the statistical results of the response obtained from respondents. The results 
reveal that the data distribution is moderately skewed. Again, the computed values of Kurtosis 
reveals that the data distribution is slightly leptokurtic and platykurtic. 
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Features 

Statistic Mean 
Std. 

Deviation Variance Skewness Kurtosis 

N Range Min. Max. Statistic 
Std. 
Error Statistic Statistic 

Statis
tic 

Std. 
Error 

Statist
ic 

Std. 
Error 

Age 216 11 15 26 21.22 .148 2.180 4.750 -.125 .166 3.421 .330 

Focus 216 8 2 10 6.73 .121 1.772 3.139 -.304 .166 -.371 .330 

Gender 
216 1 0 1 .64 .033 .481 .232 -.582 .166 

-
1.676 

.330 

Motivating 216 4 1 5 3.25 .068 1.000 1.000 .203 .166 -.610 .330 

Positive 216 11 9 20 14.40 .174 2.555 6.529 -.021 .166 -.558 .330 

Self-Efficacy 216 11 9 20 14.42 .196 2.881 8.300 .338 .166 -.602 .330 

Thinking 216 6 4 10 7.80 .110 1.623 2.635 -.458 .166 -.644 .330 

Valid N 
(listwise) 

216            

 

TABLE 5: Descriptive Statistics of Respondents. 

4.2.1 Feature Ranking and Importance 
Table 6 and figure 3 shows the independent's input variables rankings and importance offered by 
the random forest algorithm. From figure 3, Self-Confidence & Self-Efficacy is the highest 
predictor of students’ academic performance in programming courses with an importance score 
of (0.239825), which disagrees with (Talsma et al., 2018) arguments that self-efficacy is simply a 
mirror image of past performance, however, agrees with (AL-Baddareen et al., 2015) studies. 
Positive thinking was second with (0.228370) importance score. Focus and reasonable goals with 
an importance score of (0.211707) followed by Motivating Environment with an importance score 
of (0.183711).  
 
The study revealed that demography data gender had a better score of importance (0.098140) 
which confirms (Chen et al., 2014; Musso et al., 2013; Oladokun et al., 2008) studies, as 
compared with age, which had little significance score of (0.038248), nevertheless, there is a 
relation with age and academic performance as argued by (Kieti, 2017; Musso et al., 2013; 
Oladokun et al., 2008). 

 
S/N Feature Feature importance’s 

0 Gender 0.098140 

1 Age 0.038248 

2 Self-Confidence & Self-Efficacy 0.239825 

3 Positive Thinking 0.228370 

4 Focus & Strong goals 0.211707 

5 Motivating Environment 0.183711 
 

TABLE 3: Feature ranking by RF. 

The result also revealed that is better to inculcate desirable and high personality traits such (self-
confidence & self-efficacy, positive thinking and focus & strong goals) in students within the 
school environments, than instead creating a motivation-motivating environment. That is building 
these traits in them enable them to perform well academically than building a motivating 
environment around them, which confirms (Dweck et al., 2014) assessment. The age factor 
cannot be left out; the results reveal that age plays a little factor of importance in learning 
programming. Hence, programming as a course should be introduced early within the first year or 
during the first semester of the second year. Since students within the ages of 15 – 25 performed 
better than 26 – 30. 
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FIGURE 3: Feature Ranking and Importance. 

However, the outcome clearly showed that self-motivation indication factors are of higher 
importance in predicting students’ academic performance, and confirms studies by (Dweck et al., 
2014; Lee et al., 2014). That is, for a student to be better academically in programming courses, 
such students must exhibit a high level of self-motivation.  To measure how efficient is our 
proposed model, we benchmarked our RFSVM model with other known machine-learning 
algorithms such as Decision Tree (DT) and K-Nearest Neighbour and Table 7, shows the RMSE, 
MAE, Accuracy and R

2
 values. The proposed model obtained an accuracy of approximately 98% 

as compared with 95% for DT, 0.36% for K-NN. The error between actual values and predicted 
values of our proposed model was less (RMSE = 0.326401, MAE = 0.050909) and compared with 
the K-NN (RMSE = 2.671397, MAE = 1.954545) and DT models (RMSE = 0.426401, MAE =   
0.090909). 

 
Models RMSE MAE R^2 Accuracy 

DT 0.426401    0.090909    0.944724    0.954545 

K-NN 2.671397    1.954545    -1.169598    0.363636 

RFSVM 0.326401    0.050909    0.974724    0.979945 

 

TABLE 4: Accuracy Metric Comparison. 
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FIGURE 4: Boxplot Comparison of Models. 

The outcome of the boxplot shown in figure 4, shows that the RFSVM model is the most suitable 
for students’ academic performance prediction based on self-motivation and demographic data. 

 
5. CONCLUSIONS 
This paper proposed a hybridised machine learning technique to predict the academic 
performance of students in computer programming courses based on their self-motivation and 
demography data. Like all other studies on students’ academic performance, we sought in 
identifying weak learners in computer programming courses at the earliest stage of their 
academic ladder, so that the necessary help can be offered to them by their respective academic 
counsellor and school management. The proposed model was compared with other machine 
learning algorithm base on model prediction efficiency, RMSE and MAE. All machine learning 
models (Decision Tree (DT), K-Nearest Neighbour (K-NN) and RFSVM) used for the study gained 
satisfactory results. However, the result revealed that the proposed hybrid model (RFSVM) 
performed better than DT and K-NN.  
 
The proposed model yield and overall accuracy measure of 97.9945% and gave a better error 
value as compared with DT and K-NN. The proposed model was able to identify almost all 
students with self-motivation index of below average. The outcome confirms an agreement with 
past research work, that machine-learning techniques have the power to produce an efficient 
model for predicting students’ academic performance.  
 
Also, the study revealed that personality traits such as (Self-Confidence & Self-Efficacy, Positive 
Thinking and Focus & Strong goals) of a student has a higher impact on their academic as far as 
computer programming is concerned. Students with higher personal traits turn to perform well in 
computer programming. That is building these personality traits in them offer better academic 
performance than building a motivating environment around them. Age was observed to pose a 
little significance on the academic performance of students in programming; hence, it is 
concluded that programming should be introduced at the early stage of the educational ladder. If 
not primary education, secondary at most is better.  
 
The weaker learners identified were directed to the school counselling units to work on their self-
motivation area that is not strong. Though their performance afterwards has not yet been verified, 
it is believed that some improvement would be realised. With this outcome, we propose the 
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incorporation of building a better self-motivation into students’ academic calendar, which we 
believe will help them academically. It is hoped that the proposed model is implemented in 
academic institutions to help promote academic excellence in programming languages. 

 
6. LIMITATIONS AND FUTURE RESEARCH  
The outcomes of the present study are limited to only the experimental sample, which should, in 
future, be extended across regions to make the outcome globally applicable. Future research 
work could feather include more demographic data such a father’s occupation, mother’s 
occupation, ethnicity, parents’ marital status and family size as input features to impact prediction 
accuracy. 
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