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Abstract 

 
In this paper, we present a statistical technique based on Jensen-Shanon divergence for 
detecting the regions of activity in fMRI images. The method is model free and we exploit the 
metric property of the square root of Jensen-Shannon divergence to accumulate the variations 
between successive time frames of fMRI images. Theoretically and experimentally we show the 
effectiveness of our algorithm. 

 
 
1. INTRODUCTION 

Functional Magnetic Resonance Imaging (fMRI) is increasingly gaining in popularity as a non-
invasive technique for assessing various clinical situations and in better understanding of the 
functioning of human brain [1, 2, 3, 4, 5]. The basis of fMRI is the different magnetic properties of 
oxygenated and deoxygenated blood. Due to a stimulus, increased flow of oxygenated blood into 
regions of brain activity causes the changes in the MR signal. This results in the corresponding 
changes in MRI map which are captured as four dimensional (x, y, z, t) fMRI images. Automated, 
robust and fast detection of the activated brain regions from the entire sequence of fMRI images 
is a challenging task [6]. First, images based on blood oxygenation level dependent (BOLD) 
contrast [7, 8] have a very low signal-to-noise (SNR) ratio. Second, adequately high temporal 
resolution (smaller time between successive frames) restricts the spatial resolution in the image 
registration process. As a result, each (x, y) plane in the image sequence is only about 64 × 64 or 
128 × 128 with regions of activity occupying a few (dozen or so) pixels. Therefore, it is difficult to 
use traditional image processing operators and spatial constructs (such as traditional image 
segmentation, checking connectivity, shape detection, etc.) in the localization of activity in these 
images. Consequently, various statistical and signal processing methods [9, 10] are used to make 
statistical inferences about the regions of activity in fMRI images. 
 
One of the most widely used approach for detecting active regions in fMRI images is performed 
by the computation and subsequent thresholding of a statistical parameter map subjected to the t-
test based on the assumption of Gaussian temporal noise. The unpaired Student’s t-statistic with 
pooled normal error is commonly used [11, 12] to estimate the true variance using the sample 
variance. Many other methods [6] of producing statistical parameter maps have also been 
proposed (for example, using correlation analysis [13, 14] or the non-parametric Kolmogorov-
Smirnoff test [8]). In this class of methods a threshold has to be chosen (empirically or theoretical) 
and the results obtained are dependent on the threshold that is used. Various other methods 
based on using the wavelet transform [15, 16], principal component analysis [17], independent 
component analysis [18, 19], subspace modeling [20] and clustering [21] have also been 
developed. In parallel, methods for improving sensitivity (for example, by including spatial extent 
of the region of activation) [22] have also been developed. 
 
In this article, we introduce a statistical method for detecting the regions of activity in fMRI images 
based on the Jensen-Shannon divergence [23, 24, 25]. This particular method differs from the 
conventional t-test or ANOVA techniques in the sense that it does not depend on the general 
linear model. Due to the robustness and insensitivity to noise, Jensen-Shannon divergence is 
gaining popularity in the statistician community and has been successfully applied in image 
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segmentation [26] earlier. However, the possibility of using the Jensen-Shannon divergence in 
detecting activity regions in fMRI images has not been explored so far. Here we provide a method 
for detecting the activities in fMRI images using the Jensen-Shannon divergence. 
 
The rest of the article is organized as follows. In Section 2, we describe our algorithm which 
includes a description of the Jensen-Shannon divergence, the way we apply this measure to 
detect the regions of activities in fMRI images, and an empirical analysis to show the validity of 
our algorithm. In Section 3, we demonstrate the effectiveness of our algorithm on some synthetic 
and real-life images. Finally, we conclude in Section 4. 
 

 
2. ALGORITHM 

 
2.1 Description of JS Divergence 
Jensen-Shannon divergence [23, 24, 25] measures the difference between two discrete 
distributions. Let two different discrete probability distributions p and q are given as 

],,,[ 21 npppp K=  and ],,,[ 21 nqqqq K=  where ip denotes the probability of a random 

variable X taking the i-th value. For example, if we have two different coins then their probability 

distributions of ‘Head’ and ‘Tail’ can be represented as ],[ 21 pp  and ],[ 21 qq . 

 
The divergence between the two discrete distributions p and q is given as 
 

)()()(),( qpHqHpHqpJS qpqp αααα ++−−=      (1) 

where ]1,0[, ∈qp αα are two positive constants indicating the respective weights for the 

distributions subject to 1=+ qp αα . H(.) denotes the Shannon entropy, i.e., 

i

i

i pppH log)( ∑−=          (2) 

For 5.0== qp αα , ),( qpJS is symmetric unlike the Kullback-Leibler divergence. Although 

Jensen-Shannon divergence does not guarantee the triangular inequality of a metric, the square 
root of the divergence follows the metric property (as shown in [27, 28]). 
 
2.2 Application of JS divergence to fMRI signal detection 
The four dimensional fMRI images (x, y, z, t) can be considered as the spatio-temporal signals, 
where in each time frame, the activation occurs over a few pixels, and it propagates over a 
sequence of time frames depending on the hemodynamic response function. 
 

In the case of Jensen-Shannon divergence (JS), since JS is a metric, we have 

( ) ( ) ( ))(),()(),()(),( klilkljljlil twtwJStwtwJStwtwJS ≥+    (3) 

for any kji ttt << . )(twl represents the pixel statistics over a chosen window at a certain 

location l at a time frame t. For example, we can choose a 7 x 7 x 5 window at a specific location 
(x, y, z) at different time frames. Equation (3) reveals that 

( ) ( ) ( ) ( ))(),()(),()(),()(),( 132211 nlnlllllnll twtwJStwtwJStwtwJStwtwJS −+++≤ K

                (4) 

for any n. Thus we can add the square root of the divergence ( JS ) between every consecutive 

pair of time frames and preserve the activation if there exists any. 
 
The overall algorithm is described in Figure 1. First we define an accumulator array A(x, y, z) and 

initialize A = 0 for every (x, y, z). Then for every }1,,2,1{ −∈ nt K (assuming that there are n 
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time frames available) and for every location (x, y, z), we compute the Jensen-Shannon 

divergence ( ))1(),( ,,,, +twtwJS zyxzyx where zyxw ,,  denotes the three dimensional window 

centered at (x, y, z). We then accumulate the variations between successive time frames in terms 
of the square root of the Jensen-Shannon divergence. Finally we threshold the accumulator array 
with certain user defined threshold and obtain the regions of activity. Note that, it is also possible 
to recover the time frames where exactly the stimulus has started by adding one more dimension 
to the accumulator A. 
 

Input : L slices of M x N fMRI images at each time frame. There are T such time frames. 
Output :L slices of M x N output image. 
begin 
    Initialize an accumulator array A(x, y, z) = 0 

    where },,2,1{},,,2,1{},,,2,1{ LzNyMx KKK ∈∈∈  

    Define a window size (2m+ 1, 2n + 1, 2l + 1) where 1,, ≥lnm . 

    for every }1,,2,1{ −∈ Tt K  

         for every )},,(,),,,{(),,( lLnNmMlnmzyx −−−∈ K  

         begin 

   get the window )(,, tw zyx  centered at (x, y, z) from time frame t; 

   compute p ←  normalized histogram of )(,, tw zyx ; 

   get the window )1(,, +tw zyx  centered at (x, y, z) from time frame t + 1; 

   compute q ←  normalized histogram of )1(,, +tw zyx ; 

   Update ),(),,(),,( qpJSzyxAzyxA +←  

         end 
    end 
    Threshold A with a user defined threshold; output thresholded A. 
end 

 
FIGURE 1: The algorithm based on Jensen-Shannon divergence for detecting activation regions in fMRI 
images. 

 
2.3 Analysis  
In this section, we empirically analyze the effectiveness of the proposed method of applying 
Jensen-Shannon divergence. We approximate the distribution over a window volume by a 
histogram. It is necessary because by definition, JS-divergence considers only the discrete 
distribution. Let the distribution in the original window be represented as 

},,,{)( 21 npppxp K=         (5) 

subject to 1=∑
i

ip . ip represents the probability of the pixels taking the i-th intensity level. After 

stimulation, let a fraction of pixels be moved from the i-th intensity level to the j-th intensity level. 
Thus the modified discrete distribution after stimulation is 

},,,,,,,,,{)( 1121 njjii pppppppxq KKK ++ ∆+∆−=     (6) 

where ∆ represents the change in the density of the i-th intensity level. It may be possible that 
due to activation at any time point, voxels at different intensity levels change their intensity 
values. However, here we assume that the activation is local in nature and affect the voxels with 
similar intensity values such that the activated voxels belong in the same bin of the histogram or 
at most neighboring two or three bins. The Jensen-Shannon divergence is given as 
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In Equation (7), all other bins apart from i and j do not contribute to the measure. Considering 

that ji pp βα ==∆ ,  
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whereα represents the fractional decrease in the number of pixels having i-th intensity and β  is 

the fractional gain in the number of pixels having the j-th intensity value. Considering that  

1≤α for all i, we neglect the higher order terms in α such that 
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The Jensen-Shannon divergence (Equation (9) behaves in two different ways in two cases for 

(i) 1<β , and (ii) 1>β . Let us analyze these two cases separately.  

 

Case I: Since 1<β , we neglect the higher order terms in β  (similar to that of α ) such that 

44

22
ji

pp
JS

βα
+=          (10) 

i.e., ( )
4

∆
+= βαJS          (11) 

Therefore, 
2

11 ∆
+=

ji pp
JS        (12) 

In other words, given ip and jp , JS varies linearly with ∆  independent of the condition that 

ji < or ji > . 

 

Case II: Since 1≥β , we can approximate Equation (9) as 

( )
2

2log2log
4

2
ji

pp
JS +−+= ββ

α
       (13) 

If 1≥β , we have 

22
1

∆








+=

α
JS          (14) 

Thus when jp is very small such that 1>>β , Equation (14) reveals the fact that JS measure is 

independent of β  and depends on α  and ∆ . The dependency of JS is approximately linear 

with β . However, the measure is independent of the condition whether i < j or i > j. 

 

Thus in both the cases (Equations (12) and (14)), JS behaves symmetrically to the rising and 

falling part of the hemodynamic response curve. The behavior of the divergence is also 
independent of any assumption on the distribution. 
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3. RESULTS 

 
3.1 Synthetic Images 
In order to establish the effectiveness of Jensen-Shannon divergence, first we considered 
synthetically generated random data. A random noise of amplitude in the range [50−110] has 
been generated over a sequence of 80x80 images of sequence length 25 (thus the synthetic 
images are three dimensional (x, y, t) instead of four-dimensional images in the fMRI). We then 
added synthetic activation to the random noisy images. Synthetic activation is generated by 
convolving a synthetic stimulus (which is a step function) with a hemodynamic response function 
(Figure 2) given as [29] 

( ) ( )))(/(exp)/())(/(exp)/()( 22221111
21 tttdttctttdttth

dd −−−−−=   (15) 

with five parameters ,,,, 2121 ddtt and c . 

 

 
FIGURE 2: A typical hemodynamic response function h(t) for the auditory cortex. 

 
 
We added two synthetic activation at the (x, y) locations (30, 30) and (50, 50). The starting and 
stopping times of the stimuli are (3, 10) and (10, 20) respectively. We tested the effectiveness of 
our algorithm with two different types of hemodynamic response functions, one for the auditory 
cortex and the other for the motor cortex. For the auditory cortex, the parameter values are 
approximated as [29] t1 = 5.4, d1 = 6, t2 = 10.8, d2 = 12, and c = 0.35. For motor cortex, the 
parameter values are t1 = 5.5, d1 = 5, t2 = 10.8, d2 = 12, and c = 0.4. Figure 3 illustrates the 
regions of activity detected for two different hemodynamic responses and for different amplitude 
of synthetic stimuli ranging from 30 to 60. Note that, we consider the stimulus amplitude to be 
much less than the noise amplitude in order to make a low signal-to-noise ratio. 
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FIGURE 3: Regions of activation detected by our algorithm in synthetic noisy images of size 80 × 80 with 
noise amplitude in the range [50−110]. Activations corresponding to hemodynamic response to a stimulus 
(step function) are added at the locations (30, 30) and (50, 50). (a),(b),(c), and (d) correspond to the regions 
detected for stimulus amplitude 30,40,50, and 60 respectively with auditory cortex hemodynamic response. 
(e),(f),(g), and (h) correspond to the regions detected for stimulus amplitude 30,40,50, and 60 respectively 
with motor cortex hemodynamic response. 
 
3.2 fMRI Images 
We tested the effectiveness of Jensen-Shannon divergence in detecting the activation regions in 
fMRI images. We considered the fMRI data from the fMRI data center [30] particularly the dataset 
used by Hirsch, Rodriguez, and Kim [31]. Each data set in this experiment consists of sequences 
of 128 × 128 images with sequence length 21 over 36 time frames. In the experiment by Hirsch et 
al. [31], subjects performed three cognitive tasks namely, object naming, integer computation and 
same-different discrimination. We considered fMRI images for the first task i.e., object naming. As 
mentioned by Hirsch et al. [31], the brain areas involved in the object-naming task (object-naming 
subsystem) are left inferior frontal gyrus (Brodmann’s areas 44 and 45), left superior temporal 
gyrus (Brodmann area 22) and left medial frontal gyrus (Brodmann Area 6). Figure 4 illustrates 
the results obtained by our algorithm using the Jensen-Shannon divergence (with a window size 
7 × 7 × 5). The t-test results are provided by the fMRI data center [30]. 
 
Note that, in the proposed method, we compute the statistics over a window in the fMRI images. 
If we observe a difference in the distribution of the gray values in a window over successive time 
frames in fMRI images as measured by the JS divergence, we consider that there is certain 
activity in that window location (center of the window). Therefore, due to the effect of blocking, 
certain activities are detected outside the brain region (liquor and the CSF around the brain). This 
can be eliminated by restricting the activity to be detected within the brain region. The brain 
region can be obtained by segmenting the brain images. 
 
Moreover, the proposed method has one inherent drawback. The method is not based on the 
generalized linear model (GLIM) and accumulates the statistical differences over successive time 
frames. Therefore, if the fMRI images are not properly registered and there exist statistical 
differences (over successive time frames) due to various reasons such as patient motion then 
certain false active regions may be detected. We did not address this issue in this article. 
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FIGURE 4: The regions of activity detected in the fMRI images captured when subject performs object 
naming task [31]. The left panel of each pair ((a1), (b1), (c1), (d1), (e1), and (f1)) shows the regions of 
activity detected by our algorithm, and the right panel ((a2), (b2), (c2), (d2), (e2), and (f2)) shows that by t-
test. 

 
 

4. CONCLUSIONS 

We presented a statistical technique based on Jensen-Shannon divergence for detecting the 
regions of activity in fMRI images. We exploited the metric property of the square root of Jensen-
Shannon divergence to accumulate the variations between successive time frames of fMRI 
images. Use of Jensen-Shannon divergence makes our algorithm independent of the assumption 
of any statistical distribution. Jensen-Shannon divergence has been used in the context of image 
segmentation [26] before, but the use of the same in spatio-temporal data analysis has not been 
explored, and fMRI is one such example. In the proposed method, we consider a window around 
each voxel in a M x N x L (say) image and compute statistics over T such time frames. Since the 

computation of JS metric is linear in time with the number of pixels (considering a fixed number 

of bins in the histogram) in a window, the overall computation requires O(MNLTw
2
h) time where 

the size of the window is w×w×h. A smarter computation can be performed by considering a 
shifting window. In that case, we require O(w

2
) time for computation in each window instead of 

O(w
2
h) time. The overall computation, in that case, will take O(MNLTw

2
) time. As mentioned 



Jayanta Basak 

International Journal of Biometrics and Bioinformatics (IJBB), Volume (6) : Issue (5) : 2012 120 

before, we do not address the issues of false activity detection due to improper registration in this 
article. This can be pursued as one of the future work. The output of our algorithm can possibly 
further be improved by processing the regions of activity with some other techniques such as 
clustering [12]. 
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