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Abstract 

 
Average Packet delay is considered as a vital performance measure for a computer-
communication network especially in the network designing problem. Average Packet delay 
evaluation depends on two main parts: the first part is the capacity of each link in the network, 
the last one is the flow of each link.  The capacity of each link is assumed to be fixed but the 
flow of each link is computed by using routing algorithms and the traffic requirement matrix. 
The paper presents an algorithm based on FLOYD’s routing algorithm to calculate the flow of 
each link and then we can compute the average packet delay. 
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1. INTRODUCTION 
Performance measures [1], eg, delay, throughput are very important measures in designing 
reliable networks. The performance measure, Average Network Throughput (ANT), which 
takes into consideration the network topology, link reliabilities, the capacity of the links in the 
network, and the total installed capacity, [2] and [3]. The optimization priblem of ANT has 
been studied by many researches, [4-6]. 
 
The other vital performance measure for a communication computer network is the average 
packet delay, T, that is, the mean time that a packet takes to travel from a source node to a 
destination node in the network, [7]. The average packet delay optimization problem 
formulated and solved in [8-10]. The average source-to-destination packet delay is 
considered as an important criteria in the computer network design problems [11].  
 
This paper presents a simple algorithm to calculate the average packet delay (T) of a 
given computer network by generating the set of all shortest paths by using Floyd’s 
algorithm, [12], to determine the route to be taken by packets between each source-
destination pair of nodes based on Euclidean distance between them. Then assumed the 
traffic that has been actually carried by each link in the network to calculate the flow of 
this link.   
 
The paper is organized as follows: The assumptions and notation used given in Section 2.  
Section 3 describes the problem of calculating the average packet delay. Section 4 presents 
the proposed algorithm for calculating the average packet delay. Section 5 shows how to use 
the proposed algorithm to calculate the average packet delay for a given network. Conclusion 
and future work are given in section 6.  
 

2. NOTATIONS AND ASSUMPTIONS 
Notations:  

N is the number of nodes. 
M is the number of links in the network. 
Ck is the capacity of link k. 
Fk is the flow of link k. 
Lk is the length of link k. 

ijγ  is the traffic between nodes i and j. 

γ  is the total  traffic in the network. 

µ1  is the average packet length.  
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Assumptions: 
1. The location of each network node is given. 
2. The traffic between each node-pair has a Poisson distribution. 

3. The packet size has exponential distribution with mean µ1  (bits/packet). 

4. The nodal memory is infinite. 
5. Independence between interarrival and transmission times on each link. 
 

3. PROBLEM DESCRIPTION 
The computer network is modeled as a directed graph G (N, L), |N| = n and |L| = m, where n 
represents the number of nodes of the network and m represents the number of links of the 
network. If we consider the sample network of 4 nodes and 5 links (n = 4 and m = 5) as 
shown in Fig. 1.  

 

 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 1: A sample network 

 
The distance matrix is: 

  1 2 3 4  

1  0 16 12 0  
2  16 0 15 10  
3  12 15 0 22  
4  0 10 22 0  

 
FIGURE 2: The Distance matrix for the network in Figure1. 

 
The shrtest paths are as follows by using Floyd’s algorithm, [12] :- 

P12 = 1-2 
P13 = 1-3  

P14 = 1-3-4 
P23 = 2-3 
P34 = 3-4 
P24 = 2-4 

 
The flow of each link can be computed by summed the packets that travel across that link.  
The total number of packets that carried by the link depends on the number of shortest paths 
contains that link. The following table summerizes the link and the paths that contains that 
link. 
 
 

The link The paths 
1-2 Appears in P12 
1-3 Appears in P13 and P14 
2-3 Appears in P23 
2-4 Appears in P24 
3-4 Appears in P13 and P34 

 
TABLE 1: The links and the corresponding paths 

1
4

2 
16

 

10
 

3 

22
 

15
 

12
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So, if the number of packets equal p then the following table summerize the number of 
packets carried by each link. 
 

The link 
The number of 

packets 
1-2 p 

1-3 2p 

2-3 p 

2-4 p 

3-4 2p 

 
TABLE 2: The number of packets carried by each link 

 
So, the total flow is equal to 14p, if we consider the link is bidirectional. 
 
In the following subsections we will describe the main parts of the algorithm to calculate the 
flow of a given network and then calculate the average delay. 
 
3. 1. Shortest Path Generation 
We wil use Floyd’s all-pairs shortest path algorithm, [12], to find all shortest paths from the 
source node to the destination node by using the distance matrix as follows: 

 

SubAlgorithm_1 
Input: 
  V = set of vertices, labeled by integers 1 to N. 
  E = set of edges, labeled by ordered pairs (u, v) of vertex labels. 
  D[u][v]: The distance matrix. D[u][v]=0 if  u ≠ v and (u, v) ∉E or u=v 

  P[u][v]: the shortest path from u to v . P[u][v]=u and P[u][v]=0 if  u ≠ v 
         and (u, v) ∉E or u=v. 

 
For all edges (u, v) in E: 
        W[u][v] = D[u][v].. And W(u, v) = infinity if  u ≠ v and (u, v) ∉E or u=v. 

Begin 
 for(k =1; k<= n; k++) 
  for(u =1; u<= n; u++) 
    for(v =1; v<= n; v++) 
          W[u][v] = min (W[u][v], W[u][k]+ W[k][v]) 
 P[u][v]=k; 
end. 
 
3. 2. Finding the Intermediate Nodes for Each Shortest Path  
If P(i, j)=Vq  then intermediate nodes on shortest path from i to j can be deduced as follows: 
 
SubAlgorithm_2: 
for(i=1;i<n;i++) 
   for(j=i+1;j<=n;j++) 

Begin 

     if(p[i][j]!=i) then 
repeat 

q++; 
      v[q]=p[i][v[q-1]]; 

until v[q]=v[q-1] 
     for(k=1;k<q;k++) print  v[k]; 
End 
 
3. 3. Calculate the Flow of Each Link 
For each path generated in 3.2 count the total traffic that carried by each link connects the 
corresponding pair of nodes:  
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SubAlgorithm_3 
Initially set  flow[][]=0; 
For each path generated in 3.2 do 
Begin 
If the path contains q vetices then 
For(k=1; k<q,k++) 

   flow[i][V[k]]+= ][kivγ ; 

END   

 
3. 4. The Total Traffic  
The total traffic across the network is calculated by:            

                                      ij

n

ji

γ=γ ∑
,

                                       …(1) 

SubAlgorithm_4: 

Set γ  = 0 

for(i=1;i<n;i++) 
   for(j=i+1;j<=n;j++) 

γ = γ + ijγ  

 
3. 5. The Average Packet Delay 
The Average packet Delay, the mean time that a packet takes to travel from a source node to 
a destination node in the network is given by [11]: 

∑
= −γ

=

m

i ii

i

fc

f
T

1

1
      ….(2) 

 

4. AN ALGORITHM FOR COMPUTING THE AVERAGE PACKET DELAY 

 The steps of the algorithm for calculating the average delay of the computer network are as 
follows: 
 
Step 1: Read the distance matrix D and the capacity for each link Ci 
Step 2: Generate shortest paths using SubAlgorithm_1 and deduce the intermediate nodes 

for each path using SubAlgorithm_2. 
Step 3: Use SubAlgorithm_3 to calculate the flow of each link, fi 

Step 4: Calculate the total traffic, γ  by using SubAlgorithm_4. 

Step 5: Calculate the Average Packet Delay, T, using equation (2). 
 
Note: The algorithm has been implemented using VC++ 6.0. 
 

5. CASE STUDY 
To illustrate the proposed algorithm for computing the Average Packet Delay, consider an 
example networks taken from [9]. As shown in figure 2 the network has 8 nodes 13 links. The 
numbers written in bold represent the link lengths.   
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FIGURE 3: Example network 

 
Table 3 shows the link flows (computed by the proposed algorithm) and corresponding 
capacities (taken from [10]) for the given network shown in Figure 1.  
 

Link Flow (Kbps) Capacity 
(Kbps) 

1 - 2 10 19.2 
1 - 3 50 56 
1 - 6 10 19.2 
2 - 3 40 56 
2 - 4 20 56 
3 - 5 100 200 
3 - 6 40 100 
4 - 5 30 56 
4 - 8 20 56 
5 - 7 50 56 
5 - 8 30 56 
6 - 7 20 56 
7- 8 20 56 

 
TABLE 3: Link flows and Capacities 

The total traffic, 65=γ . 

The Average Packet delay (T) is equal to 0.419 s 
 
The following table shows the link flows (computed by the proposed algorithm) and 
corresponding capacities for the given network with 10 nodes and 14 links shown in Figure 2, 
taken from [8].  
 

Link Flow (Kbps) Capacity 
(Kbps) 

1 - 2 80 100 
1 - 5 220 230.4 
2 - 3 100 230.4 
2 - 4 60 100 
3 - 8 140 230.4 
4 - 5 60 100 
4 - 8 80 100 
5 - 6 100 230.4 
5 - 7 180 230.4 
6 - 7 60 100 

6 - 10 80 100 
7 - 9 140 230.4 
8 - 9 160 230.4 

9 - 10 100 230.4 
 

TABLE 4: Link flows and Capacities 

1

3

8

2
16

12

24

22

6

4

5

7

18

28 17

10

15

14

23

20 21
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The total traffic, 140=γ . 

The Average Packet delay (T) is equal to 0.3423 s 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 4: Example network taken from [8]. 

 
The above results shows that the proposed algorithm is working properly and efficient for the 
computer networks with large number of nodes. 
 

6. CONCLUSION AND FUTURE WORK 
This paper presented a simple algorithm to calculate the average packet delay. The algorithm 
is based on determining the flow of each each link of a given network. The flow claculations 
depends on the shortest path generated by the routing algorithm. Finally we illustrate the 
using of the proposed algorithm by calculating the average packet delay to a given sample 
network. In the future work we hope that the algorithm can be used in the average delay 
optimization problems.  
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