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Abstract 

 
Color, texture and shape information have been the primitive image descriptors 
in content based image retrieval systems. This paper presents a novel framework 
for combining all the three i.e. color, texture and shape information, and achieve 
higher retrieval efficiency using image and its complement. The image and its 
complement are partitioned into non-overlapping tiles of equal size. The features 
drawn from conditional co-occurrence histograms between the image tiles and 
corresponding complement tiles, in RGB color space, serve as local descriptors 
of color and texture. This local information is captured for two resolutions and two 
grid layouts that provide different details of the same image. An integrated 
matching scheme, based on most similar highest priority (MSHP) principle and 
the adjacency matrix of a bipartite graph formed using the tiles of query and 
target image, is provided for matching the images. Shape information is captured 
in terms of edge images computed using Gradient Vector Flow fields. Invariant 
moments are then used to record the shape features. The combination of the 
color and texture features between image and its complement in conjunction with 
the shape features provide a robust feature set for image retrieval. The 
experimental results demonstrate the efficacy of the method. 
 
 
Keywords: Multiresolution grid, Integrated matching,, Conditional co-occurrence histograms, Local 

descriptors, Gradient vector flow field. 

 
 

1. INTRODUCTION 

 
Content-based image retrieval (CBIR) [1],[2],[3],[4],[5],[6],[7],[8 ] is a technique used for retrieving 
similar images from an image database. The most challenging aspect of CBIR is to bridge the 
gap between low-level feature layout and high-level semantic concepts.  
 
       Color, texture and shape features have been used for describing image content. Different 
CBIR systems have adopted different techniques. Few of the techniques have used global color 
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and texture features [8],[9],[10] where as few others have used local color and texture features 
[2],[3],[4],[5]. The latter approach segments the image into regions based on color and texture 
features. The regions are close to human perception and are used as the basic building blocks for 
feature computation and similarity measurement. These systems are called region based image 
retrieval (RBIR) systems and have proven to be more efficient in terms of retrieval performance. 
Few of the region based retrieval systems, e,g, [2], compare images based on individual region-
to-region similarity. These systems provide users with rich options to extract regions of interest. 
But precise image segmentation has still been an open area of research. It is hard to find 
segmentation algorithms that conform to the human perception. For example, a horse may be 
segmented into a single region by an algorithm and the same algorithm might segment horse in 
another image into three regions. These segmentation issues hinder the user from specifying 
regions of interest especially in images without distinct objects. To ensure robustness against 
such inaccurate segmentations, the integrated region matching (IRM) algorithm [5] proposes an 
image-to-image similarity combining all the regions between the images. In this approach, every 
region is assigned significance worth its size in the image. A region is allowed to participate more 
than once in the matching process till its significance is met with. The significance of a region 
plays an important role in the image matching process. In either type of systems, segmentation 
close to human perception of objects is far from reality because the segmentation is based on 
color and texture. The problems of over segmentation or under segmentation will hamper the 
shape analysis process. The object shape has to be handled in an integral way in order to be 
close to human perception. Shape feature has been extensively used for retrieval systems 
[14],[15]. 
       Image retrieval based on visually significant points [16],[17] is reported in literature. In [18], 
local color and texture features are computed on a window of regular geometrical shape 
surrounding the corner points. General purpose corner detectors [19] are also used for this 
purpose. In [20], fuzzy features are used to capture the shape information. Shape signatures are 
computed from blurred images and global invariant moments are computed as shape features. 
The retrieval performance is shown to be better than few of the RBIR systems such as those in 
[3],[5],[21]. 
       The studies mentioned above clearly indicate that, in CBIR, local features play a significant 
role in determining the similarity of images along with the shape information of the objects. 
Precise segmentation is not only difficult to achieve but is also not so critical in object shape 
determination. A windowed search over location and scale is shown more effective in object-
based image retrieval than methods based on inaccurate segmentation [22]. The objective of this 
paper is to develop a technique which captures local color and texture descriptors in a coarse 
segmentation framework of grids, and has a shape descriptor in terms of invariant moments 
computed on the edge image. The image is partitioned into equal sized non-overlapping tiles. The 
features computed on these tiles serve as local descriptors of color and texture. In [12] it is shown 
that features drawn from conditional co-occurrence histograms using image and its complement 
in RGB color space perform significantly better. These features serve as local descriptor of color 
and texture in the proposed method. The grid framework is extended across resolutions so as to 
capture different image details within the same sized tiles. An integrated matching procedure 
based on adjacency matrix of a bipartite graph between the image tiles is provided, similar to the 
one discussed in [5], yielding image similarity. A two level grid framework is used for color and 
texture analysis. Gradient Vector Flow (GVF) fields [13] are used to compute the edge image, 
which will capture the object shape information. GVF fields give excellent results in determining 
the object boundaries irrespective of the concavities involved. Invariant moments are used to 
serve as shape features. The combination of these features forms a robust feature set in 
retrieving applications. The experimental results are compared with [3],[5],[20],[21] and are found 
to be encouraging. 
 
The section 2 outlines the system overview and proposed method. The section 3 deals with 
experimental setup. The section 4 presents experimental results. The section 5 presents 
conclusions. 
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2. SYSTEM OVERVIEW AND PROPOSED METHOD 

The FIGURE 1 shows the system overview. 
 

 
 

FIGURE 1: System overview. 

 
The proposed method is described below: 

 
2.1 Grid 
An image is partitioned into 24 (4 x 6 or 6 x 4) non overlapping tiles as shown in FIGURE1. These 
tiles will serve as local color and texture descriptors for the image. Features drawn from 
conditional co-occurrence histograms between image tiles and the corresponding complement 
tiles are used for color and texture similarity.  With the Corel dataset used for experimentation 
(comprising of images of size either 256 x 384 or 384 x 256), with 6 x 4 (or 4 x 6) partitioning, the 
size of individual tile will be 64 x 64. The choice of smaller sized tiles than 64 x 64 leads to 
degradation in the performance. Most of the texture analysis techniques make use of 64 x 64 
blocks. This tiling structure is extended to second level decomposition of the image. The image is 
decomposed into size M/2 x N/2, where M and N are number of rows and columns in the original 
image respectively. With a 64 x 64 tile size, the number of tiles resulting at this resolution is 6 as 
shown in FIGURE 1.  This allows us to capture different image information across resolutions. For 
robustness, we have also included the tile features resulting from the same grid structure (i.e. 24 
tiles at resolution 2 and 6 tiles at resolution 1) as shown in FIGURE 1. The computation of 
features is discussed in section 3. Going beyond second level of decomposition added no 
significant information. So, a two level structure is used. 
 
2.2 Integrated image matching 
An integrated image matching procedure similar to the one used in [5] is proposed. The matching 
of images at different resolutions is done independently as shown in FIGURE 1. Since at any 
given level of decomposition the number of tiles remains the same for all the images (i.e. either 
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24 at first level of decomposition or 6 at second level of decomposition), all the tiles will have 
equal significance. In [23] a similar tiled approach is proposed, but the matching is done by 
comparing tiles of query image with tiles of target image in the corresponding positions. In our 
method, a tile from query image is allowed to be matched to any tile in the target image. 
However, a tile may participate in the matching process only once. A bipartite graph of tiles for 
the query image and the target image is built as shown in FIGURE 2. The labeled edges of the 
bipartite graph indicate the distances between tiles.  A minimum cost matching is done for this 
graph. Since, this process involves too many comparisons, the method has to be implemented 
efficiently. To this effect, we have designed an algorithm for finding the minimum cost matching 
based on most similar highest priority (MSHP) principle using the adjacency matrix of the bipartite 
graph. Here in, the distance matrix is computed as an adjacency matrix. The minimum distance dij 
of this matrix is found between tiles i of query and j of target. The distance is recorded and the 
row corresponding to tile i and column corresponding to tile j, are blocked (replaced by some high 
value, say 999). This will prevent tile i of query image and tile j of target image from further 
participating in the matching process. The distances, between i and other tiles of target image 
and, the distances between j and other tiles of query image, are ignored (because every tile is 
allowed to participate in the matching process only once). This process is repeated till every tile 
finds a matching. The process is demonstrated in FIGURE 3 using an example for 4 tiles. The 
complexity of the matching procedure is reduced from O(n

2
) to O(n), where n is the number of 

tiles involved. The integrated minimum cost match distance between images is now defined as: 
 

                            
∑∑
= =

=
ni nj

ijqt dD
,1 ,1 , where ijd

 is the best-match distance between tile i of query 

image q and tile j of target image t and qtD
is the distance between images q and t. 

 
 

 
 

FIGURE 2: Bipartite graph showing 4 tiles of both the images. 
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FIGURE 3:  Image similarity computation based on MSHP principle, (a) first pair of matched tiles 
i=2,j=1 (b) second pair of matched tiles i=1, j=2 (c) third pair of matched tiles i=3, j=4 (d) fourth 

pair of matched tiles i=4,j=3, yielding the integrated minimum cost match distance 34.34. 
 
2.3 Shape 
Shape information is captured in terms of the edge image of the gray scale equivalent of every 
image in the database. We have used gradient vector flow (GVF) fields to obtain the edge image 
[13]. 
 
Gradient Vector Flow: 
 Snakes, or active contours, are used extensively in computer vision and image processing 
applications, particularly to locate object boundaries. Problems associated with their poor 
convergence to boundary concavities, however, have limited their utility. Gradient vector flow 
(GVF) is a static external force used in active contour method.  GVF is computed as a diffusion of 
the gradient vectors of a gray-level or binary edge map derived from the images. It differs 
fundamentally from traditional snake external forces in that it cannot be written as the negative 
gradient of a potential function, and the corresponding snake is formulated directly from a force 
balance condition rather than a variational formulation. 
 
The GVF uses a force balance condition given by  

                        
0)(

int =+ p

extFF
 ,  

where intF
is the internal force and 

)( p

extF
is the external force. 

The external force field 
),()(

yxVF
p

ext =
 is referred to as the GVF field. The GVF field 

),( yxV
 

is a vector field given by )],(),,([),( yxvyxuyxV =  that minimizes the energy functional 

dxdyfVfvvuu yxyx

222222 )( ∇−∇++++= ∫∫ µε
               

           This variational formulation follows a standard principle, that of making the results smooth 

when there is no data. In particular, when 
f∇

 is small, the energy is dominated by the sum of 
squares of the partial derivatives of the vector field, yielding a slowly varying field. On the other 

hand, when 
f∇

 is large, the second term dominates the integrand, and is minimized by setting 

fV ∇=
. This produces the desired effect of keeping V  nearly equal to the gradient of the edge 

map when it is large, but forcing the field to be slowly-varying in homogeneous regions. The 
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parameter 
µ

 is a regularization parameter governing the tradeoff between the first term and the 
second term in the integrand.  
           The GVF field gives excellent results on concavities supporting the edge pixels with 
opposite pair of forces, obeying force balance condition, in one of the four directions (horizontal, 
vertical and diagonal) unlike the traditional external forces which support either in the horizontal 
or vertical directions only.  The algorithm for edge image computation is given below: 
 
Algorithm: (edge image computation) 

1. Read the image and convert it to gray scale. 
2. Blur the image using a Gaussian filter. 
3. Compute the gradient map of the blurred image. 

4. Compute GVF. (100 iterations and 
2.0=µ

) 

5. Filter out only strong edge responses using σk , where  σ  is the standard deviation of 
the GVF. (k – value used is 2.5). 

6. Converge onto edge pixels satisfying the force balance condition yielding edge image. 
 

3. EXPERIMENTAL SETUP 

(a)  Data set: Wang’s [11] dataset comprising of 1000 Corel images with ground truth. The image 
set comprises 100 images in each of 10 categories. The images are of the size 256 x 384 or 384 
x 256. 
(b)  Feature set:  The feature set comprises color, texture and shape descriptors computed as 
follows: 
 
 Color and Texture: Conditional co-occurrence histograms between image and its complement 
in RGB color space provide the feature set for color and texture. The method is as explained 
below: 
 
Co-occurrence histogram computation. 
 

 
 

FIGURE 4:  Illustration of co-occurrence histogram and feature computation. 
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Our proposed method is an extension of the co-occurrence histogram method to multispectral 
images i.e. images represented using n channels. Co-occurrence histograms are constructed, for 
inter-channel and intra-channel information coding using image and its complement. The 

complement of a color image 
),,( BGRI =

in the RGB space is defined by 

),,()255,255,255( BGRBGRI ≡−−−= . The nine combinations considered in RGB color 

space are: ),,(),,(),,(),,(),,( BGGRRBBGGR ),(&),(),,(),,( BBGGRRRB , 
where R, G & B represent the Red Green and Blue channels of the input image and 

BGR &, represent the corresponding channels in the complement image. The translation vector 
is t[d,a] where d is distance and a is direction. In our experiments we have considered a distance 
of 1 (d=1) and eight angles (a=0

0
, 45

0
, 90

0
, 135

0
, 180

0
, 225

0
, 270

0
, 315

0
). Two co-occurrence 

histograms for each channel pair, for each of the eight angles, are constructed using a max-min 
composition rule, yielding a total of 16 histograms per channel pair. Then the histograms 
corresponding to opponent angles are merged yielding a total of 8 histograms per channel pair 
i.e. 0

0
 with 180

0
, 45

0
 with 225

0
, 90

0 
with 270

0 
and 135

0 
with 315

0.
 The feature set comprises of 216 

features in all with 3 features each computed from the normalized cumulative histogram i.e. 9 
pairs x 8 histograms x 3 features. The outline of the method is illustrated schematically in 
FIGURE 4. The method for histogram computation for one pair (RG), for one angle (0

0
) is 

presented below: 

 
 

FIGURE 5:  8-nearest neighbors of r and g  in R and G planes respectively. 
 

 
Method of computation of Histograms: 
 
1. A pixel r in R plane and a pixel g in the corresponding location in G plane are shown above 
with their immediate eight neighbors.  The neighboring pixels of r and g considered for co-
occurrence computation are shown by the circles in the FIGURE 5. 
2. Consider two histograms H1 and H2 for R based on the maxmin composition rule stated below: 

Let    α  = max(min(r,g1), min(g,r1)) 

Then, r ∈ H1 if  α  = min(r,g1) 

and  r ∈ H2 if  α  = min(g,r1) 
It yields 16 histograms per pair, 2 for each direction. 
 
Feature computation: 
 
The features considered are: 
a. The slope of the line of regression for the data corresponding to the normalized cumulative 
histograms [26]. 
b. The mean bin height of the cumulative histogram. 

r r1 r5 

r3 

 
r2 r4 

r7 

 
r8 r6 

R 

g g1 g5 

g7 

 
g8 g6 

G 

g3 

 
g2 g4 
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c. The mean deviation of the bins. 
 
A total of 216 features are computed for every image tile (per resolution). 
 
Shape: Translation, rotation, and scale invariant one-dimensional normalized contour sequence 
moments are computed on the edge image [24,25]. The gray level edge images of the R, G and 
B individual planes are taken and the shape descriptors are computed as follows: 
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 The z(i) is the set of Euclidian distances between centroid and all N boundary pixels of the 
digitized shape. 
 
A total of 12 features result from the above computations. In addition, moment invariant to 
translation, rotation and scale is taken on R, G and B planes individually considering all the pixels 
[24]. The transformations are summarized as below: 
 

                               
γµ

µ
η

00

pq

pq =

,  
where 

1
2

+
+

=
qp

γ
, (Central moments)     0220 ηηφ +=

,    (Moment invariant) 
 
The above computations will yield additional 3 features amounting to a total of 15 features. 
 
The distance between two images is computed as D =  D1+ D2 + D3, where D1 and D2 are the 
distance computed by integrated matching scheme at two resolutions and  D3 is the distance 
resulting from shape comparison. 
 
Canberra distance measure is used for similarity comparison in all the cases. It allows the feature 
set to be in unnormalized form. The Canberra distance measure is given by: 
 

                    
∑

= +

−
=

d

i ii

ii

yx

yx
yxCanbDist

1

),(

 ,  

where x and 
y

are the feature vectors of database and query image, respectively, of dimension d.  
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4. EXPERIMENTAL RESULTS 

The experiments were carried out as explained in the sections 2 and 3. 
 
           The results are benchmarked with standard systems using the same database as in 
[3,5,20,21]. The quantitative measure defined is average precision as explained below: 

                 
∑

=≤≤≤

=
)()(,100),(,10001

1
100

1
)(

iIDjIDjirj

ip

 ,  
where p(i) is precision of query image i, ID(i) and ID(j) are category ID of image i and j 

respectively, which are in the range of 1 to 10. The 
),( jir
is the rank of image j (i.e. position of 

image j in the retrieved images for query image i , an integer between 1 and 1000). 
This value is the percentile of images belonging to the category of image i in the first 100 
retrieved images. 

The average precision tp
 for category     t )101( ≤≤ t

is given by 

                        
∑

=≤≤

=
tiIDi

t ipp
)(,10001
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100
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            The comparison of experimental results of proposed method with other standard retrieval 
systems reported in the literature [3,5,20,21] is presented in Table 1. The SIMPLIcity and FIRM 
are both segmentation based methods. Since in these methods, textured and non textured 
regions are treated differently with different feature sets, their results are claimed to be better than 
histogram based method [21]. Further, edge based system [20] is at par or at times better than 
SIMPLIcity [5] and FIRM [3]. But, in most of the categories our proposed method has performed 
at par or at times even better than these systems. FIGURE 4 shows the sample retrieval results 
for all the ten categories. The first image is the query image. 
 
           The experiments were carried out on a Pentium IV, 1.8 GHz processor with 384 MB RAM 
using MATLAB. 
 
 

Average Precision  
 
Class 

SIMPLIcity 
[5] 

Histogram 
Based 
[21] 

FIRM 
 
[3] 

Edge 
Based 
[20] 

Proposed 
Method 

Africa .48 .30 .47 .45 .54 

Beaches .32 .30 .35 .35 .38 

Building .35 .25 .35 .35 .40 

Bus .36 .26 .60 .60 .64 

Dinosaur .95 .90 .95 .95 .96 

Elephant .38 .36 .25 .60 .62 

Flower .42 .40 .65 .65 .68 

Horses .72 .38 .65 .70 .75 

Mountain .35 .25 .30 .40 .45 

Food .38 .20 .48 .40 .53 

 
TABLE 1: Comparison of average precision obtained by proposed method with other standard 

retrieval systems[3],[5,[20,[21]. 
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5. CONSLUSIONS 

We have proposed a novel method for image retrieval using color, texture and shape features 
within a multiresolution multigrid framework. The images are partitioned into non-overlapping 
tiles. Texture and color features are extracted from these tiles at two different resolutions in two 
grid framework. Features drawn from conditional co-occurrence histograms computed by using 
image and its complement in RGB color space, serve as color and texture descriptors. An 
integrated matching scheme based on most significant highest priority (MSHP) principle and 
adjacency matrix of a bipartite graph constructed between image tiles, is implemented for image 
similarity. Gradient vector flow fields are used to extract shape of objects. Invariant moments are 
used to describe the shape features. A combination of these color, texture and shape features 
provides a robust feature set for image retrieval. The experiments using the Corel dataset 
demonstrate the efficacy of this method in comparison with the existing methods in the literature.  
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