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ABSTRACT 

 
Mobile ad hoc network does not have traffic concentration points such as 
gateway or access points which perform behavior monitoring of individual nodes. 
Therefore, maintaining the network function for normal nodes when other nodes 
do not route and forward correctly is a big challenge. This paper, address the 
behavior based anomaly detection technique inspired by the biological immune 
system to enhance the performance of MANET to operate despite the presence 
of misbehaving nodes.  Due to its reliance on overhearing, the existing  watchdog 
technique may fail to detect misbehavior or raise false alarms in the presence of 
ambiguous collisions, receiver collisions, and limited transmission power. Our 
proposed scheme uses intelligent machine learning techniques that learns and 
detects each node by false alarm and negative selection approach. We consider 
DSR, AODV and DSDV [1]  as underlying routing protocol which are highly 
vulnerable to routing misbehavior. Analytical and simulation results are presented 
to evaluate the performance of the proposed scheme. 
  
Keywords: intrusion detection, anomaly detection, mobile ad hoc network, security. 

 

 

1. INTRODUCTION 

A Mobile Ad Hoc Network (MANET) is a collection of mobile nodes (hosts) which communicate 
with each other via wireless links either directly or relying on other nodes as routers. The network 
topology of a MANET may change rapidly and unpredictably.  In a MANET, different mobile 
nodes with different goals share their resources in order to ensure global connectivity. However, 
some resources are consumed quickly as the nodes participate in the network functions. For 
instance, battery power is considered to be most important in a mobile environment. An individual 
mobile node may attempt to benefit from other nodes, but refuse to share its own resources. 
Such nodes are called selfish or misbehaving nodes and their behavior is termed selfishness or 
misbehavior [2]. One of the major sources of energy consumption in the mobile nodes of 
MANETs is wireless transmission [3]. A selfish node may refuse to forward data packets for other 
nodes in order to conserve its own energy.  
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 In order to mitigate the adverse effects of routing misbehavior, the misbehaving nodes need to 
be detected so that these nodes can be avoided by all well-behaved nodes. In this paper, we 
focus on the following problem: 
 
1.1 Misbehavior Detection and Mitigation: In MANETs, routing misbehavior can severely 
degrade the performance at the routing layer. Specifically, nodes may participate in the route 
discovery and maintenance processes but refuse to forward data packets. How do we detect 
such misbehavior? How can we make such detection processes more efficient (i.e., with less 
control overhead) and accurate (i.e., with low false alarm rate and missed detection rate)? 
 
The existing two extensions to the Dynamic Source Routing algorithm (DSR) [4] to mitigate the 
effects of routing misbehavior: the watchdog and the path rater. In this technique, Watchdog's 
weaknesses are that it might not detect a misbehaving node in the presence of 1) ambiguous 
collisions, 2) receiver collisions, 3) limited transmission power, 4) false misbehavior, 5) collusion, 
and 6) partial dropping. 
 
In this paper we explore a behavior based intrusion detection techniques which assume that an 
intrusion can be detected by observing deviations from the normal or expected behavior of the 
nodes. The intrusion detection systems compare this behavior model with activities of normal 
node. When the deviation is observed, an alarm is generated.  
 
We have implemented behavior based anomaly detection to the underlying DSR, AODV and 
DSDV  Source routing algorithms. The basic idea of the behavior-based approach involves 
Negative Selection Algorithm (NSA).The detectors are capable of distinguishing well-behaving 
nodes from the misbehaving nodes with a good degree of accuracy. The False positives (or False 
Alarms) could be minimized to good extent though some False Negatives exist because of subtle 
differences between good and bad behaviors in this experimentation. 
 
The rest of the paper is organized as follows: In Section 2, we summarize the various approaches 
for router misbehavior detection and mitigation that have been proposed and studied in the 
literature. In Section 3, we discuss the details of Negative Selection Algorithm (NSA), and section 
4 describes router misbehavior and attacking scenarios. In Section 5, we present simulation 
environment, performance metrics and discuss our simulation results that compare which 
protocol is better for behavior based detection. We conclude the work in Section 6. 
 
 

2. RELATED WORK  

The security problem and the misbehavior problem of wireless networks including MANETs have 
been studied by many researchers, e.g., [4], [5], [6], [7]. Various techniques have been proposed 
to prevent selfishness in MANETs. These schemes can be broadly classified into two categories: 
credit-based schemes and reputation-based schemes. 
 
2.1 Credit-Based Schemes 
 
The basic idea of credit-based schemes is to provide incentives for nodes to faithfully perform 
networking functions. In order to achieve this goal, virtual (electronic) currency or similar payment 
system may be set up. Nodes get paid for providing services to other nodes. When they request 
other nodes to help them for packet forwarding, they use the same payment system to pay for 
such services[8], [9], [10].The main problem with credit-based schemes is that they usually 
require some kind of tamper-resistant hardware and/or extra protection for the virtual currency or 
the payment system. We focus on reputation-based techniques in this paper instead. 
 
2.2 Reputation-Based Schemes 
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The second category of techniques to combat node misbehavior in MANETs is reputation-based 
[11]. In such schemes, network nodes collectively detect and declare the misbehavior of a 
suspicious node. Such a declaration is then propagated throughout the network so that the 
misbehaving node will be cut off from the rest of the network. 
 
In [12], Marti et al. proposed a scheme that contains two major modules, termed watchdog and 
pathrater, to detect and mitigate, respectively, routing misbehavior in MANETs.Nodes operate in 
a promiscuous mode wherein the watchdog module overhears the medium to check whether the 
next-hop node faithfully forwards the packet. At the same time, it maintains a buffer of recently 
sent packets. A data packet is cleared from the buffer when the watchdog overhears the same 
packet being forwarded by the next-hop node over the medium. If a data packet remains in the 
buffer for too long, the watchdog module accuses the next hop neighbor of misbehaving. Thus, 
the watchdog enables misbehavior detection at the forwarding level as well as the link level. 
Based on the watchdog’s accusations, the path rater module rates every path in its cache and 
subsequently chooses the path that best avoids misbehaving nodes. Due to its reliance on 
overhearing, however, the watchdog technique may fail to detect misbehavior or raise false 
alarms in the presence of ambiguous collisions, receiver collisions, and limited transmission 
power, as explained in [12]. 
 
The CONFIDANT protocol proposed by Buchegger and Le Boudec in [13] is another example of 
reputation-based schemes. The protocol is based on selective altruism and utilitarianism, thus 
making misbehavior unattractive. CONFIDANT consists of four important components—the 
Monitor, the Reputation System, the Path Manager, and the Trust Manager. They perform the 
vital functions of neighborhood watching, node rating, path rating, and sending and receiving 
alarm messages, respectively. Each node continuously monitors the behavior of its first-hop 
neighbors. If a suspicious event is detected, details of the event are passed to the Reputation 
System. Depending on how significant and how frequent the event is, the Reputation System 
modifies the rating of the suspected node. Once the rating of a node becomes intolerable, control 
is passed to the Path Manager, which accordingly controls the route cache. Warning messages 
are propagated to other nodes in the form of an Alarm message sent out by the Trust Manager. 
The Monitor component in the CONFIDANT scheme observes the next hop neighbor’s behavior 
using the overhearing technique. This causes the scheme to suffer from the same problems as 
the watchdog scheme. 
 
There exist some wireless intrusion detection systems WLAN IDS [14] that encompasses 
components such as data collection, intrusion detection and an additional secure database to log 
anomalies. Another IDS were designed to secure wireless networks (WLAN). One such IDS [15] 
suggest to detect intrusions such as abnormal routing table updates and attacks at the MAC 
layer. 
 

3. Negative Selection Algorithm (NSA) 

 

The Negative Selection Algorithm (NSA) is based on the principles of self/non-self discrimination 

in the immune system. It can be summarized as follows:  

1. Define  self  as  a  collection  S of  elements  in  a  feature space X,  a  collection  that  

needs  to  be  monitored.  For instance,  if  X corresponds  to  the  space  of  states  of  a  

system represented by a list of features, S can represent  the subset of states that are 

considered as normal for the system. 

2. Generate a set F of detectors, each of which fails to match any string in S. 

3. Monitor S for changes by continually matching the detectors in F against S. If  any  

detector  ever matches, then  a  change  is  known  to  have  occurred,  as  the detectors  

are  designed  not to  match  any  representative samples of S. 

In this work, we propose a hybrid approach for misbehavior detector generation 
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3.1 Anomaly detection 
The  anomaly  detection  process  aims  at distinguishing a  new  pattern as  either part of  self  or  
non- self,  given  a  model  of  the  self  (normal  data)  set.  The problem space, denoted by X in 
an n - dimensional space; the self  set  is  denoted  as S and  let N be  the complementary space 
of S It is assumed that each attribute is normalized to [0, 1],  

then S  ⊆ [0,1]
n  

 S ∪N = X,  S ∩  N = Ф  
Given the normal behavior of a system S the characteristic function of S defined   

as NS (p) = 1, p Є S    
                               0, p Є N         is used to distinguish between self and non-self 
 

In order to generate detectors through an evolutionary process, we used a structured genetic 

algorithm (sGA), which is suitable for encoding different detector shapes [16]. 
 
 
3.2 The Structured GA 
A  structured GA  (sGA)  is a  type of  evolutionary algorithm  [17]  that  incorporates  redundant  
genetic  material, which  is  controlled by  a  gene  activation mechanism.  It utilizes  multi-layered  
genomic  structures for  its chromosome  i.e.  all genetic material  (expressed  or  not)  is 
‘structured’ into a hierarchical chromosome.  The activation mechanism  enables and disables 
these  encoded  genes.  The implicit  redundancy has  the  advantages  of  maintaining genetic 
diversity  necessary  in  solving  complex  search  and optimization  applications.  The  capacity  
to  maintain  such diversity  however depends  on  the  amount  of  redundancy incorporate in the 
structure. 
The  sGA as shown in Figure.1  interprets  the  chromosome  as  a hierarchical structure;  thus, 
genes at any level can  be either active or passive, and high-level genes activate or deactivate 
sets  of  low-level  genes.  Thereby,  the dynamic  behavior at any  level, whether  the  genes will  
be  expressed phenotypically or not, is governed  by the  high level  genes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURE 1: Structured GA representation of a chromosome with n      different gene sets 

 
This  illustration  shows  that  the  representation scheme for a chromosome tree has a control 
gene activating one of  the  shapes  in  phenotype  space  where  each  shape identifies  a  
detector  shape. A  detector  is  defined  in  an n- dimensional space  as a geometrical shape, 
such as a  hyper sphere, a  hyper-rectangle or a hyper-ellipse.  The matching rule is expressed  
by  a membership  function associated with the detector, which is a function of the detector-
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sample pattern  distance  [18]  (Euclidean  or  any  other distance measure). A set  of good  
samples  (also known as  self) represented  by n- dimensional  points  are  given  as  inputs  to 
the algorithm. 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 2: Encoding multi-shaped detectors: a chromosome having  high level control and low level 
parameters for three different shapes: hyper spheres, hyper-rectangles and hyper-ellipses 

detectors. 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

FIGURE 3: General framework for detector generation 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 4: Modular subdivision of the detector generation process 
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As  depicted in Figure  3,  the goal of the  algorithm is  to  evolve  a  set  of  detection  rules  to  
cover  the non-self space. The iterative  process  to  generate a  set  of  detectors (Figure 4) is 
driven by two main goals :Minimize overlap with self, and Make the detectors  as  large as  
possible and  keep them separate from each other, in order to maximize the non- self  covering  
(This  is  referred  to  as  the  coverage parameter in all our experiments).In  this  work,  we  
assumed  that  the  self  data points representing the  events  of  good traffic  network  behavior 
while non-self data  points  represent  the  misbehaving event sequences. 
 
 

4. PROBLEM OF ROUTING MISBEHAVIOR 

In this section, we describe the problems caused by routing misbehavior. Then , we illustrates 
detection of flooding attacks, and DoS attack scenarios. 

4.1 Routing Misbehavior Model 

We present the routing misbehavior model considered in this paper in the context of the 
DSR,AODV and DSDV protocol . Due to its popularity and recognized by IETF MANET group, we 
use these routing protocols to illustrate our proposed anomaly detection add-on scheme. The 
details of DSR,AODV and DSDV can be found in [5].  
 
We focus on the following routing misbehavior: A selfish node does not perform the packet 
forwarding function for data packets unrelated to itself. However, it operates normally in the Route 
Discovery and the Route Maintenance phases of the routing protocol. Since such misbehaving 
nodes participate in the Route Discovery phase, they may be included in the routes chosen to 
forward the data packets from the source. The misbehaving nodes, however, refuse to forward 
the data packets from the source. This leads to the source being confused. The existence of a 
misbehaving node on the route will cut off the data traffic flow. The source has no knowledge of 
this at all. 

In this paper, we propose the intelligent machine learning technique to detect such 
misbehaving nodes. Routes containing such nodes will be eliminated from consideration. The 
source node will be able to choose an appropriate route to send its data.  
 
 

4.2 Detecting Router Misbehavior 

Wireless Ad hoc  networks using routing protocol such as DSR, AODV and DSDV are highly  
vulnerable  to (packet) routing  misbehavior due  to  misbehaving, faulty  or compromised  nodes . 
We  describe  detection of flooding attacks and two attack scenarios. 

4.3 Detecting Flooding Attacks 

From  the work of  [19]  it was  seen  that 802.11b wireless networks suffers from some inherent 
flaws and are therefore prone  to  more attacks than  wired  networks because there  is  no need 
of  any physical access to wireless networks. We  first  show how  the  above  approach  can be 
used  to detect  flooding  attacks. We implemented two familiar  attacks  based on  the  guidelines  
in our previous work  [19].  The  two  attacks  are  Denial  of  Service  attack from an attacker 
machine outside the wireless network, and Denial  of  Service  attack  from  a  compromised 
machine inside the wireless network. The first attack was launched in a simulation environment 
consisting of some wireless stations  and an  Access Point  (Figure  5),  while  the  second  one  
is implemented  using  a  network  simulator  tool  called Qualnet 4.5 (Figure 6).   
 
The detection results indicate that in all the three cases  the Negative Detectors were able to 
detect the attacks with good detection rate. We briefly illustrate the attack scenario and the 
results for  the Ad-hoc  network  case. The simulation scenario comprises of an Ad-hoc WLAN 
with three  wireless stations communicating with  each  other (Figure 5), and established normal  
traffic flow. An attacker machine  lunches  a  PING flood attack  to  a  wireless  node This attack 
is launched by setting DoS attack in the configuration setting .  
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FIGURE 5: Ping Flood DoS in Ad-Hoc Network from an attacker machine 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 6: DoS attack by a compromised node in the Wireless network implemented in Qualnet 4.5 

 
 
The  ICMP  (Internet  Control  Message  Protocol) packet  sequence  numbers  are collected at  
the  Ad-hoc node different from the victim machine, which keeps pinging, on the  victim machine  
throughout the  experiments.  The  time taken for each packet to reach the destination node is 
noted when  each ping (ICMP)  packet  is  sent. It is  observed  that during the occurrence of  an 
attack, there are some drops in the ICMP packets. In addition, the time  taken  to reach  the 
destination host increased when the attack was launched. 

A network simulator (Qualnet  version 4.5) is  used to  simulate an Ad-hoc network.  Figure 6 
shows  a  scenario with 10 nodes and the traffic flow among them. These nodes are labeled, 
ranging  from  Node 0  to Node  9. Constant  Bit Rate (CBR) traffic  is  defined between Node 0 
and  Node  2 Node 3 to Node  4, Node  4  to  Node6, Node  5  to  Node  3 Node  6 to  Node 7,  
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Node 1 to  Node 8, Node  9  to Node 2, Node 8 to Node  7 and File Transfer  Protocol (FTP)  
traffic flows  between  Node 1  and Node2.  The  start  times  for  all these traffics  are preset. The 
attack  is  launched from Node 0 to Node  2.  The attack is  simulated as  DoS  with  heavy traffic  
flow  in  a  short  time  interval. During  these periods when  the  attack was  launched,  the  
number  of  legitimate packets received  by the victim node  (Node 2) was reduced The  
sequence  numbers resulting  from  the  connection between different nodes and Node 2 were 
collected. 

We  are  using  this  approach  in  order  to  test  our detection approach, although  a more 
realistic approach (the complete  network  profile  rather  than  monitoring  a  single node) is  
used  in this  work  for misbehavior  detection [20],[21]. The primary objective was  to  evaluate  
our  model  in  terms  of good detection rates and low alarm rates for wireless ad-hoc network’s 
routing layer. 

5.  Simulation Environment 

Qualnet simulator [22] provides a scalable simulation environment for large  wireless and  wireline 
communication  networks.  Its scalable  architecture  supports up  to  thousand  nodes  linked by 
a heterogeneous communications capability that includes multi-hop  wireless  communications  
using  ad-hoc networking. 
 
 

 
Table 1 : Simulation System parameters 

 
 
Qualnet simulator version 4.5 from  has been used to analyze the reactive routing protocols 
DSR,AODV and DSDV. The under lying MAC protocol defined by IEEE 802.11 was used Traffic 
sources of both continuous bit rate (CBR) based on TCP for 10 sources were generated. The 
CBR and TCP mobility scenario of 20  nodes  with a  maximum  speed of  20 seconds and for  a 
simulation  area  of 500 × 500 with 4.0 kbps  was  generated. Each model had five scenario files 

Simulation System parameters 

Parameter Default value(s) 
 

Routing protocol   DSR,AODV and 
DSDV 

Simulation time   60 minutes   

Simulation area in 
meters   

800x1000 

Number of nodes  60   

Radio range   380 m   

Propagation Path 
loss model   

Two-ray   

Mobility model   
 

Random 

Mobility speed 
(no pauses)    

1m/s   

Misbehaving 
nodes   

5, 10, 20   

Traffic type   telnet,CBR 

Payload size   512 bytes   

Frequency/rate   
 

0.2-1s 

Radio-
Bandwidth/link 
speed   
 

2Mbps 
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generated with different pause times of 0, 10, 30, 40, and 50 seconds. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 

Table 1 : Detection System Parameters 

 
 
5.1 Experimental Details 
 
The incorporation of misbehavior into the network is  the  same  as  done  in  [19].  We reiterate  
for  clarity.  The nodes can be  set  to  misbehave  as  a  Boolean  parameter.  It can be set or 
reset. Using this implementation capability we could have different  numbers of misbehavior set up 
(In our experiments, 5 10  and 20  were involved).  The  misbehavior are  implemented  in  two  
ways  -  (1) Nodes  neither  forward route requests nor answer  the route replies from their  route 
cache.  (2)  The  nodes  do  not  forward  data  packets.  The misbehavior probability is a control 
parameter such that the misbehaving nodes  behave  badly  only  during  certain times in  the  
simulation  run.  The  same  or  different  probabilities could be utilized in either case. We  used  an  
implementation  of  the  routing packets  traffic data using DSR ,AODV and DSDV protocol, in 
Qualnet [22] that  provides  an  excellent  environment  for wireless mobile ad-hoc  networks.  For  
data  set  collection,  detection  and analysis,  crucial  simulation  and  detection  parameters,  as 
defined  in  Table  1 and 2  were  used.   
 
5.2 Performance measures 
 
The  experimental  simulation  aims  at  finding  and reporting  the detection behavior  of  the 
generated  nodes in correctly  identifying the misbehaving nodes as well as how well  it  could  
identify  such  deviations  in  behavior. Our experimental results are based on the following 
metrics. 
1. Average detection rates for the misbehaving nodes is defined as detection rate (D.R.) = (true 
positives)/ (true positives + false negatives). 
2. Average  False  Alarm  rates for  misclassifying the well behaving nodes is defined  as false  
alarm  rate  (F.A.R)  =  (false positives) / (false positives + true negatives). 

Detection System parameters 

Parameter Default value(s) 
 

Upper  limit  for  Events  
sequence  sets  of  a 
Monitored Node for 
learning 

500 
 

Number of subsequences 
in a sequence set   

4 

Upper  limit  for  the  
number  of  events  in  a 
sequence set 

40 
 

Upper limit for a 
sequence set collection   

10s 

Misbehavior probability   0.8 

Two-ray  Learning data 
threshold   

0.001 - 0.1 

Threshold for detection 
(% of Detection rate)   

0.25 

Mutation probability   0.05-0.1 

Crossover probability   0.6 

Normalized space range  [0.0, 1.0] 

Number of dimensions   4, 2 



T.V.P.Sundararajan & Dr.A.Shanmugam 

 

International Journal of Computer Science and Security (IJCSS), Volume (3): Issue (2)  71 

 
where, true positives refer to the number of abnormal  cases identified as abnormal in the given 
data set of vector points. False  positives  refers  to  the  number  of  normal  cases mistakenly  
identified  as  abnormal;  true negatives  refer  to the number of normal event sequences (normal 
cases) in the entire  sequence correctly  identified  as  normal  while false negatives  are  the  
count of  the  number  of  those  abnormal sequences that the detector set classified as normal. 
Whenever  and  wherever we  refer  to positive detection and  misclassifications,  we  refer  to 
these metrics respectively. 
 
5.3 Simulation Results and Analysis: 
Based on the Performance metrics, we present the following results here  for clarity. To study the 
feasibility of our proposed detection scheme, we have implemented behavior based anomaly 
detection in a network simulator and conducted a series of simulations to evaluate its 
effectiveness. We choose three specific ad-hoc wireless protocols as the subjects of our study. 
They are DSR protocol, AODV protocol, and DSDV protocol. They are selected as they represent 
different types of ad-hoc wireless routing protocols, proactive and on-demand. We now show how 
our anomaly detection methods can be applied to these protocols and demonstrate the 
effectiveness of our models can be used on other different scenarios. 
 
It is interesting to observe that DSR with its results outperforms AODV, DSDV protocols a lot, 
while the DSDV is the worst. The simulation results as shown in figure.7 and figure.8 demonstrate 
that an behavior based anomaly detection approach can work well on different wireless ad-hoc 
networks. That is, the normal behavior of a routing protocol can be established and used to detect 
misbehaving nodes. 
 
 Having done the simulations on three ad-hoc routing protocols, we now attempt to answer this 
question - which type of protocol is “better" for misbehavior detection. Our solution tends to prefer 
DSR and AODV,even in the first look its route update is not as ‘regular" as DSDV. After detail 
analysis of these protocols, we believe that misbehavior detection works better on a routing 
protocol in which a degree of redundancy exists within its infrastructure. DSR embeds a whole 
source route in each packet dispatched, hence making it harder to hide the intrusion by faking a 
few routing information. We call this a path redundancy. Further, the DSR and AODV route 
update depends on traffic demand, which makes it possible to establish relationships between 
routing activities and traffic pattern. We call this a pattern redundancy. DSDV, in contrast, has a 
very weak correlation between control traffic and data traffic, even when we preserve the traffic 
feature. Note that DSR and AODV are both on-demand protocols. We therefore believe that 
those types of redundancy have helped on-demand protocols to have a better performance. 
 
Detection  capabilities : In  all  these  experiments, average  detection  rates as shown in 
figure.7 were  substantially  higher  than the  detection  threshold.  This demonstrates that all 
misbehaving nodes were detected and  classified  as misbehaving  while the  well-behaving  
nodes were classified as normal. Depending on the detector sets the average  rates  of  detection 
and average false alarm rates (misclassifications) as in figure.8  were close  to  the  median of  
the  best  and  worst cases. We show that average false alarm rate as a function of number of 
misbehaving nodes. It can be observed that the average false alarm rate reduces as number of 
misbehaving nodes increases for DSR,AODV and DSDV protocols. However, false alarm rates of 
DSR is greater than AODV,DSDV for various threshold values. This is due to the fact that routes 
are broken  frequently when the network is under the influence of Denial of Service attacks. 
 
Impact  of  the  learning threshold  parameter : It  is clearly  discernable  from  the  
experimental  results that most of the misbehaviors are subtle and hence difficult to distinguish  
from  the benevolent  behaviors.  This results in high false negatives thus lowering the detection 
rates.  Thus a lower threshold value (0.001). has a higher detection rate compared to the higher 
ones For a  given  learning  threshold value,  the  number of misbehaving  nodes also  play  a  
distinguished  role.  As the number of misbehaving nodes increases, the detection rates decrease 
slightly. 
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FIGURE 7:  Detection Performance of DSR, AODV and DSDV 
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FIGURE 8: False Alarm Rates of DSR, AODV and DSDV 
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6. CONCLUSIONS AND FUTURE WORK 
We proposed to use behavior based anomaly detection learning technique in  which learning  of  
good behavior node and  detection  of misbehavior  node is  carried out  in  a  simulated  ad-hoc  
wireless environment.  The  cooperative  approach  generated multi-shaped detectors  (a  set  of  
rules)  defining  a  boundary  for  the unknown regions  of  the behavior  space. In  certain  cases,  
it would require a large amount of training (good) data as well as the  number  of efficient 
detectors[23],[24]. Sometimes, for very subtle misbehavior detection, more detectors with better 
coverage are necessary. We used a three set of protocol like DSR, AODV and DSDV, to test the 
effect of our proposed approach.   With the use of learning threshold for the detectors learning, 
certain subtle abnormalities are supposedly captured. We have found that the anomaly detection 
works better on DSR rather than AODV and DSDV. However performance of the DSR  is  very 
sensitive  to  some parameters that require careful tuning. More specifically, on-demand protocols 
usually work better than table-driven protocols because the behavior of on-demand protocols 
reflects the correlation between traffic pattern and routing message ows[25].The preprocessing of 
raw data for matching the misbehavior needs to be carefully analyzed. 

 

It is more difficult to decide the behavior of a single node. This is mainly due to the fact that 
communication takes place between two nodes and is not the sole effort of a single node. 
Therefore, care must be taken before punishing any node associated with the misbehaving links. 
When a link misbehaves, either of the two nodes associated with the link may be misbehaving. In 
order to decide the behavior of a node and punish it, we may need to check the behavior of links 
around that node. This is a potential direction for our future work. 
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