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Abstract 
 
There are many popular problems in different practical fields of computer sciences, database 
applications, Networks and Artificial intelligence. One of these basic operations and problems is 
sorting algorithm; the sorting problem has attracted a great deal of research. A lot of sorting 
algorithms has been developed to enhance the performance in terms of computational 
complexity. there are several factors that must be taken in consideration; time complexity, 
stability, memory space. Information growth rapidly in our world leads to increase developing sort 
algorithms.a stable sorting algorithms maintain the relative order of records with equal keys This 
paper makes a comparison between the Grouping Comparison Sort (GCS) and conventional 
algorithm such as Selection sort, Quick sort, Insertion sort , Merge sort and Bubble sort with 
respect execution time to show how this algorithm  perform reduce execution time. 
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1. INTRODUCTION 
Sorting is a process of rearrangement a list of elements to the correct order since handling the 
elements in a certain order more efficient than handling randomize elements [1].Sorting and 
searching are among the most common  programming processes, as an example take  database 
applications if you want to maintain the information and ease of retrieval you must  keep 
information in a sensible order, for example, alphabetical order, ascending/descending order and 
order according to names, ids, years, departments, etc. 
 
Information growth rapidly in our world leads to increase developing sort algorithms. Developing 
sort algorithms through improved performance and decreasing complexity, it has attracted a great 
deal of research; because any effect of sorting algorithm enhancement of the current algorithms 
or product new algorithms that reflects to optimize other algorithms. Large number of algorithms 
developed to improve sorting like merge sort, bubble sort,  insertion sort, quick sort ,selection sort 
and others, each of them has a different mechanism to reorder elements which increase the 
performance and efficiency of the practical applications and reduce time complexity of each one. 
When comparing between various sorting algorithms, there are several factors that must be taken 
in consideration; first of them is the time complexity, the time complexity of an algorithm 
determined the amount of time that can be taken by an algorithm to run [3][7][27]. This factor 
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different from sorting algorithm to another according to the size of data that we want to reorder, 
some sorting algorithm inefficient and too slow. The time complexity of an algorithm is generally 
written in form  big O(n) notation, where the O represents the complexity of the algorithm and a 
value n represent the number of elementary operations performed by the algorithm [8].The 
second factor is the stability[26], means; algorithm keeps elements with equal values in the same 
relative order in the output as they were in the input. [2][3][9]. Some sorting algorithms are stable 
by its nature such as insertion sort, merge sort, bubble sort, while some sorting algorithms are 
not, such as  quick sort, any given sorting algorithm which is not stable can be modified to be 
stable [3]. The third factor is memory space, algorithm that used recursive techniques need more 
copies of sorting data that affect to memory space [3][9].Many previous researches have been 
suggested to enhance the sorting algorithm to maintain memory and improve efficiency. Most of 
these algorithms are used comparative operation between the oldest algorithm and the newest 
one to prove that. 

 

2. PERFORMANCE IN AVERAGE CASE BETWEEN SORTING AlGORITHMS 
the following studies are previous study on the same research which make a comparative 
between different type of sorting algorithms: 
 
(Pooja Adhikari,2007) The performance of any computation depends upon the performance of 
sorting algorithms.Like all complicated problems, there are many solutions that can achieve the 
same results. This paper choose two of the sorting algorithms among them selection sort and 
shell sort and compares the various performance factor among them. 
 
(Davide Pasetto Albert Akhriev,2011) In this paper we provide a qualitative and quantitative 
analysis of the performance of parallel sorting algorithms on modern multi-core hardware. We 
consider several general-purpose methods,which are widely regarded among the best algorithms 
available, with particular interest in sorting of database records and very large arrays (several 
gigabytes and more), whose size far exceed L2/L3 cache. 
 
(ADITYA DEV MISHRA  & DEEPAK GARG,2008)Many different sorting algorithms have been 
developed and improved to make sorting fast. As a measure of performance mainly the average 
number of operations or the average execution times of these algorithms have been investigated 
and compared. There is no one sorting method that is best for every situation. Some of 
the factors to be considered in choosing a sorting algorithm include the size of the list to be 
sorted, the programming effort, the number of words of main memory available, the size of disk or 
tape units, the extent to which the list is already ordered, and the distribution of values 
 
This paper implemented of Selection sort, Quick sort, Insertion sort , Merge sort ,Bubble sort and 
GCS algorithms using C++ programming language, and measure the execution time of all 
programs with the same input data using the same computer. The built-in function (clock ()) in 
C++ is used to get the elapsed time of the implementing algorithms, execution time of a program 
is measured in milliseconds [6].The performances of GCS algorithm and a set of conventional 
sort algorithms are comparatively tested under average cases by using random test data from 
size 10000 to 30000. The result obtained is given in Table 1 to Table 6 for each Algorithm and the 
curves are shown in figure 1. 

 
Selection sort 
Selection sorts the simplest of sorting techniques. It's work very well for small files, also It's has a 
quite important application because each item is actually moved at most once [4]. It has O (n2) 
time complexity, making it inefficient on large lists. Selection sort has one advantage over other 
sort techniques[15][16]. Although it does many comparisons, it does the least amount of data 
moving. That means, if your data has small keys but large data area, then selection sorting may 
be the quickest.[8] .In Table 1 the execution time  and number of elements as follow: 
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Number of elements Running time (ms) 

10000 2227 

20000 5058 

30000 8254 

 

TABLE 1: Running Time for Selection Sort. 

Insertion sort 
Insertion sort is very similar to selection sort. It is a simple sorting algorithm that builds the final 
sorted list one item at a time[18]. It has O (n2) time complexity, It is much less efficient on large 
lists than more advanced algorithms such as quick sort, heap sort, or merge sort. However, 
insertion sort provides several advantages Simple implementation and, Efficient for small data 
sets [10][17] .In Table 2 the execution time and number of elements as follow: 
 

Number of elements  Running time (ms) 

10000 1605 

20000 3678 

30000 6125 

 

TABLE 2: Running Time for Insertion Sort. 

Merge sort 
Merge sort is a divide and conquer algorithm .It's Divide the list into two approximately equal sub 
lists, Then Sort the sub lists recursively[19]. It has an O (n log n) Time complexity .merge sort is a 
stable sort, parallelizes better, and is more efficient at handling slow-to-access sequential media. 
Merge sort is often the best choice for sorting a linked list [11][20]. In Table 3 the execution time 
and number of elements as follow: 
 

Number of elements Running time (ms) 

10000 728 

20000 1509 

30000 2272 

 

TABLE 3: Running time for merge sort 

Quick sort 
In this sort an element called pivot is identified and that element is fixed in its place by moving all 
the elements less than that to its left and all the elements greater than that to its right. Since it 
partitions the element sequence into left, pivot and right it is referred as a sorting by partitioning. 
It's an O (n log n) Time complexity in average case[21][22]. In Table 4 the execution time and 
number of elements as follow: 

 

Number of elements Running time (ms) 

10000 489 

20000 1084 

30000 1648 

 

TABLE 4: Running Rime for Quick Sort. 
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Bubble sort 
Bubble sort is a simple sorting algorithm that works by repeatedly; it's comparing each pair of 
adjacent items and swapping them if they are in the wrong order. This passing procedure is 
repeated until no swaps are required, indicating that the list is sorted [13][23]. It has a O (n2)  
Time complexity means that its efficiency decreases dramatically on lists of more than a small 
number of elements [12][24]. In Table 4 the execution time and number of elements as follow: 

 

Number of elements Running time (ms) 

10000 1133 

20000 3103 

30000 5730 

 

TABLE 5: Running Time for Bubble Sort. 

Grouping Comparison sort 
In this sort we divide the list of elements into groups; each group contains three elements that 
compare with the first element of next groups. Performance has been decreased by GCS 
algorithm, mainly if the input size more than 25000 elements that returned increasing number of 
comparison, the performance have been improved when size of input is less than 25000 
elements. It has a time complexity O (n2) [14]. In Table 6 the execution time and number of 
elements as follow: 

 

Number of elements  Running time (ms) 

10000 1124 

20000 3374 

30000 6687 

 

TABLE 6: Running Time for Comparison Sort. 

 
3. COMPARATIVE STUDY AND DISCUSSION  
All the six sorting algorithms (Selection Sort, Insertion sort, Merge sort, Quick sort, Bubble Sort 
and Comparison sort) were implemented in C++ programming languages and tested for the 
random sequence input of length 10000, 20000, 30000, All the six sorting algorithms were 
executed on machine Operating System having Intel(R) Core(TM) 2 Duo CPU E8400 @ 3.00 
GHz (2 CPUs) and installed memory (RAM) 2038 MB. The Plot of length of input and CPU time 
taken (ms) is shown in figure 1. Result shows that for small input the performance for the six 
techniques is all most nearest, but for the large input Quick sort is the fastest and the selection 
sort the slowest. the grouping comparison sort for small input (10000) is the third sort and in the 
large input (30000)  is the fifth sort in order between the six sorting algorithms. 
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FIGURE 1 : Plot of Number of Input vs CPU. 
 

3.1  Complexity Comparison between Typical sorting algorithms 
The comparison of complexity between GCS and conventional sort algorithms are listed in table 
7[5]. Table 6 determines the time complexity of new algorithm is equivalent to some conventional 
sort algorithms[25][28]. GCS gave an additional method to manipulate information. 

 

Algorithm Average case Worst case 

Selection sort O ( n2 ) O ( n2 ) 

Insertion sort O ( n2 ) O ( n2 ) 

Merge Sort O ( n log n ) O ( n log n ) 

Quick sort O ( n log n ) O ( n2 ) 

Bubble sort O ( n2 ) O ( n2 ) 

Comparison Sort O ( n2 ) O ( n2 ) 
 

TABLE 7: Time Complexity of Typical Sorting Algorithms. 

 

4. CONCLUSION AND FUTURE WORK 
This paper discuss a comparison between the new suggested algorithm (GCS) and 
selection sort, Insertion sort, merge sort, quick sort and bubble sort. It analysis the 
performance of these algorithms for the same number of elements (10000, 20000, 
30000). For small input the performance for the six techniques is all most nearest, but for 
the large input Quick sort is the fastest and the selection sort the slowest. Comparison sort  
in average and worst case have the same time complexity with selection, Insertion and bubble 
sort This research is initial step for future work; in the future we will improve our algorithms 
Grouping Comparison Sort algorithms (GCS) to optimize software’s in searching method and 
retrieve data. 
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