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Abstract 

 
This paper focuses on the blind image separation using sparse representation for natural images.  
The statistics of the natural image is based on one particular statistical property called 
sparseness, which is closely related to the super-gaussian distribution. Since natural images can 
have both gaussian and non gaussian distribution, the original infomax algorithm cannot be 
directly used for source separation as it is better suited to estimate the super-gaussian sources. 
Hence, we explore the property of sparseness for image representation and show that it can be 
effectively used for blind source separation. The efficiency of the proposed method is compared 
with other sparse representation methods through Hessian evaluation. 
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1. INTRODUCTION 

Blind source separation (BSS) is the process of extracting the underlying sources from the mixed 
images or observed signals, and since no a priori knowledge of the mixed sources is known or 
very little information is available, it is called blind. Independent component analysis (ICA) is most 
widely used technique to solve the blind source separation [1-7, 20] problem. BSS is based on 
the assumptions that source signals are independent and non gaussian. The problem of BSS can 
be stated as follows. 
 
Given M linear mixtures of N original images mixed via a M x N mixing matrix, these mixtures can 
be represented as a linear equation of the form  

X = AS        (1) 

S is the original sources to be extracted, X is the observation random vector, and A is a full rank 
M x N mixing matrix. The task is to estimate the mixing matrix A and then recover the source 
images S. The complexity of source separation is based on the dimensions M and N. If M=N, the 
mixing matrix A is a square matrix and the original sources can be estimated by a linear 
transformation. If M>N, the mixing matrix is a full rank over complete matrix and the original 
sources can be estimated using linear transformation involving pseudoinverse matrix. 
 
After estimating the matrix A using BSS algorithm, the inverse of A is computed, W=A

-1
 called 

separator and the independent sources are obtained simply by  
U = WX        (2) 
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There are several methods [5], [6] to separate the independent components from the original 
data. Bell and Sejnowski [7] developed a neural learning algorithm for separating the statistically 
independent components of a dataset through unsupervised learning. The algorithm is based on 
the principle of maximum information transfer between sigmoid neurons. The features obtained 
were not very interesting from a neural modeling viewpoint, and  the mixing matrix reduces the 
sparsity of the original images which motivates us to find better models like exploiting the property 
of sparseness, Zibulevsky et al.(2002).The advantage of this property is that, two or more 
sources being active at the same time is low. Thus, sparse representations provide good 
separability as most of the energy is confined to a single source, at a given time instant.  
 
Sparse coding is a method for finding suitable representation of data in which the components 
are rarely active. It has been shown [9, 10-17] that this sparse representation can be used to 
solve the BSS problem. ICA algorithms i.e., FASTICA uses kurtosis as a sparseness measure 
and since kurtosis is sensitive to the outliers as it applies more weight on heavy tails rather than 
on zero, the sparseness measure is mostly unreliable. When the sources are locally very sparse 
the matrix identification algorithm is much simpler. Sparse representation of image matrix can be 
performed using clustering algorithms [12, 13, 15], Gradient Ascent Learning [14], Laplacian Prior 
[16, 7], wavelet [17] , Finite difference method (FDM)[29] etc. 
 
In this paper, the sparsity representation of the image mixture is exploited using Hessian 
transformation and the sparseness is measured using l0 norm Donoho [26]. The Hessian 
transform method provides a powerful approach to solve differential equations, non-linear 
problems and is widely used in the field of applied sciences. The proposed BSS algorithm is more 
efficient and leads to improved separation quality which is measured in terms of Signal to Noise 
ratio (SNR), Mean squared error (MSE), Structural Similarity Index Measure (SSIM) and 
estimating the Mutual information (MI) of the separated images with original source images. 
 
The rest of the paper is organized as follows: Section 2 deals with the method used for sparse 
representation of data, sparse measure using l0 norm and the algorithm used for separation. 
Section 3 illustrates the results where we compare the separated images with original images and 
Section 4 gives the conclusion. 

 
2. SPARSE REPRESENTATION 
In order to represent the sparsity of the original images that solves the BSS problem, several 
methods are proposed [5, 6, 12, 13, 14, 15, and 21]. A simpler and efficient method to make the 
image sparse is by calculating the Hessian matrix of the image. The problem of estimating the 
Hessian matrix is to derive the second order derivative of a given image. The equation for the 
second order can be derived using Taylor series expansion [23]. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 1: Finite difference approximations to derivatives 
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Similarly, by replacing h by –h in the Taylor series of Equation (3) and deriving the second 
derivative, the backward difference equation is obtained as , 

2

)2()(2)(
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xy

−+−−
=′′       (5) 

The average of the two Equations (4) and (5) results in a central difference approximation 
(Hessian), of the form   

 
2

)()(2)(
)(

h

hxyxyhxy
xy

−+−+
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as represented in Figure 1.Hence for the given image matrix X, the Hessian matrix obtained will 
be of the form 
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The Hessian evaluation method can be used for sparse representation of the image since it acts 
as an edge detector which provides a two-level image, the edges and the homogeneous 
background. By using this method, the separation matrix estimated to separate the image mixture 
is similar to that of the method used (FASTICA) for image separation. In Figure 2, shows the 
natural image as well as the image obtained from the above method. Figure 3, represents the 
histograms of the original and the Hessian transformed image from which the sparsity of the latter 
can be inferred. 

 

 

             (a)                                                                                  (b) 
 

FIGURE 2: a) Original Image and b) Hessian Transformed Image 
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(a)                                                                                  (b) 

 
FIGURE 3:  (a)  Original Image Histogram and (b) Hessian Transformed Image Histogram 

 

2.1 Sparsity Measure 
Sparsity measures are used to calculate a number that describes the sparsity of an image 

vector [ ]
N

cccC ....
21

= . The most common sparsity measure is the ℓp norm defined by 
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The simplest is the l0 norm that calculates the number of non-zero coefficients in the image vector 

{ }NjcC j ....1,0#
0

=≠=
→

 

Since this traditional method is unsuited for many practical scenarios [15,24,25],a modified 
approximation method suggested by Donoho [26]  is being used where a threshold is used . 

{ }NjcC j ....1,#
0

=≠=
→

ε ,        (9) 

where ε is some threshold value. 

Under this measure, the sparse solution is obtained by finding the number of non-zero elements 
in a block. Bronstein et al. [5], discusses that the use of block partitioning, which is the natural 
way of handling mixing coefficients in an image that vary spatially and also gives a better 
refinement to the sparseness. Hence the block having the maximum sparse is selected to 
estimate the separation matrix W Equation (2). Figure 4 shows sparseness measure values using 
l0 norm for different sparse functions. 
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FIGURE 4: Sparsity measure plot obtained for different functions  

 
2.2 Algorithm 
Figure 5 shows the flow diagram for the representation of sparse matrix using second order 
differentiation (Hessian) and the selection of the best block by evaluating the quality factor for the 
generation of the separation matrix. Infomax ICA algorithm [10] is used for solving BSS problem. 

Steps for Hessian Transformation and selection of best sparse block for BSS  
 

1. Normalize and mean removed data is formed from N images. 

2. Mixed images are obtained by linearly mixing with a random matrix. 

3.    The second order derivative (Equation 6) is applied for each of the mixed images 
to get sparse images. The component in the X direction and Y direction is 
considered.(Figure 5) 

4. The sparse images along X and Y directions are divided into blocks of equal size. 

5. The blocks having same spatial location are considered for evaluation of the 
sparseness (l0 norm). 

6. The blocks having maximum sparseness is considered for estimating the 
separation matrix using Infomax algorithm. 

 
2.3 ICA-BSS Algorithm 
The block having maximum sparseness can be represented as a linear equation of the form 

ASsaX
n

i

ii == ∑
=1

               (10) 

where A is the unknown fixed matrix M×N of full rank, called mixing matrix and its columns are 
known as ICA basis vectors. The fundamental problem of ICA is then to recover the underlying 
causes S from the mixture X. Since only X is observed the problem changes to estimating W. 
 

WXXAAAS
TT == −1

)(                 (11) 
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In order to determine W, we use the Sejnowski infomax algorithm [10] that maximizes the 
information for ICA. A feedforward neural network Figure 6 is used to train the weights of training 
images. As shown in the Figure 6, X is the input to the neural network, the output U is the 
summed output of the weights connected to neuron and the input X. 

∑
=

=
m

j
jiji xwu

1

 i.e   WXU =                (12) 

ICA works by adjusting the unmixing coefficients of W in order to maximize the uniformity 

(entropy) of the distribution Y = f(u) where f is cumulative density function (cdf). Therefore, if W is 
optimal, then Y will have maximum entropy and are therefore independent which ensures that the 
extracted sources are also independent. Hence the gradient update rule for the weight matrix, W 
used is as follows: 

W∆ α  WWYH
T

W )(∇  WUYI
T

)'( +=               (13) 

where    )21('
1

YY −=  

)(/)(
'"'

iiiii UU ffY = , 

e
f ui

u −+
=

1
1)(  

ICA finds a matrix W, such that the rows of ASX =  are statistically independent as possible. 

Hence we find the sources S=WX, where W = 1−
A . 

 

 

2
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the blocks 

ICA for BSS 

Select the best block 

 
 

FIGURE 5: Block schematic describing the algorithm for BS 
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FIGURE 6:. Neural Network to train the weights 

 

3. SIMULATION RESULTS 
Simulation experiments are conducted to demonstrate the feasibility of the proposed BSS 
method. All simulations are carried on  natural images

1
 of dimension 256 x 512. The algorithms 

are developed on MATLAB environment.  The images are mixed with a random matrix 4 x 4 ( 
example Equation (14)) and the Hessian transform as in Equation (6) is applied on it to get 
sparse images. The resultant of Hessian derivative along the X direction and Y direction are 
considered.  



















=

0.23980.2655-0.1014-1.3914-

0.58010.8763-0.14720.6943-

1.1582-0.02810.59852.4146-

0.3276-2.6350-0.3296    0.0716-     

M     (14) 

The sparse images are then divided into blocks of equal size 64 x 128 for which the l0 norm, 
Equation (9), is applied to evaluate the sparseness measure. Figure 4 shows the sparseness 
measure values for different blocks and for different sparse representation methods. The blocks 
which has maximum value of the sparseness (e.g for hessian, block 15 from figure 4) is 
considered for evaluating the separation matrix. The separation matrix is obtained by using 
Infomax algorithm indicated in Equations (10-13). The results shown in Figure 7 and Figure 8 can 
be used as a subjective quality assessment. The histogram plot shows that the separated images 
are similar to original. Mean Squared Error (MSE), Signal to Noise Ratio (SNR) are used as 
objective image quality measures. The Structural Similarity Index Measure (SSIM) a well-known 
quality metric is used to measure the similarity between two images. It was developed by Wang 
et al. [16], and is considered to be correlated with the quality perception of the Human visual 
system (HVS). The Mutual Information between the extracted source and the corresponding 
original source is also considered as a quality metric. Here, 5000 samples (pixels) are randomly 
selected from the separated image and the original source to form pixel pairs. The Mutual 
Information between these 5000 pixel pairs was estimated using I

(1)
 estimator described by 

Kraskov et.al.(2004) with k=2, (k recommended can be between 2 and 4 which is the nearest 
neighbor order)[27,28]. 
 
A comparison of proposed method with other existing sparse representation methods such as 
Gradient, Laplace [5] and Finite Difference Method [29] for assessing the amount of separation 
achieved is tabulated in Tables 1 to 4. The lower value for MSE as in Table 1 indicates, better 
quality separation. The higher values of SNR, SSIM, MI in Table 2, 3 and 4a implies that the 

                                                
1
 http://www.cis.hut.fi/projects/ica/data/images/ 
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separated images are closer to original source images, whereas Table 4b, the low values 
corresponds to the comparison of extracted image with the wrong source image. The values in 
the last column of the Tables 1-4 show clearly that the hessian representation method has an 
advantage over other sparse representation methods. 

 
 

 
 
 
 
 
 
 
 

 
TABLE 1: MSE values for the four separated images 

 
 

 
 
 

 
 
 
 
 
 

 
TABLE 2: SNR values (in dB) for the four separated images 

 
 
 

 

 

 

 

 

 
TABLE 3: SSIM values for the four separated images 

 
 

 

 

 

 

 
TABLE 4a: MI values for the four separated images with corresponding source image. 

 

Figure FDM Laplace Gradient Hessian 

S1 1.82 7.96 2.65 1.49 

S2 0.83 0.009 2.32 0.065 

S3 4.58 65.18 6.76 3.53 

S4 0.38 18.87 1.25 1.31 

Figure FDM Laplace Gradient Hessian 

S1 38.54 23.10 36.89 39.37 

S2 41.23 60.79 36.77 52.32 

S3 34.82 23.29 33.12 33.28 

S4 44.45 27.54 39.30 39.76 

Figure FDM Laplace Gradient Hessian 

S1 0.8590 0.8570 0.9998 0.9979 

S2 0.9883 0.9884 0.9994 0.9999 

S3 0.9986 0.9986 0.9999 0.9981 

S4 0.8739 0.8744 0.9931 0.9993 

Figure FDM Laplace Gradient Hessian 

S1 5.33 2.9 5.15 5.4 

S2 5.46 4.39 4.60 5.73 

S3 4.63 2.85 4.13 4.97 

S4 5.4 2.07 5.03 5.59 
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TABLE 4b: MI values for the four separated images with other source image 

 
4. CONCLUSIONS 
For the solution to source separation, natural images are considered, as the natural scenario 
provides various mixtures of images. The proposed sparse representation method using block 
partitioning approach is more suitable for both spatially variant and invariant images. Experiments 
conducted on the natural image data set shows the efficiency of this approach and its advantages 
over previously-proposed sparse representation methods. We observe that there is improvement 
in MSE, SNR, MI and SSIM values. These values can be considered as objective evaluation for 
the image quality. Figure 8 shows the histogram for the original and separated images which 
clearly show that separated images are equal to the original images.   

 

Sources mixes Hessian evaluation

 

FIGURE.7:  Original images, Mixed and Separated images for the proposed Method 

 

Figure FDM Laplace Gradient Hessian 

S1 0.31 0.18 0.28 0.18 

S2 0.13 0.09 0.11 0.10 
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FIGURE 8: Histogram plot for original, mixed and separated images 
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