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Abstract 

 
In this paper, a phase space reconstruction-based method is proposed for 
speech enhancement. The method embeds the noisy signal into a high 
dimensional reconstructed phase space and uses Spectral Subtraction idea. The 
advantages of the proposed method are fast performance, high SNR and good 
MOS. In order to evaluate the proposed method, ten signals of TIMIT database 
mixed with the white additive Gaussian noise and then the method was 
implemented. The efficiency of the proposed method was evaluated by using 
qualitative and quantitative criteria. 
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1. INTRODUCTION 

Speech enhancement aims to improve the performance of speech communication systems in 
noisy environments. Speech enhancement may be applied, for example, to a mobile radio 
communication system, a speech to text system, a speech recognition system, a set of low 
quality recordings, or to improve the performance of aids for the hearing impaired [6, 16 17]. 
Existing approaches to this task include traditional methods such as spectral subtraction [1, 16], 
Wiener filtering [16, 17], and Ephraim Malah filtering [2]. Wavelet-based techniques using 
coefficient thresholding approaches have also been applied for speech enhancement [3, 4, 13]. 
As alternative to these traditional techniques is studying speech as a nonlinear dynamical system 
[9, 10]. In [15] two nonlinear methods for speech enhancement based on Singular Value 
Decomposition are studied. In [11] chaoslike features have been proposed for speech 
enhancement. Generally, the approaches can be classified into two major categories of single-
channel and multi-channel methods. Single channel speech enhancement is a more difficult task 
than multiple channel enhancements, since there is no independent source of information with 
which to help separating the speech and noise signals. In these applications, the spectral 
subtraction is one of the most popular methods in which noise is usually estimated during speech 
pauses [1, 7, 8, 14] In this research, a new speech enhancement method is presented by using 
Singular Value Decomposition (SVD) regarding to spectral subtraction idea. The efficiency of the 
proposed method is evaluated by using the qualitative and quantitative criteria. The organization 
of this paper is as follows: In Section 2, Spectral Subtraction (SS) method, phase space 



Jamal Ghasemi & Mohammad Reza Karami Mollaei 

Signal Processing: An International Journal, (SPIJ) Volume(3), Issue(4)  35 

reconstruction and Singular Value Decomposition (SVD) are discussed. In Section 3 and 4, 
suggested Eigenvalues Spectral Subtraction (ESS) algorithm and simulation results are 
presented respectively. Finally the paper will be concluded in section 5. 
 

2. BACKGROUND 

 
2.1 Spectral Subtraction Process  
As a classic speech enhancement technique, Spectral subtraction (SS) works well when the 
noise is stationary. In this method noise spectra is estimated by using the silence segment and 
subtracted from the noisy signal spectra. For applying this method three conditions must be 
assumed [16]: 

a. Noise must be additive. 
b. Signal and noise must be uncorrelated. 
c. One canal must be accessible. 

There are many methods that work based on Spectral Subtraction and the original of them is 
Power Spectral Subtraction (PSS). 
 

• Power Spectral Subtraction (PSS) 
Assuming the noise is additive, we can model the corrupted speech signal by following equation: 
 

( ) ( ) ( )y n s n d n= +  (1) 

 

Where ( )s n  and ( )d n  is clean speech signal and noise respectively. According to the second 

assumption, the signal and noise are uncorrelated, so we can write: 
 

0( ) ( )dr Dη δ η=  (2) 

 

Where dr  is autocorrelation function of noise signal and 0D  is a constant [16]. According to the 

equation 2 and by supposing that ( )s n and ( )d n signals are stationary, we can show: 

 

( ) ( ) ( )x s dω ω ωΓ = Γ + Γ  (3) 

 

Where Γ is the power spectral density (PSD). So, if we can estimate ( )d ωΓ we will be able to 

estimate ( )s ωΓ as equation 4. 

 

( ) ( ) ( )x dsω ω ω
∧ ∧

Γ = Γ + Γ  (4) 

 
Noise is estimated from silence frames. PSD is related to Discrete-Time Fourier transform (DFT) 
as: 
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We can conclude from equation 4 and 5. 
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= −  (6) 
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As mentioned above when ( )s n  and ( )d n  are stationary, equation 3 and 4 will be correct. Since 

the clean speech signals are locally stationary in short-time frames and also the assumption that 
noise is stationary is more acceptable in short time intervals, windowing is applied to the 
corrupted speech signal. Then the spectral subtraction is applied to each frame. To estimate the 

speech signal frames, the other necessary factor is ( )sϕ ω  as the estimated phase spectrum of 

speech frame. Boll has shown [1] that in practical applications, it is sufficient to use the noisy 
phase spectrum as an estimation of clean speech phase spectrum. 
 

( ) ( )ysϕ ω ϕ ω
∧

=  (7) 

 

Therefore from equation 6 and 7, we can obtain the estimated speech frames as shown in 
equation 8. 

 
1

2 2
2 ( )( )

( ) ( ) ( ) ( ) ys
jj

S S e Y D e
ϕ ωϕ ωω ω ω ω

∧∧ ∧ ∧ 
 = = −
  

 (8) 

 
The PSS algorithm is shown in Fig. 1. 
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Figure 1. Spectral Subtraction Method 

 
 
2.2 Phase Space Reconstruction 
The dynamics of a system can be studied in a phase space, also called state space. Nonlinear 
time series methods perform analysis and processing in a reconstructed phase space, a time 
domain vector space whose dimensions are time lagged versions of the original time series [18, 
19]. Takens time-delay-embedding method is probably the most common attractor reconstruction 
method in the literature [20]. Takens showed that if the embedding dimension is large enough, 
the reconstructed phase spaces have been shown to be topologically equivalent to the original 
system. Specifically, a scalar time series can be disclose in a multidimensional phase space 
using time delay coordinates. A brief describe of The Takens's method is as follows:  

Given the time series { , 1, 2, ...,ns n N= }, the reconstructed attractor consists of the m vector 

 

2 ( 1)( , , ,..., )n n n n n mS s s s sτ τ τ+ + + −=  (9) 

 

Whereτ and m are the time delay and embedding dimension respectively. A reconstructed phase 

space matrix S of dimension m and lag τ  is called a trajectory matrix and defined by: 
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Where in each row  iS ,  i 1, 2 , ..., M=  represent individual points in the reconstructed phase 

space. The number of the points is ( 1)N M m τ= + − . 

 

2.3 Singular Value Decomposition (SVD) 
Singular Value Decomposition (SVD) is a very important tool in the problems of digital signal 
processing and data statistical analysis. The aim of SVD is to reduce the dimensions of a dataset 
as the reduced dataset still contains the variability features presented in the original data. The 
SVD theorem states that every real m n×  ( m n> ) matrix X can be decomposed into a product 
of three matrices, as: 
 

 TX U V= Σ  (11) 

 

Where m mU R ×∈ and  n nV R ×∈  are orthogonal matrices, i.e. T m mU U I R ×= ∈ and T n nV V I R ×= ∈  

(with I  identity matrix) and  
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 (12) 

 

Σ  is a diagonal matrix with singular values  1 2 ... 0mσ σ σ> > > > . The singular values are the 

non-negative square roots of the eigenvalues of the covariance matrix  T
X X [5]. 

 

3. SUGGESTED ALGORITHM: ESS METHOD 

Since noise is a random phenomenon, if we build a trajectory matrix from a noise segment and 

apply SVD on it, related i sσ  steadily reduce. Comparing the clean and noisy signals shows that 

the eigenvalues corresponding to the noisy signals are some different from the clean signals. This 
difference depends on noise amount added to clean signal and also is related to eigenvalues 
corresponding to the added noise. The eigenvalues contain some information about the signal 
energy so it is reasonable to perform a spectral analysis. According to the above discussion 
similar to SS algorithm, our proposed algorithm called ESS is shown in Fig. 2. 
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Fig.2: Eigenvalue Spectral Subtraction 
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In ESS, initial silence is used to estimate eigenvalues of the noise. The signal is segmented 
according to the silence segment and each segment is transformed to a matrix and SVD is 
applied (see section 2.2 and 2.3). As shown in Fig.2 the eigenvalues of the estimated noise are 
subtracted from eigenvalues of the noisy signal. The new obtained eigenvalues are used to 
reconstruct the corresponding segment. Simulation shows that, it is sufficient to use the noisy 
eigenvectors as an estimation of clean speech eigenvectors in each segment. It is noticeable that 
the eigenvectors are also saved to reconstruct the enhanced signal. The estimation and 
segmentation are shown in Fig. 3. 
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Fig. 3.  Signal segmentation   

 

4. SIMULATION RESULTS 

Ten signals of TIMIT set were used to evaluate the algorithm efficiency. These signals are 

contaminated with additive white Gaussian noise. The new techniques were applied ten times to 

ten signals and the corresponding results were averaged. We arranged the simulation results as 
qualitative and quantitative results. 
 
 
4.1  Quantitative Results 
The signal to noise ratio (SNR) was used as quantitative criterion. Fig. 4 shows our algorithm 
results in comparison with results obtained by using the wavelet based method discussed in [4]. 
  

0

5

10

15

20

Initial SNR

E
n
h
a
n
c
e
d
 S

N
R

Wavelet Based 7.5 11 14.8 18.7

ESS 6.5 10.1 13.9 17.9

0 5 10 15

 

Fig 4. The comparison of the proposed method with wavelet based method 
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According to fig. 4 it is obvious that both algorithms perform much similarly to each other in 
aspect of SNR. It is noticeable that, since the proposed algorithm works in time domain, it is much 
faster than the last one which works in frequency domain (both algorithms implemented in 
Intel(R) Core(TM) 2Duo CPU).  
   

4.2 Qualitative Results 
 
For qualitative evaluation, we have shown the temporal results of clean, noisy and enhanced 
speech signal in Fig. 5. 
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Figure 5: signals in time domain (ms) 
                                                   a: Clean signal  
                                                   b: Noisy signal  
                                                   c: Wavelet based enhancement 
                                                   d: ESS based enhancement  

 

In Fig. 5, for simple comparison, two parts of the signals have been specified by using dashed 
lines. The signal enhanced by ESS (Fig. 5.d) is more similar to clean signal (Fig. 5.a) in 
comparison with wavelet-based enhanced signal (Fig. 5.c). For more investigation, audio 
experiments and the result of its implementation are presented. 
 
 
 

• Audio Experiment 

In this experiment, 6 persons (three women and three men) gave a mark to signals from 1 to 5. 
Ten speech signals with various SNRs (0, 5, 10 dB) and also their enhanced signals were used 
[12].The mean opinion scores (MOS) corresponding ESS and wavelet-based method are 
illustrated in Fig. 6.  
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Fig. 6 MOS results for audio experiment 

 

The MOS results show that both ESS and wavelet-based method have similar performance. So 
the hearing system of human beings is intelligence, it may neglect the noise undesirable and as a 
result, the audio test in both methods lead to the same results. 
 

 

5. CONCLUSION 

 

In this paper a new method (ESS) for speech enhancement was proposed. ESS is evaluated by 
using various criteria of quality and quantity. By using the mentioned criteria, it is presented that 

this method can compete with other speech enhancement methods. As seen in Fig.4 and 5 the 

proposed method provides proper performance in comparison with wavelet based method in 

terms of SNR. Mean opinion score also verifies the efficiency of the proposed method. Since 
ESS works in time domain it has faster than the frequency based methods. Another advantage of 
the proposed algorithm is that it does not require any voiced/unvoiced detection process by which 
the performance of the system is highly decreased. All of these mentioned advantages make 
ESS suitable for real time applications.   
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