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Abstract 

 
Improving data association process by increasing the probability of detecting 
valid data points (measurements obtained from radar/sonar system) in the 
presence of noise for target tracking are discussed in this paper. We develop a 
novel algorithm by filtering gate for target tracking in dense clutter environment. 
This algorithm is less sensitive to false alarm (clutter) in gate size than 
conventional approaches as probabilistic data association filter (PDAF) which 
has data association algorithm  that begin to fail due to the increase in the false 
alarm rate or low probability of target detection. This new selection filtered gate 
method combines a conventional threshold based algorithm with geometric 
metric measure based on one type of the filtering methods that depends on the 
idea of adaptive clutter suppression methods. An adaptive search based on the 
distance threshold measure is then used to detect valid filtered data point for 
target tracking. Simulation results demonstrate the effectiveness and better 
performance when compared to conventional algorithm. 
 
Keywords:  Target Tracking, Data Association, Probabilistic Data Association Algorithm, Kalman Filter. 

 
 

1. INTRODUCTION 

Real-world sensors often report more than one measurement that may be from a given target. 
These may be either measurements of the desired target or “clutter” measurements. Clutter refers 
to detections or returns from nearby objects, clouds, electromagnetic interference, acoustic 
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anomalies, false alarms, etc. Data association algorithms allow the use of the Kalman filter (KF) 
structure for estimation in the presence of clutter. But data association can be the source of both 
track loss and computational complexity issues. Two most popular KF-based algorithms for single-
target tracking in clutter using data association as probabilistic data association filter (PDAF) and 
nearest neighbor kalman filter (NNKF) used in comparative evaluation in simulation. Failing 
algorithm to track a target (track loss) may be from increasing the range of clutter density. Filtering 
methods for tracking targets in noise are well established [1], [2]. The way to separate signals 
from clutter in target tracking is to use a distance measure from the predicted target positions. 
Since it is computationally expensive to evaluate this for all measurements, we require a gating 
process in order to reduce the number of candidate measurements to be considered. The gating 
technique in tracking a maneuvering target in clutter is essential to make the subsequent 
algorithm efficient but it suffers from problems since the gate size itself determines the number of 
valid included measurements. If we choose a too small gate size, we can miss target-originated 
measurements on the other hand, if we choose a gate with too large size, we will obtain many 
unwanted non-target measurements, giving rise to increased computational complexity and 
decreased performance. To find a gate volume in which we regard measurements as valid is an 
important consideration. There have been many types of gating techniques studied. First of all, 
previous approaches have used constant parameters to determine the gate size [3]-[6]. Recently, 
adaptive and (locally) optimal approaches to estimate gate size have also been proposed under 
more restricted assumptions [7]-[14]. However, this estimation is often computationally intensive. 
Data association is responsible for deciding which of the existing multiple measurements in gate 
of the predicted position should update with a tracking target. Some data techniques use a unique 
to update a track; i.e. at most one observation is used to update a track. PDAF is An alternative 
approach to use all of the validated measurements with different weights (probabilities). Due to 
increase in the false alarm rate or low probability of target detection (target in dense clutter 
environment), most of the data association algorithms begin to fail.  We propose here an 
algorithm which is less sensitivity to false alarm targets in the gate region size than PDA and 

NNKF algorithms. This proposed algorithm reduces the number of candidate measurements in 
the gate by a filtering method that compares the measurement in the gate at the prediction step 
with the current measurement in the same gate at the update step and then avoids any 
measurement in the current gate less than the threshold value due to comparison. This is called 
filtering gate method which is similar to an idea taken from adaptive clutter suppression filtering 
methods used in radar signal processing [15,16]. The filtering gate algorithm is combined with 
PDA algorithm to apply the proposed algorithm in tracking targets in presence of various clutter 
densities. Simulation results showed better performance when compared to the conventional 
PDA algorithm. 
 

2. BACKGROUND 

State Space Model 
In a dynamic state space model, the observed signals (observation/measurements) are 
associated with a state and measurement noise. Let the unobserved signal (hidden states) 

{ } XxtNtxt ∈∈ ,:  be modeled as a Markov process of initial distribution ( )xp 0  and transition 

probability ( )xtxtp 1| − . The observations { } ZztNtzt ∈∈ ,:  are assumed to be conditionally 

independent given the process { }Ntxt ∈:  and of the marginal distribution ( )xtztp | .We have the 

following state and measurement space models at time t:   

v tx tHz t

wtx tAxt

+=

+−= 1
                                                                                                                     (1)  

where w t  and v t  are white Gaussian noise with zero mean and covariance  Q and R 

respectively. A and H are matrices with appropriate sizes. The initial distribution is defined 

by ( ) )0,0|0(0 pmxNxP = where the initial configuration defined by parameters m 0  and 
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p 0 is assumed to be known. In linear systems, the state space model is optimally addressed by 

the Kalman filter [14],[17]. The functioning of the Kalman filter consists of two recursive steps: 
prediction and update. 
 
 
Filtered Gate Method 

In the prediction step, Let { }z twn
z tiz tz tZ t 1,,...1,,...1,2,1,11 −−−−=−  be a set of points in the 2-

D Euclidean space at time t-1  where w n  is the number of points at time scan t∆  and let 

∧
zt  be 

a predicted position of the tracked target at time t. according to distance metric measure and gate 

size, let { }z tmz tjz tz t 1,,..1,,..,1,11 −−−=−
(

 be a set of the candidate points detected in the gate 

of predicted position 

∧
zt  whose elements are  a subset  from the set Z t 1−  where j =1 to m ( 

number of detected points in gate at time t-1) and z t
(

1−  be a set of all valid points z tj 1, −  that 

satisfy the  distance measure condition
∧

−− z tz ti 1,  < W where W is threshold value that 

determines the gate size and i =1 to w n , j =1 to m, i. e  j = j +1 after each valid point is detected 

up to m points. We consider each point z tj 1, −  in the gate is a center of very small square gate 

g j  its length is small δ  where each value in the small gate g j is approximately equal to z tj 1, −  

i.e. 2/1,1, δ−−≈− z tjz tj  to 2/1, δ+−z tj . 

 In the updating step, let { }z twk
z tz tZ t ,,....,2,,1=  be a set of points in the 2-D Euclidean space 

at time t where w k  is the number of points at time scan t∆ . The candidate points detected in 

the same gate of predicted position 
∧
zt  be a subset { }z tnz tkz tz t ,,..,,..,,1=(  from the set Z t  

where k =1 to n (number of detected points in gate at time t) and z t
(  be a set of all valid points 

z tk,  that satisfy the distance measure condition 
∧

− z tz ti, < W where i =1 to w k , k=1 to n for 

k=k+1 after each valid point is detected. After receiving the measurement Z t  and detecting the 

valid measurements z t
(

 in the gate , each point from z t
(

in the specified gate at time t is 

compared with the previous points zt
(

1−  in the gate at time t-1  to detect the invalid points when 

δ<−− z tjz tk 1,,  and then exclude the point z tj 1, −  from the set zt
(

1−  in the next iteration of 

comparison as shown in Fig. 1. 
Finally, we obtain the reduced number of valid points in the gate while the other invalid points is 
not including in the data association process.  
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FIGURE 1: Filtered Gate scheme.  
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• Each point in gate Gt is compared 
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FIGURE 2: Gated measurements given an identical threshold for conventional PDA and filtered gate based 

PDA (FG-PDA): (a) measurements at previous scan. (b) Measurements at current scan. (c) Filtered gate 
based approach at the scan of (b). 

3. INTEGRATION BETWEEN DATA ASSOCIATION AND FILTERED GATE 

We propose an algorithm which depends on the history of observation for one scan and use a 
fixed threshold but operates similar to an adaptive estimator. In conventional data association 
approaches with a fixed threshold, all observations lying inside the reconstructed gate are 
considered in association. The gate may has a large number of observations due to heavy clutter, 
this leading to; increasing in association process since the probability of error to associate target-
originated measurements my be increased. In our proposed algorithm a filtered gate structure is 
used to provide the possibility to decrease the number of observations in the gate by dividing the 
state of observations into valid and invalid that only the valid are considered in association. The 
proposed algorithm can be applied to all gate based approaches, including tracking and clustering. 
See Fig. 2. Fig. 2(a) and 2(b) show the candidates for association in both conventional probabilistic 
data association (PDA) and our proposed filtered gate based probabilistic data association (FG-
PDA). Red circles represent the gated measurements. Our approach has measurements as well 
as ones inside the validated region but is divided into two states valid and invalid, yellow points 
represent invalid points as shown in Fig. 2(c).   

4. IMPLEMENTATION OF PROBABILISTIC DATA ASSOCIATION FILTER 
USING FILTERED GATE METHOD 

 The Probabilistic Data Association (PDA) algorithm is used to calculate the probability that each 
validated measurements is attributable to the target in cluttered environments [1],[2],[4],[14],[18-

19]. This algorithm is useful in tracking a single object (target) in clutter and referred to as the 
PDA filter (PDAF). 
Notation for PDAF Approach 
The PDAF calculates the associated probability of each element of the set of validated 

measurements at time t, denoted as { }
c tiz i

tZ t :1=
= where zi

t is the ith validated 

measurement and ct  is the number of measurements in the validation region at time t. under the 

Gaussian assumption for the prediction kernel )1:1|( z txtp −  , the validation region is commonly 

taken to be the elliptical region 
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











≤−−−= γ)(1)(: mtHzi
tSt

T
mtHzi

tZV t  (2)                                                                                                                          

Where γ  is a given threshold and the covariance is defined by RHTptHSt +=  . We define 

the accumulation of validated measurements is { }






 ∈= tjforZ jZ t ,....,1,:1 .                                            

 
Prediction step in PDAF Approach 

We define the posterior distribution of  xt    given the past sequence of observations Z t 1:1 −  in 

the prediction step, i.e., ).1:1|( Z txtp −  This process is equivalent to the prediction step of 

standard Kalman filter. The prediction distribution is defined by  

),;()1:1|( ptmtxtNZ txtp =−   ,where……………….                                 .                                        

mtAm t 1−=  and QATptApt +−= 1        

 
Update Step in PDAF Approach 
As mentioned in section 2.1, the hidden variables of the state space model are recursively 
estimated by the prediction and updating steps. The PDAF can be modeled as a state space 
model which can also be estimated using these recursive operations. First of all, the update step 
in PDAF approach is as  

β itpi
tmi

t

ct

i
xtNZ txtp ,),;

0

():1|( ∑
=

=                                                                                           (3) 

where the β itZ tiP ,):1|( =     is association probability and  





 −+−=

−





 −+−=

mtptzi
tRHTpi

tmi
t

HRHTptpi
t

11

1
11

and                                                                                                  (4) 

for 






∈ cti ,....,0  . In addition, we have m tmt =0  and ptpt =0    for i = 0 where there is no 

target-originated measurement (i.e.,  z t
0 = nil).     

    
Estimating Conditional Probability in PDAF  Approach  

In order to obtain the filtering density, we require an estimate for the parameter β it,   for 







∈ cti ,....,0 . Under the assumption of a poisson clutter model, the association probability   

β it,     can be estimated as [20-21] 



































=

∑
=

+

=

∑
=

+

==

0,

1

,.....1,

1
):1|(,

i
ct

j
e jb

b

cti
ct

j
e jb

ei

Z tiPitβ                                                                             (5) 

where 
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{ }

i
vtSt

iT
vt

i
mtHzi

tSt
iT

mtHzi
tD

PD

pGpD
Stb

Dei

)(1)(
2

1

)(1)(
2

1

12/1
2

exp

−−=

−−−−=

−
=

=

πλ

                                                                                      (6) 

and λ is a spatial density parameter. The functions p D   and pG  denote the probability of 

detection and Gaussian validation. The proposed filtering gate based PDAF is represented in 
algorithm 1. The algorithm is divided into four major parts: prediction, finding validated regions, 
estimating conditional probability and finally an update step. Since only finding validated regions 
component is fundamentally different from the conventional PDAF, we look at this in more detail. 
 
 

Algorithm 1 PDAF using filtered gate 

1. for t = 1 to T do 

2. Do prediction step, 

 ),|()1:1|(~1| ptmtxtNZ txtPx tt =−−  

where  












+−=

−=

QATptApt

mtAmt

1

1
  

3. Finding validated region according to Algorithm 2. 

4. Estimating conditional probability, β it, for 

  for 






∈ cti ,....,0 ,  

      

































=

∑
=

+

=

∑
=

+

=

0,

1

,.....1,

1
,

i
ct

j
e jb

b

cti
ct

j
e jb

ei

itβ  

where  

        

PD

pGpD
Stb

i
vtSt

iT
vtei

−
=







 −−=

12/1
2

)(1)(
2

1
exp

πλ

   

5. Do update step, 

6. Calculate the distribution of the missing observation )1:1|( Z txtP − which is for i = 0,                  

ptptmtmt == 0,0  
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7. Calculate the distribution of  the associated observation, 

),;(),
1:1

|( pi
tmi

txtNZz i
t t

xtP =
−

for     






= cti ,....,1  

        





 −+−=

−





 −+−=

mtptzi
tRHTpi

tmi
t

HRHTptpi
t

11

1
11

 

8. Calculate marginalized probability using Gaussian 

approximation, ),|():1|( ptmtxtNZ txtP =  where           . 

∑
=





 −−+=

∑
=

=

ct

i

T
mtmi

tmtmi
tpi

titpt

mi
t

ct

i
itmt

0

))((,

0
,

β

β

                                                                                    (7) 

9. end for 

For finding the validated region, the filtered gate FG_PDAF after the prediction step checks the 

number of measurements zi
t 1− at time t-1 that lying inside the gate that determined by the same 

way of PDAF, then in the update step at time t also checks the number of measurements zi
t  that 

lying in the same gate. If any measurement in the current gate has approximately the same 
weight (position) to any measurement detected in the previous frame for the same gate within 
tolerance value with very small threshold δ as mentioned before, we consider this measurement 

be invalid in the gate and not taken in consideration to data association process. 
 
Filtering the Validation Region to valid/invalid Observations 
Intuitively, we find measurements in the gate with fixed size which are associated to the predicted 
position of the existing target before receiving new measurements. To update the predicted 
position, the new measurements in the gate is compared with the detected previous 
measurements in the same gate and avoid these new measurements which have approximately 
the same weight from data association process as described in algorithm 2. 

       
Algorithm 2 Finding Validated Region of Filtered Gate based PDAF 

1. Find validated region for measurements at time t-1: 

       mizi
tZ t ,.....,1},

1
{1 =−=−  

By accepting only those measurements that lie inside the gate:                           :                   













≤−−
−−−−=− γ)

1
(1)

1
(:11 mtHzi

tSt
T

mtHzi
tztzt   

2. Find validated region for measurements at time t: 

       niz i
tZ t ,.....,1},{ ==  
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By accepting only those measurements that lie inside the gate ……………………………..:             













≤−−−= γ)(1)(: mtHzi
tSt

T
mtHzi

tztzt      

 where          RHTptHSt +=  

3. for i = 1 to n do 

4.     If mjz j
tzi

t ,......1
1

=<−− δ   

        Set   Itozi
t , 

 Remove z j
t 1−

from the set Z t 1−  ,    and set 1−= mm  

5. Else 

       Set   Vtozi
t  

6. End if 

7. End for 

8. Obtain valid (V) measurements ct are included for data association process  where the 

invalid (I) measurements c f are excluded, i.e.:   

       
{ }

ctnc fwherecttoi

Vzi
ttsmeasuremenallofsetabeZt

−==

=

1

,

 

 

5. SIMULATION RESULTS 

We used a synthetic dataset to highlight the performance of the proposed algorithm. The 
performance of the FG-PDAF is compared with a conventional PDAF and nearest neighbor 
kalman filter (NNKF) [22] . The synthetic data has a single track which continues from the first 

frame to the last frame. The mean and covariance for the initial distribution ( )xp 0    is set to m 0 = 

[12, 15, 0, 0] and p 0 = diag ([400, 400, 100, 100]). The row and column sizes of the volume 

(V= s HsW ×  ). We initiate the other parameters as: 148=τ  ,V=26x26 , λ = 0.001 , t∆ = 4 , 

p D =0.99, pG =0.8,   in addition, we also set the matrices of (1 ) as 



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
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
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Given a fixed threshold ( 10 5−=γ  ), we showed that the proposed FG-PDAF succeeded to 

track a target in dense clutter environment while the others conventional PDAF, NNKF failed to 
track a target as shown in Fig. 3. We obtain trajectories for   X and Y components as shown in 
Fig. 4(a),(b). In this figure, the blue line represents the underlying truth target of the trajectory. 
Our proposed algorithm (green line) detects and associates the proper sequence of observation 
very well compared to PDAF (red line) and NNKF (yellow line).It is clear that the values obtained 
from using the proposal FG-PDA algorithm, is approximately attached to the values of the true 
target up to the processing of the last frame number while the values obtained from the 
conventional two algorithms(PDA and NNKF ) is started to far from the true target values after 11 
number of frames due to failing in tracking process with existing more numbers of false targets . 
We also compared error value and root mean square (RMSE) for different approaches as shown 
in Fig. 5,6.  It is also noted that the absolute tracking error is very successful especially after 11 
number of frame using the proposed algorithm that has far lower error, RMSE values than either 
PDAF or NNKF over frame numbers. 
From results, Simulation have been achieved that the proposed algorithm improves the 
conventional PDA algorithm to be able to, continue tracking without losing the true target in heavy 
clutter environment, decreases the number of valid measurements region by avoiding the 
measurements that represent the false targets and thus, the performance of the data association 
process is increased. 
 
 
 
 
 

                                

                                                    (a)                                           (b) 

                                     

                                                                               (c) 

FIGURE 3: The state of tracking a single target moving in heavy clutter using 3 approaches algorithm (a) 
PDAF failed to track    (b) NNKF failed to track   (c) FG-PDAF succeeded to track 
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                                                                                 (b)  

FIGURE 4: Trajectory for X and Y components for the 3 approaches algorithm used in tracking a target in 
dense clutter and the true target path (as presented in Fig. 3). (a) Trajectory for X (b) Trajectory for Y 
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                                                                        (b)  

FIGURE 5:  Absolute error value for the 3 approaches algorithm in X- and Y-components where the error for 
FG-PDA  is minimum compared to the increased error for PDA and NNKF due to failing in tracking (a) 

absolute error for X component   (b) absolute error for Y component 
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FIGURE 6: The root mean square error [RMSE] over frame number (each frame take 4 sec / one scan) for 
the 3 approaches algorithm and the RMSE is maintained minimum for the proposed FG-PDA and less 

sensitivity to dense clutter. 

     

6. CONCLUSION 

We have showed that the probabilistic data association filter (PDAF) is improved by avoiding the 
false targets from the valid based measurement region using a filtering method in dense clutter 
environment. This approach can be used to overcome the clutter of gate based approaches in 
tracking. With even high threshold values for gate size, we can obtain smaller validated 
measurement regions with improving data association Process which have been shown to give 
targets the ability to continue tracking in dense clutter.   
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